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ABSTRACT 
Facial Aging (FA) is a very fundamental issue as aging, in general, is part of our daily life process. Facial 
Aging is used in many applications such as security. There are many systems that were implemented for 
FA using 2D approaches while not many were conducted using 3D systems. Creating a 3D system is 
much more reliable than the 2D ones as every detail of the face is covered. In this paper, we put the first 
stone in building our complete 3D Facial Aging system that will overcome the available systems. In this 
work, we constructed the facial curves (splines) using Maya, which is a very powerful 3D modelling tool. 
Then with the aid of the Triangulation Algorithm we simplified the facial mesh and eventually, wrinkles 
were constructed by manipulating the Non-Uniform Rational B-Spline (NURBS) Curves. We have also 
presented an understanding of the two terms (triangulation and NURBS) and how they work.  
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1. Introduction 
Facial Aging (FA) is a branch of Facial 
Recognition (FR) and “the main reason for facial 
recognition is delivered from the forensic needs 
to identify victims or suspects” [1]. FR is a 
remarkable process; the Humans’ brain has the 
ability and capacity to distinguish between many 
known and unknown faces with a high speed. 
The biggest advantage of using the face (over 
other parts of the human’s body) in many 
applications is that the face is always with the 
person. Moreover, the face carries a magnificent 
number of features that identify individuals such 
as gender, emotional state, ethnic origin, age etc, 
and as mentioned in [2] that it is impossible to 
find two identical people; even twins have some 
differences.  

FA is used in security, helps identifying missing 
children and many other applications that are 
stated in [3], such as a web browser can decide 
by itself whether the user satisfies the age 
restrictions to view certain web pages; a vending 
machine will not sell cigarettes or alcohol  to 
underage people. 
Finally, it is very important to study the 
Facial Aging phenomenon, as it is part of 
our human nature, and develop various 
systems and methods in leading to better 
estimations that are performed by machines. 
The reliability of the machines depends on 
how accurate the input systems are.  
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2. Related Work 
In the task of automatic age estimation [4], a 
quantitative analysis of the performance of 
different classifiers is discussed. The idea 
was to generate an estimation of the age of a 
person shown in a face image by designing 
classifiers that recognize the model-based 
representation of the unseen face images.  
But on the other hand, the work in [5] that was 
conducted by ‘Lanitis’ the same author of the 
previous work, described (using learned age 
transformations) the effect of facial aging on the 
face appearance and how it can be clarified 
presenting some results indicating that 
acceptable age estimations can be generated for 
unseen images. The work was based on a 
statistical face model [6] that allows reversible 
coding of face images. The author of [4] and [5] 
seems to be relying on a 2D database that is 
available online called the FG-NET database [7]. 
This database is an image database that contains 
face images of different individuals at different 
ages. The downside of this database is that there 
is no consistency in the available images, i.e. 
some images are presented in black and white 
and some of them are coloured; some images 
have busy backgrounds and others are even 
blurred as well as some subjects in the images 
are wearing glasses etc. Obtaining very accurate 
results in such a huge variation of data might not 
be possible. 
Another method for automatic age estimation, 
called the AGES (AGing pattErn Subspace), was 
proposed in [3]. In their work, the aging pattern 
was defined as a sequence of images that 
represent the aging face, so the idea was to 
model this pattern. A representative subspace 
was used to determine the aging pattern for a 
face image by projecting the image in the 
subspace so that the face image can then be 
reconstructed and at the same time the location 
of that face image in the aging pattern will reveal 
its age. The AGES method is an interesting work 
that achieved respectable results based on 2D 
facial aging estimation. 
The method described in [8] uses aging 
simulation and cloning in a family of four people 
(father, mother, son and daughter). This work 
differs from the other works stated in this section 
due to its approach of using 3D virtual faces that 
were reconstructed from the four family 
members by extracting their shapes and textures 

and mixing them. For mixing 3D heads between 
the family members, a method was generated to 
conduct 3D shape interpolation and 2D 
morphing using triangulation. Then eventually, 
based on the identification of the feature points, 
wrinkles within facial animation and aging were 
created.  
For face aging process, a dynamic model was 
presented in [9] for simulation. A high resolution 
face model was considered and expanded with 
age and hair features. The system focuses on 
three facets that occur due to aging: changes in 
the appearance of hair style and shape, wrinkles 
appearance and the effects of aging on facial 
components.  
The rest of this paper is organized as follow: 
Section 3 discusses an overview of the 
implementation procedure. Section 4 presents 
the practical approach along with the results and 
finally section 5 highlights the conclusion and 
future work.  
 
 
3. Overview of Implementation 

Procedure 
The input files that are used in this work are 3D 
object files which have the extension (.obj) and 
the dimensions (x, y and z). The OBJ file format 
is also a text file format [10], which means that 
they can be manipulated using text editors, see 
figure 1 which shows a sample of an obj file 
opened in ‘Notepad’. However, the object files 
may also have the extension (.mod), if they are 
in binary format [11]. 
The first column is the x positions, the second 
column is the y positions and the third column is 
the z positions of the vertices. 
 

 
Figure 1 – Sample obj file structure opened in 

Notepad 



 

 
The obj file that is used in this work is a 
complex file that has many vertices and a 
huge mesh, thus the work has to be started 
by simplifying this input data. The reason of 
simplifying the mesh is to have more control 
over the face. A method for simplifying such 
file will be conducted in Maya. The method 
involves creating curves on the face then 
extracts their control points using Maya 
plug-ins (explained in section 4.1). Once the 
control points have been generated, a 
triangulation algorithm will be applied to 
connect each point to its neighboring ones to 
form the simplified mesh that represents the 
face model (more details about the 
triangulation algorithm are also presented in 
section 4.1).  
For wrinkles formation, the curves will be 
manipulated accordingly and the whole process 
of extracting the control points will be repeated 
to generate a new aged face image. The flow 
chart below explains this process: 
 

 
Figure 2 – Implementation process 

 
The curves are of type (NURBS) which are 
explained in details in section 4.2 of this paper. 
NURBS curves are easy to control and 
manipulate and Maya handles the NURBS 
curves very well which is why it was chosen. 
The curves will be manipulated as follow: First, 
location of some common wrinkles will be 
chosen, then the curves will be manipulated in 
the x,y,z directions based on our understanding 
of the NURBS curves and their properties. After 
manipulating the curves, the control points will 
be extracted as explained above and the whole 
process will be repeated as shown in Figure 2 to 
have a new aged face. 
This method will be adopted for its simple 
procedure that will prove first, the understanding 
of the steps involved in the method and second, 
it will prove the possibility of generating 

wrinkles manually by only changing the 
magnitudes of the control points of the curves. 
 
 
4. Practical Approach 
 
4.1 Simplifying the OBJ file 
The following image is the original obj file. 
Notice the huge number of triangles that this 
image contains: 
 

 
Figure 3 – The original obj image 

 
The procedure of simplification is tackled in two 
stages; first, we extract the control points of 
drawn curves on the face and second, we 
triangulate the generated points to form a mesh. 
The original obj file was opened in Maya 
environment and the number of curves that were 
drawn on the face was decided to be 54 for the 
simple reason that the more curves drawn on the 
face the more control we get over constructing 
the wrinkles: 
 

 
Figure 4 – Fifty four curves were created on a 
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The following figure shows the resulting facial 
curves that were constructed using the 54 curves. 
 

 
Figure 5 – Facial curves 

 
To extract the control points i.e. to generate the 
cloud points of this face, a Maya Plug-in is used. 
Basically, Maya Plug-in searches for the control 
points of each curve then extracts them in a 
separate folder. The process is as follow: The 
algorithm considers the drawn curves and 
generates a surface on Maya scene. Every object 
in the Maya scene is a DG (Dependency Graph) 
node, that has an input and output [13]. Hence, 
to access the components of these objects (e.g. in 
our case, vertices of the curves) we need to 
process the nodes hierarchy to reach the object 
of interest.  
Having done the above process, now the points 
can be extracted. Figure 6 shows the process of 
the points extraction followed by Figure 7 that 
presents the extracted cloud points.  
 

 
Figure 6 – Points extraction process 

 

 
Figure 7 – The extracted cloud points 

 
The cloud points don’t give enough information 
about the facial features; therefore, the 
triangulation algorithm has to be implemented. 
The triangulation was devised by Boris 
Delaunay in 1934 [14]; every three points 
generate a triangle (providing that they are not 
on a straight line). The circumcircle (the circle 
that contains all the vertices of the triangle) must 
not contain any other vertex; otherwise the 
Delaunay triangulation condition will not be met. 
Figure 8 (which was copied from [14]), shows a 
Delaunay triangulation in a space with the 
circumcircles.  
 

 
Figure 8 – Delaunay triangulation 

 
Moreover, triangulation can be applied on every 
simple polygon with a number of vertices n [15]. 
Our triangulation approach is incremental, i.e. it 
looks for the nearest three points and joins them 
together to form a triangle then it moves to the 
next set and so on until we have a complete 
mesh that covers the face. Figure 9 illustrates the 
face after applying the triangulation method to it. 



 

 
Figure 9 – The triangulated face 

 
As can be seen that this face contains far less 
mesh than the one illustrated in Figure 3. 
Once the new triangulated face is generated, we 
then import it back to Maya to smooth it and 
shade it to have a finalised face model that will 
be used as the basis of our experiments.  
 

 
Figure 10 – The finalised face image 

 
4.2 Manipulating the NURBS Curves 
NURBS stands for Non-Uniform Rational B-
Spline [16][17]. Non-Uniform means that some 
control vertices affect a larger region of the 
curve than others [18] (see Figure 11). Rational 
is pointing out that the NURBSs are based on a 
ratio of sums of polynomials which allocates 
each control point to a weight [16]. B-Spline is 
Basis Spline and the word ‘Basis’ was taken 
from an equation called ‘Basis Function’. The 
basis function equation works out the weight of a 
given control point [16]. 

 
Figure 11 – A simple curve with its control 

vertices 
 

The closer the vertex to the curve, the more 
influence it has on it. 
In our work, the curves were constructed in a 
very high accuracy so that the vertices are very 
close to the curve resulting in all the vertices 
have all the influence on the curve, Figure 12 
shows a section of the first 4 curves in our model 
with the control vertices: 
 

 
Figure 12 – Control vertices in our model 

 
To prove the idea of manipulating the facial 
curves will result in the appearance of wrinkles, 
we chose some parts of the face to apply the 
wrinkles on. The following wrinkles were 
constructed (refer to [reference 12, Appendix A, 
P24] and Figure 13 for the medical terms): 
transverse frontal lines, transverse nasal line, 
inferior orbital grooves, nasolabial furrows, 
oromental grooves and mentolabial groove. 
To manipulate the curves, we used their control 
points which are highlighted in Figure 13. We 
constructed each wrinkle individually by 
manipulating the x,y,z positions of the control 
points manually. 



 

 
Figure 13 – The points that were manipulated 

 
Referring to the flow chart in Figure 2, we 
extracted the whole control points again using 
Maya plug-ins then triangulated those points to 
obtain the aged model. Figure 14 presents a 
comparison between our simplified model and 
the aged one. 

 
 

 
5. Conclusion & Future Work 
Based on our results we have shown that by 
changing the values of the control points of the 
facial curves, wrinkles will appear. This is an 
important fact as it will be used in the next step 
to improve our results by creating an automated 
system and conduct the experiments on multiple 
faces. Texture will also be applied on the faces 
to gain better observation. To automate the 
system, Matlab codes will be generated to allow 
us changing the magnitude of the control points 
automatically by feeding the values to the 
program. Then, by the use of 3D equations we 
will generate 6 aged faces increasing in 10 years 
spans. 
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