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Abstract—The total power consumed by computer system 
depends upon the efficiency of its bus architecture. So the 
designers have attempted to invent low power bus architecture. 
This paper describes and compares the features of different 
techniques for low power bus architectures. The current state of 
the art of bus architecture will be the focus of this paper, where 
solutions are discussed related to the amount of dissipated 
power. Also this paper points out the delay time of the studied 
architectures. We have simulated all buses circuits using three 
different predictive technology models (PTM) from Berkeley. 
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I. INTRODUCTION 
HE revolution of portable devices and the growing 
complexity of the VLSI circuits make the power 

reduction one of the most important issues for computer 
system design. Different approaches and techniques are 
issued for power reduction in system design, either 
considering the circuit level or architecture level. Bus designs 
or long lines interconnections consume more than 45% from 
total power dissipation in system design [1]. Therefore, it is 
important issue for portable devices and handheld equipment 
to reduce the power dissipation in all components of the 
design in order to increase the life of battery, this problem 
will increase exponentially in the next decade when the 
number of transistors in on single chip will exceed hundred of 
millions on transistors using the nano-technology SPICE 
parameters [2]. In that case, the chip size and bus width will 
increase, and the total bus wiring capacitance will become 
considerably large, therefore, the power dissipation in the bus 
architectures will be the most significant portion in the chip 
design[3]. Various approaches and techniques to reduce 
power dissipation over bus designs are proposed and 
submitted. Some of the most efficient techniques of reducing 
the power dissipation are low swing voltage technique, 
multiple supply voltages, multiple threshold voltages and bus 
coding[2-4].  

In this paper, its adopted the low swing voltage technique 

because of it is efficiency comparing with other techniques of 
the same purpose under nano-scale SPICE parameters. 

II. BUS ARCHITECTURE 
As mentioned before, the dissipation power on busses can 

achieve more than 45% from the total power dissipated in a 
VLSI chip [4]; therefore it is important issue to select 
efficient and low power drivers and receivers in the bus to 
reduce the power dissipation at lowest value. For this purpose, 
it is a demand to have a comprehensive knowledge about 
available bus drivers and bus receivers to reduce the total 
power dissipation of the chip.  

This importance of the bus design will be increased 
especially when the nano-technology SPICE parameters will 
be used frequently in the next decade, the leakage current in 
specific and static power in general will be increased also, 
this fact should be considered when any design is proposed. 
In the next section, Five types of bus designs are compared 
between them under the same circumstances of SPICE 
parameters, simulation time and load capacitance. 

AN EFFICIENT LOW-POWER BUS ARCHIITECTURE (BUS1) 

In 1997, A. Rjoub, et al. proposed a reduced voltage swing-
based bus driver and receiver circuits, with address “An 
Efficient Low-Power Bus Architecture” [1]. They inserted an 
nMOS transistor between the pMOS and nMOS transistors of 
a simple inverter to reduce the output voltage swing of the 
driver, Fig. 1. The receiver circuit has been built based on the 
voltage sense transistor, Fig. 2. Bus1 uses a repeater model to 
reduce propagation delay time due to long lines 
interconnection. The repeater is a combination of driver and 
receiver circuits, Fig. 3. 

BUS ARCHITECTURE FOR LOW-POWER VLSI DIGITAL CIRCUITS 

(BUS2) 
In 1996, “Bus Architecture for Low-Power VLSI Digital 

Circuits” was proposed by G. Cardarilli, et al. [2]. They 
reduce the dissipated power based on reducing voltage swing. 
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The driver circuit is shown in Fig. 4. The receiver circuit as 
shown in Fig. 5 has been built based on sense amplifying flip-
flop [8], which gives a full swing signal from differential 
input. 

EFFICIENT CMOS DRIVER–RECEIVER PAIR WITH LOW–SWING 

SIGNALING FOR ON–CHIP INTERCONNECTS (BUS3) 

In 2007, S. Nooshabadi, et al. proposed a new bus driver 
and receiver called (mj-sib) as shown in Fig. 6, entitled 
“Efficient CMOS Driver-Receiver Pair with Low-Swing 
Signaling for On-Chip Interconnects”[3], and compared their 
proposed circuits with other two previous works, ddc-db [5] 
and asf-lc [6] [7]. Fig. 6 shows the driver-receiver schemes as 
shown on [3]. 

LOW SWING SIGNALING USING A DYNAMIC DIODE-CONNECTED 
DRIVER (BUS4) 

DDC-DB was proposed on September, 2001 by M. Ferretti, 
et al. [5]. The authors introduced a new driver circuit and 
used simple inverter as a receiver. We used the same driver-
receiver scheme as in [3], Fig. 7. 

LOW-SWING ON-CHIP SIGNALING TECHNIQUES: 
EFFECTIVENESS AND ROBUSTNESS (BUS5) 

In asf–lc [6], [7], the authors have reviewed a number of 
low-swing interconnect schemes. In this paper we used the 
same scheme as in [3], where the combination of high 
performance source follower driver from [6] at the transmitter 
end and the matching level restorer circuit from [7] at the 
receiver end [3], Fig. 8. 

 

 
Fig.  1: Schematic of the driver circuit [1]. 

 
Fig.  2: Schematic of the receiver circuit [1]. 

 
Fig.3: Schematic of the repeater circuit [1]. 

 
Fig. 4: Schematic of the driver circuit [2]. 
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Fig. 7: Schematic of the driver-receiver (Bus4) [3], [5]. 

 
Fig. 5: Schematic of the receiver circuit [2]. 

III. TEST ARCHITECTURE 
In this paper the same test platform has been used in [6], 

[5] and [3] was applied as shown in Fig. 9. All bus schemes 
were examined for three different spice parameters. In 130nm 
scale, Vdd =1.3 V is applied on Bus1, and Bus2, and Vdd = 
1.0V, Vddh = 1.2V and Vddl = 0.85V were applied on Bus3, 
Bus4 and Bus5 as in [3]. In 45nm scale, Vdd = 1.1V, Vddh = 
1.28V and 0.92V were applied on all buses. 

In 22nm scale, Vdd = 0.8V, Vddh = 1.0V and 0.65V were 
applied on all buses. 

We divided the test of the mentioned buses into two parts 
in first part all circuits were simulated with a receiver load 
capacitance ranging from 10fF to 100fF, and we used an 
interconnect line of metal–3 layer with typical length of 1mm, 
modeled by a π3 distributed RC model (Rw = 300Ω and  
Cw = 0.23pF) with an extra capacitive load CL= 1770fF 
distributed along the wire. In the second part all circuits were 
simulated with a receiver load capacitance of 20fF, and 
variable length wire with a range from 1mm to 10mm, 
modeled by a π3 distributed RC model (Rw = 300Ω/1mm and 
Cw = 0.23pF/mm) with an extra capacitive load  
CL= 1.77pF/1mm. In case of Bus1, the wire is divided by two 
repeaters into three segments as shown in Figure 9. 

 

 
. 6: Schematic of the driver-receiver (Bus3) [3]. 

IV. SIMULATION RESULTS AND COMPARISON 
Fig. 10 shows energy dissipation versus CL, using 130nm 

technology. From Fig. 10 we see that Bus1 works very well 
and gives the best reduction in energy dissipation compared 
with Bus2 [2], Bus3 [3], Bus4 [5], and Bus5 [6] [7] by 
73.46%, 68.82%, 95.59%, and 51.53% respectively at  
CL = 50fF. Also Bus5 gives 59.79%, 52.75%, and 93.32% 
reduction in energy dissipation at CL = 50fF compared with 
Bus2, Bus3, and Bus4 respectively. 

Fig. 11 shows propagation delay versus CL, using 130nm 
technology, from the same Figure it shown that Bus2 suffers 
form weakness in its performance, in contrast, the 
performance of Bus4 is the best then Bus3. Bus4 performs 
48.59%, 92.19%, 21.92%, and 35.29%, better than Bus1, 
Bus2, Bus3, and Bus5 at CLOAD = 50fF, respectively. 

Fig. 12 shows energy dissipation versus CL, using 45nm 
technology. From Fig. 12 it shows that Bus4 has the worst 
reduction in energy dissipation, then Bus3. Bus5 has the best 
reduction and it’s not comparable with other buses; so its 
curve not appeared in Fig. 12, it reduces the energy 
dissipation by 99.63%, 99.82%, 99.98%, and 99.99%, better 
than Bus1, Bus2, Bus3, and Bus4 at CL = 50fF, respectively. 

Fig. 13 shows propagation delay versus CL, using 45nm 
technology, it is noted that Bus2 has worst performance, in 
contrast, the performance of Bus4 is the best and performs 
79.83%, 90.99%, 38.95%, and 44.90%, better than Bus1, 
Bus2, Bus3, and Bus5 at CLOAD = 50fF, respectively. 

From Fig. 14 it showed that Bus1 works very well using 
22nm and it reduces the energy consumption at CLOAD = 50fF 
by 45.07%, 97.74%,and 97.57% less than Bus2, Bus3, Bus4 
respectively. But Bus5 is the best, and due to the large range 
of variation on energy dissipation among the buses, the curve 
of  

 
Fig. 8: Schematic of the driver-receiver (Bus5), [3], [6], [7] 
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Fig. 9: Interconnect Scheme (a) Test Architecture and (b) the π Wire Model. 

Bus5 does not appear. Bus5 reduces the energy dissipation 
at CL = 50fF by 99.856% less than Bus1. Also Bus2 gives 
95.89% and 95.57% reduction in energy dissipation at CLOAD 
= 50fF compared with Bus3, and Bus4 respectively. 

Fig. 15 shows propagation delay versus CL using 22nm 
technology. Bus4 has the best performance. It performs 
75.17%, 73.51%, 30.90%, and 54.93% better than Bus1, 
Bus2, Bus3, and Bus5, respectively. But as shown in Fig. 14 
Bus4 consumes large amount of energy relatively.  

From energy delay product, Figure 16, 17, and 18, it 
showed that Bus5 and Bus1 are suitable to use in Nano-scale 
systems rather than Bus4 and Bus3. 

Fig. 19, 20, and 21 show the energy delay product versus 
the wire-length for the three SPICE parameters 130nm, 
45nm, and 22nm respectively. In Fig. 19, using 130nm 
technology, we see that Bus5 performs 84.07% better than 
Bus4, respectively at wire-length of 10mm. Bus3 failed the 
test for values of the wire-length exceeds 3mm, also Bus1 
failed the test for values of the wire-length exceeds 6mm and 
Bus2 failed the test for most values of the wire-length. In Fig. 
20, using 45nm technology, it showed that Bus1 is the best, it 
performs 56.59% better than Bus4, but other buses failed the 
test. In  
Fig. 21, using 22nm, it showed that Bus2, and Bus4 work 
well, and the other buses failed the test. Form Fig. 19, 20, and 
21, it noticed that Bus4 still works well; this indicates that 
Bus4 could be able to drive a load with large fanout. 
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Fig. 10: Total energy dissipation versus the receiver output load capacitance 
using 130nm technology. 
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Fig. 11: Propagation delay time versus the receiver output load capacitance 
using 130nm technology. 
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Fig.12: Total energy dissipation versus the receiver output load capacitance 
using 45nm technology. 
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Fig. 13: Propagation delay time versus the receiver output load capacitance 
using 45nm technology. 
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Total Energy Dissipation Vs Load Cap. (22nm)
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Fig.14: Total energy dissipation versus the receiver output load capacitance 
using 22nm technology. 
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Fig. 15: Propagation Delay versus the receiver output load capacitance using 
22nm technology. 
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Fig. 16: Energy Delay Product versus the receiver output load capacitance using 
130nm technology. 
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Fig. 17: Energy Delay Product versus the receiver output load capacitance using 
45nm technology. 

 
Energy Delay Product Vs Load Cap. (22nm)
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Fig. 18: Energy Delay Product versus the receiver output load capacitance using 
22nm technology. 
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Fig. 19: Energy Delay Product versus the wire-length using 130nm technology. 
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Energy Delay Product Vs Line Length. (45nm)
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Fig. 20: Energy Delay Product versus the wire-length using 45nm technology. 

 

Energy Delay Product Vs Line Length. (22nm)
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Fig. 21: Energy Delay Product versus the wire-length using 22nm technology. 

V. CONCLUSION 
We have introduced a number of existing low-swing 

interconnect interface-circuit schemes and we have compared 
their efficiency, and performance. Some of them have good 
performance using 130nm technology but not good when 
using 45nm and 22nm technology such as Bus3. Another has 
good efficiency in Nano-scale such as Bus1. We note that the 
energy dissipation increases when the scale is decreased; due 
increasing static dissipation power. But the performance is 
increasing; due to reducing power supply and reducing 
distance between source gate and drain gate. It shows that 
Bus1 and Bus2 are good to be used in low power systems, and 
Bus3 and Bus4 are good to be used in high performance 
(speed) systems, but Bus5 compromise between efficiency and 
performance and it is very suitable to be used in ultra-low 
power systems. From Energy delay product, Figure 16, 17, 
and 18, it showed that Bus5 and Bus1 are suitable to be used 
in Nano-scale systems, and Bus4 and Bus3 are not suitable. 
Reducing voltage swing on interconnect is a powerful tool for 
minimizing energy dissipation, but requires more 
optimization especially when nano-technology is used. 
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