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ABSTRACT 
 

Flexible job-sop scheduling problem (FJSP) is harder than the classical JSP (Job-shop Scheduling 
Problem). In this paper, a novel and fast tabu search (TS) algorithm are proposed for solving the FJSP, the 
objective is to make the complete time minimum, i.e., to get the best makespan. In the new fast algorithm, TS 
algorithm was used to produce initial solutions, and a new public critical block structure was proposed to find 
a better solution around the solutions. The computational results have proved that the proposed hybrid 
algorithm is efficient and effective for solving FJSP, especially for the problems with large scale. 
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1. Introduction 
The classical job-shop problem (JSP) [1, 2] 
schedules n jobs on m machines with some given 
constraints and to minimize some given criterions. 
Flexible job-shop problem (FJSP) is harder than the 
classical job-shop problem. In FJSP, one operation 
can be operated on a set of machines. Therefore, 
there are two schedule parts in the FJSP: first, 
assign a proper machine from a set of machines to 
operation each operation; second, sequence each 
operation on every given machine. The former 
problem can be seen as a parallel machine problem, 
which is also a NP-hard problem. The latter is equal 
to a classical job-shop problem.  

The FJSP recently captured the interests of many 
researchers. The first paper about FJSP was 
proposed by Brucker and Schlie (Brucker & Schlie, 
1990), which discuss a simple FJSP model with two 
jobs and operations performed on any machines 

with the same processing time. To solve more genera FJSP 
problems with more than two jobs and machines, many 
researchers proposed hierarchical approaches, i.e., 
decomposing the problem into two stages: machine 
assignment sub-problem and job shop sub-problem. The 
first author to use the hierarchical idea was Brandimarte 
(Brandimarte, 1993), who solved the first stage with some 
existing dispatching rules and the second stage with tabu 
search heuristic algorithms. Mati (Mati Rezg & Xie, 2001) 
proposed a greedy heuristic for simultaneously dealing 
with the two stages. Kacem (Kacem, Hammadi & Borne, 
2002) solved the two stage problems with the GA. Zhang 
(zhang & Gen, 2005) proposed a multistage-based GA to 
solve multi-objective FJSP with k stages and m state. In 
recent years, the tabu search algorithm has been verified by 
many researchers adapt to solve the FJSP problems, and 
has put up efficiency in solving the NP-hard combinatorial 
optimization problems. Noureddine(Noureddine, 2007) 
illustrated a combined ant system optimization with local 
search methods, including tabu search for solving the FJSP 



problems. However, the authors have not tested the 
algorithm on large scale problems. Brandimarte 
(Brandimarte, 199) proposed a routing and 
scheduling method for the FJSP problems with the 
tabu search algorithm. Saidi-mehrabad (Saidi-
mehrabad, 2007) gave a detailed solution for 
solving FJSP with tabu search method. 

In this paper, we give a new fast TS algorithm 
for the FJSP solutions, and propose a public critical 
structure for the sequence part. In each generation, 
we use the TS algorithm to solve the machine 
assignment problem, and then, we use the public 
critical block structure to solve the operation 
sequence problem. After a detailed experiment, the 
result verifies that our novel method can get better 
solutions in very short period.  
 
2. Problem formulation 
The FJSP can be an extension of the classical JSP; 
therefore, we can formulate the FJSP based on JSP. 
Consider a set of n jobs, noted },....,{ 21 nJJJJ = , 
every job in the set J has a given number operations, 
and should be operated on a given machine from a 
machine set named },....,{ 21 mMMMM = . So, there 
are n jobs and m machines. In the classical JSP 
problem, with n jobs and m machines, there are 

mn * operations. However, in FJSP problems, the 
operation number can vary with the problem 
assumption. There are two kinds of FJSP, i.e., T-
FJSP and P-FJSP. For the T-FJSP, each job can be 
operated on every machine from the set M; for the 
P-FJSP, there is a problem constraint for the 
operating process, in table 1, we can see that one 
operation of a job must be processed by a set of 
machines in MM ⊆' . In the sequencing stage for 
the FJSP, we must consider the candidate machine 
set size for every operation waiting for processed. 
The detailed definition of the FJSP as follows: 

 A set of J independent jobs. 
 Each job iJ  can be operated on a given 

set of machines iM . 
 The jiO , represents the jth operation of iJ . 

The machines set waiting for processing 
the jiO , noted by MM k ⊆ .  

 We use kjip ,, to represent the processing 

time of jiO , operated on the kth machine. 

 There have two assumptions: a started 
operation can not be interrupted; each 
machine only can process one operation at 
the same time. 

 The objective in our paper is to find the 
minimum time of the whole operations.  

 
 

Table 1 Processing time table 
 M1 M2 M3 M4 

O11 7 6 4 5 
O12 4 8 5 6 

O13 9 5 4 7 
     
O21 2 5 1 3 
O22 4 6 8 4 
O23 9 7 2 2 

     
O31 8 6 3 5 
O32 3 5 8 3 

3. Encoding of Solutions 
The FJSP problems involve two decision stages, i.e., 

machine assignment stage and operation sequence stage. 
Therefore, a solution consists of two parts of vectors, 

1A (machine assignment vector) and 2A (operation 
sequence vector). 1A  represents the corresponding selected 
machine for every operation; 2A indicates the operation 
sequence on every machine.  

The length of vector 1A equals the total number of 
operations. Each element in 1A represents the selected 
machine number for processing the operation in that 
position. For example, in Fig.1, the 5th element in 1A  is 2, 
which means machine 2 is selected to process the 
operation 21O  . 

During the initialization phase, every solution in the 
population will get a storage space for the string 1A with the 
length equals l. For each position in 1A , the most suitable 
machine will be selected from a set of alternative machines. 
So, the computational complexity of the initialization 
of 1A will be determined by the total number of operations, 
and the average number of alternative machines for every 

operation, and it can be noted as )(
1
∑
=

l

i
ialO .    

For the vector 2A , Gen et al. proposed a relative nice 
solution. They name all operations for a job with the same 
symbol. For example, in Fig.2, we place the symbol 2 in 
both position 1 and 4. The figure means that the first 
operation selected to be processed is the first operation of 
job 2, i.e., 21O , and the 4th operation is 22O  . Each job i will 
be placed in 2A  exactly ni times, here, ni represents the 
operation number of job i. so, the length of 2A also equals l. 
The computational complexity of initialization of 

2A is )(lO . 
position 1 2 3 4 5 6 7 8 

operation O11 O12 O13 O21 O22 O23 O31 O32

machine 4 3 2 1 2 1 2 3 

Fig.1. Machine assignment vector example 
 



position 1 2 3 4 5 6 7 8 

operation 2 1 3 2 1 2 1 3 

Fig.2. Operation sequence vector example 
 
4. The fast TS Algorithm 
 
4.1. The Tabu Search Algorithm 
TSA is proposed by Glober in 1986, which is a 
famous local search algorithm to solve combined 
optimize problem [9]. TSA has two main features: 
(1) the capability to avoid local optimization. TSA 
uses a tabu table to memory the better local 
neighbors which have been searched and will be 
neglected; (2) the capability to find better resolution. 
TSA uses an aspiration rule to exploit a prohibited 
resolution. During a situation that all the resolution 
in the tabu table is prohibited, the aspiration can 
make the whole search processing continue. The 
basic flow of the TS algorithm was shown in Fig3. 

 
Fig.3. the flow of TS algorithm 

 
4.2. Public Critical Block Structure 
The critical problem of local search is how to define 
the effective neighborhood around the given 
solution. The promising neighborhood is based on 
the concept of critical path, which was firstly 
proposed by Adams (Adams, Balas, & Zawack, 
1988) in solving JSP problems. Many researches 
have verified that block structure neighborhood will 
decrease the search space deeply. Block structure is 
based on the critical path. The critical path is 
composed by many critical operations which must 
be operated on the same machine.  

We propose a public critical block structure 
based on the basic critical block theory. In order to 
describe the new algorithm easily, we give several 
definitions, JPi, JSi, MPi, MSi indicates the 

immediate job predecessor, job successor, machine 
predecessor and machine successor of the operation 
respectively. 

 
Fig.4. Rules 1 

 
Fig.5. Rules 2 

 
The process of the public critical block was illustrated 

in Fig.6. 
procedure : getPublicCriticalOperations 
input: a set named Mc including all critical 
operations 
output: all public critical operations 
begin 
   for every critical operation COi in Mc 
      get the start time si and the end time ei of the 
operation 
      for every other critical operatins in Mc 
         get the start time sj and the end time ej 
         if occurs one of the case as followings:  

1) ei>ej && sj<si && si < ej 
2) sj < ei && ei < ej && sj > si 
3) sj > si && ej < ei 
4) si > sj && ei < ej 

       then mark the operation COi as a non-critical 
operation 
    end for 
 end for 
 output the unmarked operations in Mc. 
end 

Fig.6. the process of Public critical block 
We give six rules as following: 
Rules 1: As shown in Fig4. If a public critical path 

block containing u and v also contains JSv, that is, v is the 
block rear, and then inserts u right after v. 

Rules 2: If a public critical path block containing u and 
v also contains JSv, that is, v is the block rear, and then 
inserts v right before the first successive internal operations. 

Rules 3: If a public critical path block containing u and 
v also contains JSv, that is, v is the block rear, and then 
inserts each internal operation just after v. 

Rules 4:  If a public critical path block containing u and 
v also contains JPu, that is, u is the block head, and then 
moves u right after the first successive internal operations. 

Rules 5: As shown in Fig5. If a public critical path 
block containing u and v also contains JPu, that is, u is the 
block head, and then inserts each internal operation exactly 
before u. 



5. Computational result 
To test our novel algorithm, we realized our 
algorithm with VC6.0. The hardware environment 
of our testament is Pentium4 2GHZ. In our 
experiment, we tested different values for a list of 
algorithm parameters, and the detailed parameters 
as follows: 

 tabu table length: n*m/2; 
 tabu period: n*m/4; 
 neighbors radius: 300 

The detailed makespan we have found were 
illustrated in table 2. From the computational results, 
we can see that our novel method seems better in 
almost all MK case, especially the hard cases such 
as MK09 and MK10. The GA [5] seems better than 
our method in several cases such as MK02, MK07. 
The reason is that the GA algorithm takes longer 
computational time than our method. With our 
novel and fast algorithm, we can find the optimal 
solution in very short time. 

Table 2 Computational result 
Name n m [11] GA[5] our method
MK01 10 6 40 40 40 
MK02 10 6 29 26 28 
MK03 15 8 - 204 204 
MK04 15 8 67 60 60 
MK05 15 4 176 173 173 
MK06 10 15 67 63 62 
MK07 20 5 147 139 142 
MK08 20 10 523 523 523 
MK09 20 10 320 311 308 
MK10 20 15 229 212 219 
 
6. Conclusion 
In this paper, we give a novel fast algorithm with 
TS and public critical block structure. In the 
sequencing stage, we use public critical block 
structure to find the best solution, and in the 
machine assignment stage, we use TS algorithm to 
find the near optimize solution around the given 
solution. The computational result shows that our 
algorithm can get better result than the GA 
algorithm. The next work should focus on how to 
decrease the computation time and make the 
algorithm more robust.  
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