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Abstract— HCI (Human Computer Interfaces) applications are generally based on using keyboard or joystick; in this paper we experimented the use of vowels to activate some input device such as to control the movement of mouse pointer on the screen. The control of the windows icon mouse pointer (WIMP) by voice command is currently based on using vowel utterances, this category of letters is easy to recognize and to be pronounced, especially for individuals who are physically disabled or have a partial voice disorder. So this type of MCI might be used by a category of disabled person. In addition, vowels are quite easy to model by automatic speech recognition (ASR) systems. In this work we represent the design of a system for the control of mouse cursor based on voice command, using the pronunciation of certain vowels and short words. The Mel Frequency Cepstral Coefficients (MFCCs), fundamental frequency ($F_0$) and Formants ($F_1$, $F_2$) are selected as features. The TDW with Euclidian Distance and Hidden Markov Models (HMMs) have been tested as classifiers for matching components (vowels and short words). Comparison between different features and classifiers were tested and results are presented on tables, finally a GUI has been designed for user applications.
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I. INTRODUCTION

Existing human-computer interfaces are not suited to individuals with upper limb motor impairments. Recently, a lot of interest is put on improving all aspects of the interaction between human and computer especially for this category of persons, however these devices are generally more expensive example sip-and-switches [1] eye-gas and eye tracking devices[4], head mice [2,3] chin joystick[5] and tongue switches [6]. Here is some related works on human computer interaction, based on voice activation or control, which can be invested for individuals with motor impairments. Most of concepts of vocal commands are built on the pronunciation of vowels [5, 6, and 7], where the particularity of vowels used is the simple and the regular pronunciation of these phonemes. Many vocal characteristics are exploited in several works, but the most used are: energy [1, 2, 3 and 5], pitch and vowel quality [9,10] speech rate (number of syllables per second) and volume level [7]. However, Mel Frequency Cepstral Coefficients (MFCCs) [11, 12 and 13] are used significantly of speech processing as bio-inspired feature for automatic speech recognition of isolated words [15-16].

The paper is organized as follows: in section 2, presentation of an overview on related works of mouse cursor control based on voice control and commands. In section 3, we showed LPC and MFCC computation and use as features extraction techniques. Then we describe used classifiers: DTW then HMM in section 4. In section 5, we present tests and results. And finally, we provide graphic user interface as an application.

II. RELATED WORKS:

We describe some related works with vocal command system in the literature review. Voice recognition allows you to provide input to an application with your voice. In the basic protocol, each vowel is associated to one direction for pointer motion [1].This technique is useful in situations where the user cannot use his or her hands for controlling applications because of permanent physical disability or temporal task-induced disability. The limitation of this technique is that it requires an unnatural way of using the voice [5] [6]. Control by Continuous Voice: In this interface, the user’s voice works as an on/off button. When the user is continuously producing vocal sound, the system responds as if the button is being pressed. When the user stops the sound, the system recognizes that the button is released. For example, one can say “Volume up, ahhhhhh”, and the volume of a TV set continues to increases while the “ahhh” continues. The advantage of this technique compared with traditional approach of saying “Volume up twenty” or something is that the user can...
continuously observes the immediate feedback during the interaction. One can also use voiceless, breathed sound [6].

Alex Olwal et al. [7] have been experimenting with non-verbal features in a prototype system in which the cursor speed and direction are controlled by speech commands. In one approach, speech commands provide the direction (right, left, up and down) and speech rate controls the cursor speed. Mapping speech rate to cursor speed is easy to understand and allows the user to execute slow. The cursor’s speed can be changed while it is moving, by reissuing the command at a different pace. One limitation of using speech features is that they are normally used to convey emotion, rather than for interaction control.

The detection of gestures is based on discrete pre-designated symbol sets, which are manually labeled during the training phase. The gesture-speech correlation is modeled by examining the co-occurring speech and gesture patterns. This correlation can be used to fuse gesture and speech modalities for edutainment applications (i.e. video games, 3-D animations) where natural gestures of talking avatars are animated from speech [7] [8].

J. Bilmes et al. [9] have been developed a portable modular library (the Vocal Joystick"VJ") engine that can be incorporated into a variety of applications such as mouse and menu control, or robotic arm manipulation. Our design goal is to be modular, low-latency, and as computationally efficient as possible. The first of those, localized acoustic energy is used for voice activity detection, and it is normalized relatively to the current detected vowel, and is used by our mouse application to control the velocity of cursor movement. The second parameter, “pitch”, is not used currently but it is left for the future use. The third parameter: “vowel quality”, where the vowels are characterized by high energetic level. The classification of vowels is realized by extraction of two first formants frequencies, tongue height and tongue advancement [9, 10]. Thus, the VJ research has focused on real time extraction of continuous parameters since that is less like standard ASR technology [9]. The main advantage of VJ is the reaction of the system in real time.

In [14], Thiang et al., described the implementation of speech recognition system on a mobile robot for controlling movement of the robot. The methods used for speech recognition system are Linear Predictive Coding (LPC) and Artificial Neural Network (ANN). LPC method is used for extracting feature of a voice signal and ANN is used as the recognition method. Backpropagation method is used to train the ANN, Experimental results show that the highest recognition rate that can be achieved by this system is 91.4%. This result is obtained by using 25 samples per word, 1 hidden layer, 5 neurons for each hidden layer, and learning rate 0.1.

III. FEATURE EXTRACTION

In order to implement the HMI application on embedded system in future, and to get good results in automatic speech recognition is to select better and easy to compute features, so the features would be robust and fast to compute. The LPC, MFCC with energy and derivatives were selected based on literature reviews [15, 16] and [17].

A. MFCC Feature extraction [11]

The extraction of the best parametric representation of acoustic signals is an important task to produce a better recognition performance. The efficiency of this phase is important for the next phase since it affects its behavior. MFCC is based on human hearing perceptions which cannot perceive frequencies over 1KHz. In other words, in MFCC is based on known variation of the human ear’s critical bandwidth with frequency. MFCC has two types of filter which are spaced linearly at low frequency below 1000 Hz and logarithmic spacing above 1000Hz. A subjective pitch is present on Mel Frequency Scale to capture important characteristic of phonetic in speech. The overall process of the MFCC can be presented in the following steps:

1. After the pre-emphasis filter, the speech signal is first divided into fixed-size windows distributed uniformly along the signal.

2. The FFT (Fast Fourier Transform) of the frame is calculated. Then the energy is calculated by squaring the value of the FFT. The energy is then passed through each filter Mel. $S_k$: is the energy of the signal at the output of the filter $K$, we have now $m_p$ (number of filters) $S_k$ parameters.

3. The logarithm of $S_k$ is calculated.

4. Finally, the coefficients are calculated using the DCT (Discrete Cosine Transform).

$$c_i = \frac{1}{\sqrt{m_p}} \left\{ \sum_{k=1}^{m_p} \log(S_k) \cos \left( i \left( k - \frac{1}{2} \right) \frac{\pi}{m_p} \right) \right\}$$

pour $i = 1 \ldots \ldots N$

$N$: is the number of MFCC coefficients.

B. Fundamental Frequency and formants extraction

Linear predictive analysis of speech has become the predominant technique for estimating the basic parameters of speech. Linear predictive analysis provides both an accurate estimate of the speech parameters and also an efficient computational model of speech.

The basic idea behind linear predictive analysis is that a specific speech sample at the current time can be approximated as a linear combination of past speech samples. Through minimizing the sum of squared differences (over a finite interval) between the actual speech samples and linear predicted values a unique set of parameters or predictor coefficients can be determined.
LPC computation basic steps can be presented as follow [14]:

a) Pre-emphasis: The digitized speech signal, s(n), is put through a low order digital system, to spectrally flatten the signal and to make it less susceptible to finite precision effects later in the signal processing.

b) Frame Blocking: The output of pre-emphasis step \( \tilde{s}(n) \) is blocked into frames of \( N \) samples, with adjacent frames being separated by \( M \) samples. If \( x_l(n) \) is the \( l \)th frame of speech, and there are \( L \) frames within entire speech signal.

c) Windowing: After frame blocking, the next step is to window each individual frame so as to minimize the signal discontinuities at the beginning and end of each frame. If we define the window as \( w(n) \), \( 0 \leq n \leq N-1 \), then the result of windowing is the signal:

\[
\tilde{x}(n) = x_l(n)w(n) \tag{2}
\]

d) Autocorrelation Analysis: The next step is to auto correlate each frame of windowed signal in order to give:

\[
r_l(m) = \sum_{n=0}^{N-1-m} \tilde{x}(n)\tilde{x}(n+m) \tag{3}
\]

\( m = 0, 1, ... p \)

e) LPC Analysis: which converts each frame of \( p + 1 \) autocorrelations into LPC parameter set by using Durbin’s method.

f) LPC Parameter Conversion to Cepstral Coefficients: LPC cepstral coefficients, is a very important LPC parameter set, which can be derived directly from the LPC coefficient set. The recursion used is:

\[
c_m = a_m + \sum_{k=1}^{m-1} \left( \frac{k}{m} \right) c_k \cdot a_{m-k} \quad 1 \leq m \leq p \tag{4}
\]

And:

\[
c_m = \sum_{k=m-p}^{m-1} \left( \frac{k}{m} \right) c_k \cdot a_{m-k} \tag{5}
\]

\( m > p \)

The LPC cepstral coefficients are the features that are extracted from voice signal and these coefficients are used as the input data for the classifier (Euclidian Distance or DTW). In this system, voice signal is sampled using sampling frequency of 8 kHz and the signal is sampled within 1.5 seconds, therefore, the sampling process results 1200 data. Because we choose LPC parameter \( N = 200 \), \( m = 100 \), and LPC order = 10 then there are 119 vector data of LPC cepstral coefficients.

IV. CLASSIFIERS

In pattern recognition in general, automatic speech recognition, speaker Identification, image or shape recognition we need some how an algorithm to classify.

A. DTW(Dynamic Time Warping)

DTW algorithm is based on Dynamic Programming techniques. This algorithm is for measuring similarity between two time series which may vary in time or speed. This technique also used to find the optimal alignment between two times series if one time series may be “warped” non-linearly by stretching or shrinking it along its time axis.

This warping between two time series can then be used to find corresponding regions between the two time series or to determine the similarity between the two time series.

Fig. 1. The optimal warping path from [22]

B. Eucliendian distance formualt:

The Euclidean distance between points \( p \) and \( q \) is the length of the line segment connecting them ( \( \|pq\| \)).

In Cartesian coordinates, if \( p = (p_1, p_2, ..., p_n) \) and \( q = (q_1, q_2, ..., q_n) \) are two points in Euclidean n-space, then the distance (\( d \)) from \( p \) to \( q \), or from \( q \) to \( p \) is given by the Pythagorean formula:

\[
\text{dist}(x, y, (a, b)) = ((x - a)^2 + (y - b)^2)^{1/2} \tag{6}
\]

\[
\text{Dist} (q_i, p) = \text{Sum}(q_i - p_i)^2 \text{ for } i=1..n \tag{7}
\]

The position of a point in a Euclidean n-space is a Euclidean vector. So, \( p \) and \( q \) are Euclidean vectors, starting from the origin of the space, and their tips indicate two points. The Euclidean norm, or Euclidian length, or magnitude of a vector measures the length of the vector:
C(x,y) is the cumulative score along an optimal alignment path that leads to (x,y), then:

\[ C(x,y) = \min(C(x-1,y), C(x-1,y-1), C(x,y-1)) + D(x,y) \quad (10) \]

where the last equation involves the dot product.

A vector can be described as a directed line segment from the origin of the Euclidean space (vector tail), to a point in that space (vector tip). If we consider that its length is actually the distance from its tail to its tip, it becomes clear that the Euclidean norm of a vector is just a special case of Euclidean distance from its tail to its tip, it becomes clear that the Euclidean norm of a vector is just a special case of Euclidean distance from its tail to its tip.

The distance between points \( \mathbf{p} \) and \( \mathbf{q} \) may have a direction (e.g. from \( \mathbf{p} \) to \( \mathbf{q} \)), so it may be represented by another vector, given by

\[ \mathbf{q} - \mathbf{p} = (q_1 - p_1, q_2 - p_2, \ldots, q_n - p_n) \quad (9) \]

If \( D(x,y) \) is the Euclidean distance between frame x of the speech sample and frame y of the reference template, and if \( C(x,y) \) is the cumulative score along an optimal alignment path that leads to (x,y), then:

\[ C(x,y) = \min(C(x-1,y), C(x-1,y-1), C(x,y-1)) + D(x,y) \quad (10) \]

C. HMMs Basics [13]

Over the past years, Hidden Markov Models have been widely applied in several models like pattern, or speech recognition. To use a HMM, we need a training phase and a test phase. For the training stage, we usually work with the Baum-Welch algorithm to estimate the parameters \((\pi, A, B)\) for the HMM. This method is based on the maximum likelihood criterion. To compute the most probable state sequence, the Viterbi algorithm is the most suitable.

An HMM model is basically a stochastic finite state automaton, which generates an observation string, that is, the sequence of observation vectors, \( O = O_1, O_2, \ldots, O_T \). Thus, a HMM model consists of a number of N states \( S = \{S_i\} \) and of the observation string produced as a result of emitting a vector ‘Ot’ for each successive transitions from one state \( S_i \) to a state \( S_j \). ‘Ot’ is \( d \) dimension and in the discrete case takes its values in a library of \( M \) symbols.

The state transition probability distribution between state \( S_i \) to \( S_j \) is \( A = \{a_{ij}\} \), and the observation probability distribution of emitting any vector ‘Ot’ at state \( S_j \) is given by \( B = \{b_j(O_t)\} \).

The probability distribution of initial state is \( \Pi = \{\pi_i\} \).

\[ a_{ij} = P(q_{t+1} = S_j | q_t = S_i) \quad (11) \]

\[ B = \{b_j(O_t)\} \quad (12) \]

\[ \pi_i = P(q_0 = S_i) \quad (13) \]

Given an observation \( O \) and a HMM model \( \lambda = (A, B, \Pi) \), the probability of the observed sequence by the forward-backward procedure \( P(O/\lambda) \) can be computed. Consequently, the forward variable is defined as the probability of the partial observation sequence \( O_1, O_2, \ldots, O_t \) (until time \( t \)) and the state \( S \) at time \( t \), with the model \( \lambda \) as \( a(i) \). and the backward variable is defined as the probability of the partial observation sequence from \( t+1 \) to the end, given state \( S \) at time \( t \) and the model \( \lambda \) as \( \beta(i) \). The probability of the observation sequence is computed as follow:

\[ p(o/\lambda) = \sum_{i=1}^{N} a_t(i) \cdot \beta_t(i) = \sum_{i=1}^{N} \alpha_t(i) \quad (14) \]

And the probability of being in state \( I \) at time \( t \), given the observation sequence \( O \) and the model \( \lambda \) is computed as in (13).

V. DESCRIPTION OF APPLICATION

The application is designed to control the mouse cursor by using the pronunciation of certain phonemes and words, which we chose as vocabulary: "aaa", "ooh", "iii"," eeu", "ou", "uu", "Clic" and "stop".

The choice of these vowels and short words is based on the following criteria:

- Easy to learn.
- Easy to pronounce.
- Can be pronounced persons with voice disorder.
- Easy to recognize by automatic speech recognition system.

A. DataBase Description

The database consists of 10 women (age 20 to 50 years), 10 men (age 20 to 60 years), and 5 children (age from 5 to 14 years) and category of persons with voice disorder from German database of the PTSD Putzer’s voice in [18], each speaker had: 5 trials for each phoneme or word. Collection of the database is performed in a quiet room without noise.

B. The parametrization

According to the tests, we found that the parameters more robust to noise than other parameters are the LPC coefficients and Mel Frequency Cepstral Coefficients (MFCCs). The input signal is segmented by a window of 25 ms overlapping 10ms, from each segment parameters were extracted by both methods LPC (the order of the prediction: 10) then MFCC (42 coefficients: Energy and derivative and second derivatives).

C. Classification

For this moment, we have tested two classifier, first one has been used for simplicity in order to be implemented in future on
DSP circuit of microcontroller: Dynamic Time Warping (DTW) with Euclidian distance and Hidden Markov chains (HMM) for classification phase.

For Hidden Markov models, in our system, we utilize left-to-right HMM structures with 3 states and 3 mixtures are used to model MFCCs coefficients.

D. Application

Our application is used to control the mouse cursor by voice, pronouncing a vowel or short words above. The vowels are mapped to directions of movement cursor and push buttons on mouse as follow and presented in figure 2:

- Up: "ooh"
- Down: "aah"
- To the right: "iii"
- Left: "eeu"
- To double-click (open): "click" or "eke"
- To exit the application by voice command: "stop" or "abe"
- Left-Click: "ou"
- Right-Click: "uu"

![Figure 2: Directions of cursor mouse mapping from vowels](image)

VI. RESULTS AND DISCUSSIONS

For the testing phase, 20% of recorded sounds are selected for each vowel or short word from the vocabulary.

In order to see the effect of training and making the system speaker independent, different scenarios for the tests were done, where we choose the results of recognition of three users out of database.

Some vowels and short words were correctly classified with some confusion, where a phoneme (or word) test classified as another phoneme (or word), the misclassification is presented in the tables below (I, II). And it is clear that the confusion is higher in LPC features with DTW classifier while it is reduced using MFCC with HMM classifier.

**TABLE I. CONFOUND TABLE USING (MFCC/HMM)**

<table>
<thead>
<tr>
<th>Pronounced Vowel</th>
<th>aaa</th>
<th>ooh</th>
<th>eeu</th>
<th>iii</th>
<th>clic</th>
<th>stop</th>
<th>ou</th>
</tr>
</thead>
<tbody>
<tr>
<td>aaa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>ooh</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>o</td>
</tr>
<tr>
<td>eeu</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iii</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>stop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>ou</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>uu</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clic or &quot;eke&quot;</td>
<td>-</td>
<td>-</td>
<td></td>
<td>-</td>
<td>o</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Stop or &quot;abe&quot;</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>o</td>
<td></td>
</tr>
</tbody>
</table>

x: means that pronounced phoneme classified as an other

**TABLE II. CONFOUND TABLE USING (LPC/DTW)**

<table>
<thead>
<tr>
<th>Pronounced Vowel</th>
<th>aaa</th>
<th>ooh</th>
<th>eeu</th>
<th>iii</th>
<th>clic</th>
<th>stop</th>
<th>ou</th>
</tr>
</thead>
<tbody>
<tr>
<td>aaa</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>ooh</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>eeu</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iii</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>clic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>stop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>ou</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>uu</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clic or &quot;eke&quot;</td>
<td>-</td>
<td>-</td>
<td>x</td>
<td></td>
<td>o</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stop or &quot;abe&quot;</td>
<td>-</td>
<td>x</td>
<td>-</td>
<td>x</td>
<td>o</td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

x: means that pronounced phoneme classified as an other

**TABLE III. CLASSIFICATION USING LPCs, MFCC AND DTW AS CLASSIFIER**
In addition, we must consider the preprocessing for noise in future work, as well as the database training models need from the category of children.

**CONCLUSION**

According to the results, we note that the classification using HMM is better than the DTW, and the decision based on MFCC coefficients is more certain than the coefficients LPCs.

From experimental results, it can be concluded that MFCC features and HMM as classifier can recognize the speech signal well. Where the highest recognition rate that can be achieved in the last scenario. This result is achieved by using MFCCs and HMM. Moreover, we need to get better features to improve classification of vowel and short words pronounced from voice disabled persons; in fact this can be resolved by inserting Jitter and Shimmer as features.

We notified that the variety of signals, collected for database from different age and gender, the recording conditions and the environment, have a considerable impact in classification results.
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### Table IV. Classification using LPC, MFCCs and HMM as classifier

<table>
<thead>
<tr>
<th>Vowel</th>
<th>LPC (%)</th>
<th>MFCC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aaa</td>
<td>85</td>
<td>76</td>
</tr>
<tr>
<td>ooh</td>
<td>78</td>
<td>58.33</td>
</tr>
<tr>
<td>eeu</td>
<td>74</td>
<td>57</td>
</tr>
<tr>
<td>iii</td>
<td>79</td>
<td>61</td>
</tr>
<tr>
<td>clic</td>
<td>87</td>
<td>54.55</td>
</tr>
<tr>
<td>stop</td>
<td>90</td>
<td>55.56</td>
</tr>
</tbody>
</table>

### Table V. Classification using LPC and MFCC using HMM for vowels in German DB [18]

<table>
<thead>
<tr>
<th>Vowel</th>
<th>LPC (%)</th>
<th>MFCC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>aaa</td>
<td>55</td>
<td>67</td>
</tr>
<tr>
<td>ooh</td>
<td>43</td>
<td>42</td>
</tr>
<tr>
<td>eeu</td>
<td>43</td>
<td>53</td>
</tr>
<tr>
<td>iii</td>
<td>53</td>
<td>53</td>
</tr>
<tr>
<td>clic</td>
<td>57</td>
<td>64</td>
</tr>
<tr>
<td>stop</td>
<td>54</td>
<td>70</td>
</tr>
</tbody>
</table>

According to the results presented above (Tables: III, IV), the recognition rates using MFCCs parameterization classification with DTW or HMM classification is better than: LPCs and MFCCs with DTW. So we can say that the MFCCs / HMM system is partially independent of the speaker.

Results using MFCC and HMM, on German database vowels (sounds) for persons with chronic inflammation of the larynx and vocal fold nodules[19], are presented in Table V.

We can see that the recognition rate is little bit lower than for healthy persons, we conclude that in this case other special features might be necessary to include on the application.


