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AL-Zaytoonah University of Jordan 

Al-Zaytoonah University of Jordan was established in 1993. Since then, Al-Zaytoonah has 

witnessed considerable progress, at both the infrastructure and academic levels. It now 

includes seven faculties, encompassing 28 undergraduate programs and 5 graduate programs. 

Al-Zaytoonah is now a member of the following associations: 

 Federation of Arab Universities  

 Union of Arab & European Universities  

 International Association of University (IAU)  

 Federation of the Universities of the Islamic World (FUIW)  

 Association of Private Institutions for Higher Education  

 

 

  



 

 
The 7th International Conference on Information Technology 

The ICIT 2015 is indexed by EBSCO, Google scholar, ULRICHSWEB, and IET Inspec 

The International Conference on Information Technology, ICIT 2015, is held every 2 years 

since 2003. This year it is the 7th conference. ICIT 2015 is a forum for scientists, engineers, and 

practitioners to present their latest research results, ideas, developments, and applications in 

all areas of Information Technology. ICIT 2015 will include presentations of contributed 

papers and state-of-the-art lectures by invited keynote speakers. Moreover, the program will 

include tutorials on hot areas of Information Technology. All submitted papers will go through 

double-blind reviewing processes by at least three reviewers. Extended versions of the 

conference best selected papers will be evaluated to be published in international journals 

that are announced each time the conference is held. Moreover, Accepted papers will be 

assigned a unique URL and a DOI. 

ICIT 2015 has many features that make it distinguished conference among other international 

conferences. One of the most important features is that it is a non-profit conference, which 

means that the registration is free. In addition, one author of each accepted paper usually 

enjoys a full board hosting in Jordan during the conference for 3 nights /4 days. 
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Preface : General Chair 

The 7th International Conference on Information Technology 

ICIT 2015  
Big Data 

ISSN 2306-6105 
 ISBN 978-9957-8583-3-9  

 

Welcome to ICIT’15; the 7th International Conference on Information Technology. ICIT’15 has 

attracted high quality papers in different fields of IT. It offers a unique opportunity for Arab 

scientists and practitioners to meet and get in touch with outstanding international scientists 

to share their expertise, research results, and achievements. During the last decade, Jordan 

has made IT fundamental to its development. This conference is aimed to promote this 

technology nationally and internationally. ICIT’15 get indexed and cosponsored by IEEE, 

EBSCO, IET Inspec, ULRICHS, and Google scholar.  Each paper has been blind reviewed by 

three reviewers, two reviewers from our international committee (from 45 countries) and 

one reviewer from the conference local committee. This year, we were delighted to have 302 

papers submitted from 53 different countries, of these, 120 were accepted for presentation 

at the conference with an acceptance rate of 39%. 

Four distinguished keynote speakers will feature lectures during the conference’s three-day 

alongside with two workshops that will be presented this year. Prof. Anu Gokhale; Illinois 

State University, USA; will share his experience in the field of "Cloud Computing Security". 

Prof. Hassan Ugail; Director of Centre for Visual Computing, University of Bradford, UK; in his 

speech will present the recent developments on "Applied Visual Computing: Challenges and 
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Opportunities". Furthermore, Prof. Abdel-Badeeh Salem, Head of Artificial Intelligence and 

Knowledge Engineering Department, Ain Shams University, Egypt; will introduce the latest 

trends in "Exploiting Artificial Intelligence Technology in e-Health". Finally; in Dr. Mohamed 

Kayyali (Ongoing for Harvard University) talk, he will provide an answer for the question 

"What is after Image Processing!". 

Many individuals have contributed to the success of this event. My sincere gratitude is 

addressed to the authors who chose to submit their work to the ICIT’15, as well as to the 

reviewers and all conference committees. Your valuable time and effort are highly 

appreciated. I also express my deep appreciation to our workshops organizers; Sheik Ali Alao 

(ePromaG Consultancy London, UK) and Prof Abdel-Badeeh Salem, who elicited great 

workshop proposals on important and timely topics. 

Moreover, I would like to thank the editors of all journals that agreed to publish the extended 

versions of our conference best accepted papers in special or regular issues of their journals. 

Besides that, I wish to acknowledge the outstanding work put in over many months by the 

staff of Science & IT faculty at Al-Zaytoonah University of Jordan, who contributed their 

expertise and time generously to making the conference a success, specially the vice Dean 

and the Department's Chairs. And I would like to single out, Dr. Hani Mimi, Dr Khalid Jaber, 

and Miss Israa Al-Sabatin for their remarkable assistant. 

The ICIT’15 would not have seen the light without the encouragement and full support from 

our university president Prof. Rushdi A. Hasan and the board of directors.  

 In closing, on behalf of all committees of the ICIT’15, I wish you a fruitful conference and 

pleasant stay in Jordan.  

Al-Dahoud Ali; SMIEEE, ACM 
ICIT'15; General Chair,  
Dean of Science and IT faculty,  
Al-Zaytoonah University of Jordan 
Aldahoud@zuj.edu.jo 
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Keynote Speakers 

EXPLOITING ARTIFICIAL INTELLIGENCE TECHNOLOGY IN E-HEALTH 

Prof Dr. Abdel-Badeeh M. Salem 

Head of Artificial Intelligence and Knowledge Engineering Research Labs, AinShams 
University, 

Ain Shams University, Cairo-Egypt 

Abstract 

Artificial intelligence (AI) techniques have been proved to be effective and 

efficient in developing intelligent systems for many tasks in health 

sciences. The aim of this talk is to make an overview of some of AI 

techniques and approaches and their applications in medical informatics 

and e-health. The talk covers the following applications: (a) expert 

systems approach for cancer and heart diagnosis, (b) ontological 

engineering approach for breast cancer knowledge management, and (c) 

mining patient data using rough sets theory to determine thrombosis disease.  
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SECURITY IN CLOUD COMPUTING  

 Prof. Anu Gokhale 

Illinois State University, United States 

Abstract  

 Security is one of the biggest issues for cloud computing. Cloud enables 

users to remotely store their data and enjoy on-demand high quality 

applications and services from a shared pool of configurable computing 

resources. Cloud security and privacy concerns are arising because user 

data and applications are residing on providers' premises. This talk will 

discuss a model that separates data encryption and decryption from data 

storage by enabling the user to encrypt and decrypt data with the cloud 

provider storing encrypted data. The merits and demerits of competing security architectures 

and algorithms will also be addressed. The audience will come away with an understanding of 

current practices and the research that is currently underway to address the security 

challenges in cloud computing. 
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APPLIED VISUAL COMPUTING: CHALLENGES AND OPPORTUNITIES 

Prof. Hassan Ugail 

Director of Centre for Visual Computing 

Abstract 

In today's world, visual computing techniques that integrate 2D and 3D 

image processing, machine learning, 3D graphics and modelling 

technologies are taking centre stage in the progress of different 

disciplines. The focus of this talk will be on some of the recent 

developments in the field of visual computing particularly concentrating 

on the work being carried out at the Centre for Visual Computing at 

University of Bradford. Particularly, the focus will be on new technologies 

for processing large data sets in 3D, visualisation and analysis.  

This talk will also focus on some of the challenges in the investigated topics and will identify 

open research problems that need to be resolved along with some future research directions. 

Biography: Professor Hassan Ugail is the director for the Centre for Visual Computing at 

University of Bradford, UK. Prof. Ugail has a first class BSc Honours degree in Mathematics 

from King’s College London and a PhD in the field of geometric design from the School of 

Mathematics at the University of Leeds. Prof. Ugail's research interests include geometric 

modelling, functional design, applications of geometric modelling to real time interactive and 

parametric design as well as applications of geometric modelling to general engineering 

problems. He has completed a number of funded projects in these areas of research and 

published heavily in these fields. He is also heavily involved in knowledge transfer activities 

and has several patents on novel techniques relating to geometry modelling, animation and 

3D data exchange. He has also won the University of Bradford Vice-Chancellor’s Excellence in 

Knowledge Transfer Award for his outstanding contribution to research and knowledge 

transfer activities. 
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WHAT IS AFTER IMAGE PROCESSING! 

Dr. Mohamed Kayyali 

Ongoing for Harvard University, United States 

Abstract 

 Since the last century and founding the concept of CG, image 

processing becomes one of among the fastest approach in computer 

vision and wider after the CCD&CMOS. But what people and nations are 

expecting to see after a decade more-less? What is after image 

processing, scanning, camera, robotics and all acquisitions? What are 

the new concepts in relation to physics and geometry? What type of 

applications we can see in future after image processing?. 
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WORKSHOP ON ARTIFICIAL INTELLIGENCE IN E-LEARNING AND EDUCATION 

Invited Speakers 

Prof. Dr. Abdel-Badeeh M. Salem 

Confirmed Instructors 

Symposium Scientific Committee 

Artificial intelligence methodologies and techniques give e-learning systems added computing 

capability, allowing them to exhibit more intelligent behaviour. On the other side, the 

convergence of artificial intelligence, data mining, machine learning, educational technology 

and web science is enabling the creation of a new generation of knowledge-based tutoring 

and e-learning systems. The objective of AIeLE’15 symposium is to bring together scientists 

engaged in Educational Technology, Computational Thinking, Web Technology, Knowledge 

Engineering and Artificial Intelligence. It will provide a forum for identifying important 

contributions and opportunities for recent research on the different intelligent methodologies 

and techniques for developing intelligent tutoring and e-Learning systems. 
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CONSUMER ELECTRONICS INFORMATION TECHNOLOGIES IN 21ST CENTURY 

COURSE OR BLESSING! 

Invited Speakers 

Ali Alao 

We shall explore consumer electronics in the area computer hardware/software and apps i.e. 

laptops, tablet, mobile phones, GPS navigations, Google glasses, TV set, DVD player, smart 

kitchen, e.t.c. The Hardware that is mundane to consumers’- Smart cars - Blue motion engine! 

or low emission automobiles or green vehicle The automobiles of the feature in Britain, the 

government pilot scheme to testing driverless cars in the UK next year. Bristol, Greenwich in 

south east London and Coventry and Milton Keynes (illustrated) will all host autonomous 

driving projects that will run for between 18 and 36 months starting from January 2015 . 

What are the implications and downside of these modern devices to the consumers? 
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Abstract— The paper is devoted to the question of supporting organizational creativity with temporal logics implemented in intelligent 

systems. It presents motivation for such a solution, and discusses possible formalisms to be used. The main aim of the paper is to present 

different application areas in the context of organizational creativity, where temporal logics could be successfully used. 

Keywords— temporal logic, temporal intelligent system, organizational creativity, creative and situational knowledge 

I.  INTRODUCTION 

Organizational creativity is a relatively new concept in the 
theory of management, which partially arose on the ground of 
knowledge management. 

There are many definitions of organizational creativity, but 
it is commonly perceived as a team, dynamic activity, 
responding to changing features of organization’s environment, 
a team process – see e.g. [1], [2].  

The organizational creativity is therefore to be perceived in 
the context of organizational dynamics, because it depends on 
the situational changes and is composed of processes. Therefore 
while discussing the question of computer support for 
organizational creativity, the temporal aspects may not be 
omitted. 

Such a way of formulating this problem – underlining its 
dynamic aspect – justifies a proposal of using an intelligent 
system with a temporal knowledge base, as a tool supporting 
creation and development of organizational creativity, which is 
understood as organizational asset (see e.g. [3], [4]). 

By the system with a temporal knowledge base we will 
understand (slightly modifying the definition given in [5]) an 
artificial intelligence system, which explicitly performs 
temporal reasoning. Such a system contains not only fact base, 
rule base, and inference engine, but also directly addresses the 
question of time. For an intelligent system to be temporal, it 
should contain explicit time representations in its knowledge 
base – formalized by the means of temporal logics – and at least 
in the representation and reasoning layers. 

The main aim of the paper is to present the application areas 
of organizational creativity, where temporal logics could be 
helpful.  

The paper is organized as follows. In section 2 motivation 
for using temporal logic to support organizational creativity is 
presented. Section 3 contains some discussion on temporal 
representation of creative knowledge, and on different 

application areas within organizational creativity, where 
temporal reasoning may be used. The next section discusses 
some proposals of temporal logics that may be successfully used 
to formalize organizational, creative knowledge. In section 5, the 
advantages of temporal formalization in the context of 
organizational creativity are pointed out. The last section 
contains summary and conclusions. 

II. MOTIVATION 

While discussing the use of any computer tool, one has to 
take into account first of all the features of the domain to be 
supported. This applies also to systems with a temporal 
knowledge base and their application in supporting 
organizational creativity.  

Some elements that justify the use of an intelligent tool with 
direct time references, may be found in the definitions of 
organizational creativity: 

[6] and [7] claim that the effects of organizational creativity 
encompass ideas and processes – which in our opinion should 
be referred to as creative knowledge. The knowledge is to be 
codified and stored in a knowledge base, and because it is a 
changing knowledge, the knowledge be should be a temporal 
one; 

In the definition given by [8] the author points out that 
organizational creativity is more heuristic than algorithmic in 
nature (p. 33) – therefore it is not possible to use classical 
analytical tools, because heuristic tasks lack of algorithmic 
structure, they are complex and uncertain (see e.g. [9] p. 6); 

[1] suggests that ideas born during creative processes (that 
is, the creative knowledge) must be adequate to the situation (p. 
289). Therefore they have to change dynamically, because the 
situation of organization also constantly changes; 

The changeability, dynamics, and process nature of 
organizational creativity, which justify its codification in a 
temporal knowledge base, are stressed in definitions given by 
[10], [11], [12], [13], [14]; 
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[2] point out that organizational creativity must be analyzed 
on individual, group, and organizational levels. This justifies the 
use of a knowledge base: if the creativity (its effects) is to 
penetrate between the levels, to support collaboration, a system 
with a temporal knowledge base enables such penetration; 

The justification for using temporal formalisms for codifying 
of creative knowledge may be found in the definitions given by 
[15], and [16],  where authors point the badly structured nature 
of creative problems. One of temporal formalisms’ advantages 
is the possibility to formalize unstructured problems. 

While reading many authors’ discussions on the essence of 
organizational creativity, one sees that this is primarily team 
activity. As it has been said above, the effect of this activity may 
be referred to as “creative knowledge”, which itself generates 
new ideas, concepts, and solutions. To do so, the creative 
knowledge must be first codified, and next disseminated. This 
justifies the use of a knowledge base system. But the creative 
knowledge changes in time, due to several reasons. 

First, organizational creativity is a process, therefore its 
effects are subject to change. Moreover, the process 
encompasses solving problems that also change, because the 
organization’s environment changes [5] p. 13-15, [17], p. 150, 
176. 

Second, each knowledge – including the creative one – 
changes simply with the passage of time, with the flow of new 
information about objects [18]. 

Third, organizational creativity is linked with dynamics, 
which can be seen e.g. in the assets approach to this creativity or 
in the requirement of adapting creative knowledge to situational 
context. 

The assets view of organizational knowledge and creativity 
the dynamics is expressed by a constant improvement of these 
assets to keep up with the changes in organizations and their 
environment – see e.g. [3]. In this way organizations adapt 
themselves to changes [4]. Such an adaptation occurs in time, 
therefore organizational creativity is connected with 
temporality. Moreover, assets must be developed up, therefore 
organizational creativity and its artifacts are dynamic. 

The efforts of capturing assets’ dynamics may be seen in 
such areas, as assets’ approach, dynamic econometrics – see e.g. 
[19] or dynamic economics – see e.g. [20]. But these are 
solutions aimed only at codification and analysis of quantitative 
phenomena. Knowledge – including the creative one – is of 
qualitative nature, therefore to codify, to analyze, and to reason 
about it qualitative tools are needed. One of such tools is 
temporal logic, which enables to formalize qualitative 
knowledge, and also considers time. This tool is used to 
formalize knowledge in temporal knowledge bases. The detailed 
discussion on different temporal formalisms may be found e.g. 
in [18], [21] or [22]. 

All the above leads to conclusion that a knowledge base 
system is not enough to support organizational creativity, 
because classical knowledge bases do not support time. 
Therefore in this paper we propose the use of a temporal 
knowledge base system, as defined earlier. Such system is able 
to perform the tasks arising from the characteristics of 
organizational creativity and its artifacts.. 

III. TEMPORAL REPRESENTATION OF CREATIVE AND 

SITUATIONAL KNOWLEDGE 

There exists an abundant literature on using temporal logics 
for knowledge representation and reasoning, not only in 
intelligent systems with a single knowledge base, but also in 
distributed systems, agent systems or systems coordinating 
robots’ activities. It may be noticed a similarity between these 
tasks and the support of organizational creativity, because, 
generally speaking, it is necessary to: 

 represent dynamic knowledge (about the environment), 

 represent agents’ beliefs (and their change), 

 coordinate the functioning of elements in distributed 
systems. 

Similar tasks are linked with supporting organizational 
creativity: it is necessary to represent creative knowledge and its 
changes, to represent knowledge about dynamic situation of 
organization, to coordinate activities of creative processes 
participants and to enable their communication. 

Table I presents a survey of selected applications of temporal 
logics, together with their reference to organizational creativity. 
The references illustrate, how it would be possible to transfer 
concepts from the literature to the system with temporal 
knowledge base, supporting organizational creativity. 

As it can be seen from the above, the use of temporal logics 
for supporting distributed, team activities is not a new idea. 
Temporal applications for engineering domain were present 
already years ago, from the very beginning of research in this 
area. Only short ago there came up attempts for using this 
formalization for management, see e.g. [5], [32] and other works 
by this author. In this paper the novelty lies in the application of 
temporal formalism – to the organizational creativity and 
creative knowledge.  

The applications of temporal logics enumerated in Table 1 
became an inspiration to elaborate a concept of using temporal 
logics in the intelligent system supporting organizational 
creativity, because this creativity is a dynamic, team process, 
that proceeds in the interaction with changeable, unsure 
organization’s environment. 

In the context of our proposal, the attention should be paid 
to the work [33], in which the authors suggest using ontology 
and temporal logic to model complex activities based on 
temporal knowledge. The process of organizational creativity is 
such an activity, and creative knowledge as well as situational 
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knowledge are both temporal. In this paper we do not address 
the question of creative knowledge ontology, but it should be 
noted that an attempt to create such an ontology and to link it 

with the selected ontology of time, as well as with a selected 
temporal formalism, is a very interesting research problem. 

 

 

TABLE I.  SELECTED APPLICATIONS OF TEMPORAL LOGICS. 

Author Application Reference to organizational creativity 

[23] The use of temporal logic for reasoning about 

possible behavior of distributed hybrid systems 

Temporal logic as a tool for reasoning about possible 

development directions of organizational creativity 

and creative knowledge 

[24] The use of TPL (Temporal Pattern Logic) 
modification named FTPL for dynamic 

reconfiguration of system components 

Dynamic reconfiguration of creative knowledge sub-
bases 

[25] The use of temporal logic for conceptual modeling 
of data 

The use of temporal logic for conceptual modeling 
and representation of creative knowledge 

[26] LTL – Linear Temporal Logic used to control 

robots in an uncertain environment 

The use of temporal logic for formalizing knowledge 

about (uncertain) organization’s situation 

[27] Specifications in temporal logic, to control 
probabilistic systems operating in dynamic, 

partially known environment 

Specifications in temporal logic to control changes 
of creative knowledge and knowledge about 

organization’s situation 

[28] The use of incremental temporal logic to control 

robots interacting with dynamic agents 

Temporal logic as a tool for incremental 

representation of dynamic creative knowledge 

[29] Axioms of temporal logic used to self-control of 

logical agents 

Temporal logic used to control changes of creative 

knowledge sub-bases 

[30] Approach arising from LTL to synthesize 

communication strategies, and control strategies 
in a robots’ team, depending on the environment 

The use of temporal logic to drive the 

communication of a team in an organizational 
creativity process, and/or the use of temporal logic to 

drive the communication with a system with a 

temporal knowledge base 

[31] Control of dynamic systems with the use of 

temporal logic 

Temporal logic as a tool for manipulating knowledge 

in an intelligent system 

a. Source: own elaboration. 

 

 

IV. PROPOSALS OF TEMPORAL FORMALIZATION FOR 

ORGANIZATIONAL CREATIVITY 

In the literature there are proposals of using very different 
temporal logics. In our paper we propose to use – in order to 
represent creative and situational knowledge – the situation 
calculus (and the programming language Golog, aimed at 
implementing programs written in situation calculus). The 
reasons for choosing this formalism are as follows: 

 Situation calculus is a formalism for describing dynamic 
knowledge [34], 

 Situation calculus has been successfully used to describe 
agents’ collaboration [35]. 

The most often proposals of using situation calculus concern 
technical domain – e.g. inference on qualitative information in 
order to control robots [36], beliefs change of robots [37], [38] 
– the second work contains also a description of application 
performing tasks of changing the beliefs; change of agents’ 
beliefs with incomplete or imprecise knowledge about the 

environment [39].  These are proposals that may inspire the use 
of situation calculus in a temporal intelligent system supporting 
organizational creativity. But a special attention should be paid 
to the work [40], in which the authors propose to use situation 
calculus to support agents’ collaboration, where „agents” are 
teams of employees in an organization, created to exchange 
knowledge and intellectual assets while performing complex 
tasks. Therefore the situation calculus may be used in a system 
with temporal knowledge base, supporting the process of 
organizational creativity. 

The situation calculus has been proposed by J. McCarthy in 
the sixties [41], and further developed by this author together 
with P. Hayes [42].  

The situation calculus is a second order logic, aimed at 
describing dynamically changing world. Every possible world 
history is a path of succeeding situations. A special situation is 
situation denoted S0, so-called initial situation, in which no 
changes have occurred yet. Every next situation results from 
performing some actions. Formally speaking, do(a, s) denotes a 
situation that occurs after performing action a in the situation s. 
Therefore actions cause changes in the world. Each action has 

This paper has been supported by a grant: „Methodology for Computer 
Supported Organizational Creativity” from National Science Centre in Poland, 

2013/09B/HS4/00473. 
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preconditions – conditions that must be fulfilled if the action is 
to be performed. Formally, action precondition is a sentence of 
the form: 

Poss(A(x1, ..., xn), s)  A (x1, …,xn, s)   (1) 

Where: 

A – n-ary function symbol,  

A – a formula uniform in s, with free variables form within 
x1, ..., xn, s. 

The causal laws are expressed using the so-called effect 
axioms. Another group of important axioms are the frame 
axioms, indispensable for establishing, which features remain 
unchanged independently of performing a given action. The 
name of these axioms comes from the commonly known 
problem in the temporal community – namely the frame problem 
– see e.g. [43], [44], [45]. As the number of frame axioms is 
generally infinite (because there is an infinite number of features 
in the world, which remain unaffected by an action), newer 
approaches propose to use so-called successor state axioms, 
which describe direct effects of actions much more precisely 
[34]. Formally, a successor state axiom for (n+1)-ary relational 
fluent F is a sentence of the form: 

F(x1, ..., xn, do(a, s))  F(x1, ..., xn, a, s)  (2) 

Where F(x1, ..., xn, a, s) is a formula uniform in s. 

A successor state axiom for (n+1)-ary functional fluent f is a 
sentence of the form: 

f(x1, ..., xn, do(a, s)) = y  f(x1, ..., xn, y, a, s) (3) 

where f is a formula uniform in s. 

An important feature of the situation calculus in the context 
of supporting organizational creativity is the possibility to 
formulate statements concerning causality. This calculus has 
been used by Reiter to describe changes in a database [34], it 
also was the basis for many other logical solutions. 

The detailed description of the situation calculus, and its 
formalization may be found e.g. in [34] or [35]. 

It is an open question whether while deploying a system with 
a temporal knowledge base the situation calculus will be the only 
sufficient formalization, or whether it will be necessary to use 
its extended version, namely temporal situation calculus. The 
original situation calculus is a so-called action language, aimed 
at formalizing actions and their effects, treating actions as 
primary causes of changes in the world. In [46] the author 
introduced an extension to the situation calculus, expressing 
time directly. He claimed that introducing the actual time line to 
the situation calculus, enables specification of behavior rules (p. 
52), and this would make easy formalization of creative 
knowledge. The solution to this dilemma will be possible during 
the planned practical research. 

V. ADVANTAGES OF TEMPORAL FORMALIZATION IN THE 

CONTEXT OF ORGANIZATIONAL CREATIVITY 

Summing up the above discussion, the advantages of 
temporal formalization in an intelligent system supporting 
organizational creativity should be stressed. 

Using temporal representation is well motivated, there are a 
lot of theoretic works on temporal formalisms and their features, 
also temporal formalisms have been used in many domains. It is 
certain, that temporal representation of a domain – including 
organizational knowledge – has many advantages. They can be 
divided into several groups: 

a) Basic advantages – concerning temporal representation 
itself, independently from where it is used; these basic 
advantages also are the origin of advantages from  other 
groups; 

b) Advantages concerning representation of change; 

c) Advantages concerning representation of causal 
relationships. 

Time, as a dimension, is a basis for reasoning about action 
and change – only a proper use of temporal dimension allows 
for representation of change and its features, as e.g. its scope or 
interactions caused by change [47]. Such explicit temporal 
reference is possible through the use of a temporal formalism, 
where time is a basic variable. Moreover, time may be treated in 
different ways, e.g. may have several different structures, which 
is necessary in more complex reasoning tasks, e.g. creative ones. 
The advantages of non-standard time representation, e.g. 
branching time, and its application for managerial tasks, are 
presented in [48], and organization of a creative process is one 
of managerial tasks. 

Temporal logic allows encoding both qualitative and 
quantitative temporal information, as well as relationships 
among events during the creative process, therefore it is easy to 
express such relations, as “shorter”, “longer”, “simultaneously”, 
“earlier” etc. This in turn implies easiness of arranging 
phenomena in time, even if they overlap – Allen’s interval 
algebra is an example of a formalism which allows such 
arrangements. 

Temporal formalization makes possible to encode discrete 
and dense changes (according to a model of time adopted), 
allows for describing change as a process, and for reasoning 
about causes, effects and directions of change, e.g. changes of 
creative ideas or in the creative domain itself. 

As time is the fourth dimension of the world, it may not be 
omitted during the reasoning process; otherwise the perspective 
of analysis would be too narrowed. The temporal dimension 
allows the organizational creativity support system to “learn”: 
the system collects cases concerning e.g. ideas (or the creative 
domain) being represented, traces their evolution and thanks to 
this is able to generate new solutions. 
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It has been already said that temporal representation makes 
possible to represent change as a process. It is so, because with 
temporal logic, processes can be modeled explicitly – therefore 
knowledge on their temporal aspect, their interactions, on 
concurrent processes is easily expressed [49]. Models of 
processes are useful for describing dense phenomena, as for 
example economic ones. 

Temporal logic gives us richer – temporal aspect included – 
formalization of domain knowledge, it also gives us “knowledge 
on knowledge”: combining temporal operators with formal 
knowledge representation one can formulate assertions about 
creative knowledge evolution in a system. Van Benthem 
presents an example of such combination, suggesting combining 
temporal and epistemic logic [18], p. 335. Placing creative 
knowledge in time treated as a basic dimension, one can add new 
creative knowledge to a base, not removing the “old” one, and 

with no risk of inconsistencies. Temporal logic, as a knowledge 
representation language, should provide both explicit 
knowledge and access to tacit one. Temporal logic, which has 
reasoning rules built in, is able to provide this property.  

Summing up, it should be pointed out that temporal 
formalisms meet the requirements of knowledge representation 
in artificial intelligence, such as: 

 expressing imprecise and unsure knowledge, 

 expressing “relations” of knowledge (e.g. A occurred 
before B”, that very often have no explicit dates; 

 different reasoning granulations, 

 modeling of persistence. 

 

TABLE II.  ADVANTAGES OF TEMPORAL FORMALIZATION IN DIFFERENT ASPECTS OF ORGANIZATIONAL CREATIVITY. 

Aspect (application) Advantages 

General explicit temporal references: time as a basic notion, 

formalization of alternative states during creative process, 

representation of changes in relations between creative features/objects, 
representation of qualitative and quantitative information and temporal relations in creative 

knowledge 

easy representation of overlapping events in the creative process, 
history of features, events, objects, relations in the creative knowledge 

Knowledge base representation of creative beliefs, 

explicit modeling of creative processes, 

persistence modeling, 

“knowledge about creative knowledge”, 

Access to tacit creative knowledge, 
No contradictions between old and new creative knowledge 

Representation of changes Discrete and continuous changes in the creative domain, 

Description of changes as a process, 

Reasoning about reasons, effects and directions of changes in the creative domain 

Representation of causal 

relationships 

Easy description of causal relationships in the creative domain 

Retro- and proactive events, 

“if-then” analysis of creative ideas 

Reasoning “learning” of the organizational creativity support system, 
Tracing creative features’ evolution, 

Reasoning about dynamic aspects of creative phenomena, 

Reasoning about sequences of events in the organizational creativity support system, 
The notion of “possibility”, 

Qualitative reasoning about creative domain, 

Simulation of human commonsense and creative reasoning 

b. Source: Own elaboration. 

 

The above postulates are met e.g. by Allen’s interval algebra 
[49]. Therefore enriching an organizational creativity support 
system with temporal formalisms would allow for taking into 
account the temporal dimension of creative knowledge, its 
changes and evolution/development. In this way the creative 
knowledge, and organizational creativity processes may be 
managed more effectively. Advantages of temporal 
formalization in different areas of organizational creativity are 
presented in Table II.  

The research conducted by [50] lets us formulate the 
postulates for a temporal logic, used to represent creative and 
situational knowledge. Taking into account the anthropocentric 
approach proposed by Kalczynski and Chou, one may state the 
following: 

a) It is not important whether the formalism comes from 1st 
order predicate logic or from modal logic, 

b) Formalisms based on change (e.g. situation calculus and 
its mutations) are closer to human reasoning about time, 
than formalisms based on time, 
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c) Basic temporal entities are not important – using time 
points or intervals or both to represent creative domain 
will depend on particular needs – e.g. people during the 
creative process do not analyze economic texts in the 
context of temporal entities, 

d) Representation of knowledge should be based on 
qualitative or mixed approaches; the quantitative 
approach may be considered a special case of the 
qualitative one – every numeric feature can be 
represented in a qualitative manner. 

Summing up, while choosing the temporal logic to represent 
creative and situational knowledge, one should first of all 
consider the way humans perceive temporal aspects of the 
world. The possibilities of particular temporal logics are less 
important. In this way the knowledge representation – close to 
human perception – will enable a more understandable temporal 
reasoning in the intelligent system. 

VI. CONCLUDING REMARKS 

The main aim of this paper was to discuss the possibility of 
supporting organizational creativity with temporal reasoning. To 
do this, one should consider a system with temporal knowledge 
base, formalized in a selected temporal logic or logics.  

The use of temporal formalization is justified, as 
organizational creativity is a dynamic process, moreover, the 
“product” of this process – namely creative knowledge – is also 
dynamic. The creative knowledge is of qualitative nature, 
therefore using temporal logics seems natural, as these 
formalisms are dedicated and elaborated to represent qualitative 
phenomena, and their change in time. 

We have pointed out several application domains within the 
context of organizational creativity, where temporal logics may 
be used. We also proposed to choose the situation calculus or its 
temporal extension. Of course this is not the only possible 
choice. As organizational creativity is strictly connected with 
commonsense reasoning, one may consider also choosing the 
event calculus [51]. The choice of a formalism to be 
implemented in a temporal intelligent system will be the subject 
of future research. 

The main research in the future will concern a conceptual 
model of a temporal intelligent system for organizational 
creativity support. We also plan to encode some portion of a 
creative knowledge in a temporal formalism, and check whether 
temporal reasoning on such encoded knowledge is possible. 
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Abstract—As road networks become more congested, traffic surveillance using computer vision techniques is increasingly 

important. Traffic surveillance can help in improving road network efficiency, re-routing traffic when accidents occur and minimizing 

delays. Although, there are many algorithms developed to detect and track moving vehicles in daytime, only a handful of techniques 

have been proposed for nighttime traffic scenes. In the night environment, the moving vehicles are commonly identified by detecting 

and locating vehicle headlights and taillights. This paper proposes an effective method for detecting and tracking moving vehicles in 

nighttime. The proposed method identifies vehicles by detecting and locating vehicle lights using automatic thresholding and connected 

components extraction. Detected lamps are then paired using rule based component analysis approach and tracked using Kalman Filter 

(KF). The automatic thresholding approach provides a robust and adaptable detection process that operates well under various 

nighttime illumination conditions. Furthermore, most nighttime tracking algorithms detects vehicles by locating either headlights or 

rear lights. However, the proposed method has the ability to track vehicles through detecting vehicle headlights and/or rear lights. 

Several experiments are presented that demonstrate the feasibility and the effectiveness of the proposed method to detect and track 

vehicles in various nighttime environments. 

Keywords—Traffic Surveillance; Nighttime Surveillance; Vehicles Tracking; Vehicles Detection; Nighttime Tracking; Multi Objects 

Tracking 

I.  INTRODUCTION 

Computer vision techniques have been widely used in 
many applications to automatically characterize the 
environment and understand the scene. Intelligent 
transportation systems, traffic surveillance, driver assistance 
systems, autonomous vehicle guidance, and road traffic 
information systems have recently received significant 
attention from the computer vision community. All of these 
applications need some kind of information about moving 
vehicles. Traffic data are critical for traffic management and 
other transportation applications. In the past decades, loop 
detectors or supersonic wave detectors were used to estimate 
the traffic flow or traffic density on a road [1]. However, these 
methods are limited to the number of vehicles passing through 
the detection regions and are difficult to apply for vehicle 
classification, vehicle speed detection, and vehicle motion 
analysis [2]. Today, digital cameras are the most popular traffic 
sensors used for collecting traffic data. They have the ability to 
capture not only traffic volumes, but also speeds, vehicle 
classifications, queue lengths, control delays, and other traffic 
parameters. These parameters can be obtained through 
detecting and tracking vehicles using different computer vision 
techniques. Video camera based systems are now smarter, 
highly advanced, and yet more comprehensive than ever 
before. The information embedded in the video frames allows 
identifying and classifying the vehicles effectively. The 

temporal continuity among video frames can help in enhancing 
the accuracy during vehicle detection process [3]. 

Of all computer vision techniques, object tracking has been 
very active research in the last years. Despite being classic 
computer vision problem, tracking is largely unsolved. There 
are still many challenges that need more research including 
illumination effects (such as shadows, changes in ambient 
lighting), scene clutter (such as objects in background, other 
moving scene objects), changes in target appearance (such as 
the addition or removal of clothing, and changing facial 
expressions), occlusions, and simultaneously tracking multiple 
targets with similar appearance.  

Although visual surveillance is a very active topic in 
computer vision, it primarily focuses on algorithms designed 
for daytime [4, 5]. Nighttime vehicle surveillance is still 
important because high traffic flows as well as incidents can 
happen during night on city roads or highways. In addition, 
under bad-illuminated condition in the nighttime road 
environment, the obvious features of vehicles which are 
effective for detecting in daytime become invalid in nighttime 
road environment. Most recent studies on vehicle detection 
adopt frame differencing, and background subtraction 
techniques to extract the features of moving vehicles from 
traffic scenes. Although these techniques are effective for 
vehicle detection in daytime, they become inefficient in 
nighttime illumination conditions. This is because the 
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background scenes are greatly affected by the varying lighting 
effect of moving vehicles [4]. In other words, the daytime 
traffic surveillance systems exploit the greyscale, color and 
motion information to detect and analyze the vehicles. 
Nevertheless, under the nighttime traffic environment, this 
information become meaningless where the camera images 
have very low contrast and a weak light sensitivity. In these 
conditions, the vehicles can only be identified by locating their 
headlights and rear lights. These are the only visual features of 
the vehicles at night and under darkly illuminated conditions. 
Furthermore, there are strong reflections on the roads surface, 
which complicate the problem. The moving reflections of the 
headlights can introduce a lot of foreground or background 
ambiguities. Therefore, vehicle nighttime detection and 
tracking is still an open research area with many potential for 
improvement. 

Two different types of nighttime environment can be found 
when considering vehicles detection and tracking: highway and 
urban road. Each type has its own characteristics that affect the 
detection process. The highway environment is an unlit scene 
where there are no street lights and the only features visible are 
the headlights and their reflections. The headlights appear as a 
bright round blob in contrast to the dark surroundings. On the 
other hand, the urban road is a lit scene where the streets are 
illuminated by the public light poles like most of the urban 
areas. In this type of scenes, the background, pedestrians and 
other objects are also visible. Here the headlights are not 
clearly visible, especially when the vehicles are also in white or 
some light colors. Hence the complexity of extracting the 
headlights from the images is increased. Fig. 1 show a typical 
examples of nighttime traffic scene for a highway and an urban 
road [4]. In the urban environment, many similar light blob 
features could be mistakenly detected as vehicle. 

  
(a) (b) 

Fig 1. Typical examples of nighttime traffic scenes. (a) A 

highway. (b) An urban road. 

Here, we primarily focus on detecting vehicles lights 
because they have high intensity during nighttime. These lights 
can correctly be discriminated from reflection on the road 
surface. This paper proposes an effective method for detecting 
and tracking moving vehicles in nighttime. The proposed 
method identifies vehicles by detecting and locating vehicle 
lights using automatic thresholding and connected components 
extraction. Detected lamps are then paired using rule based 
component analysis approach and tracked using Kalman Filter 
(KF). Fixed thresholds usually limit the performance of most 
existing vehicle detection algorithms in extracting and pairing 
vehicle lights. This retards the algorithms from being adapted 
to real traffic scenes. However, the automatic thresholding 
approach employed by the proposed method provides a robust 

and adaptable detection process that operates well under 
various nighttime illumination conditions. Moreover, most 
nighttime tracking algorithms detects vehicles by locating 
either headlights or rear lights. However, the proposed method 
has the ability to track vehicles through detecting vehicle 
headlights and/or rear lights. This means that it works for both 
oncoming vehicles (headlights detection) and preceding 
vehicles (rear lights detection). 

For clarity of presentation, the paper is organized as 
follows: Section II explores the related work found in the 
literature concerning vehicle detection in nighttime. Section III 
presents the proposed method in detail. Section IV discusses 
the experimental results and the performance evaluation of the 
proposed method. 

II. RELATED WORK 

Recently, research in the area of vehicle tracking both at 
night and during daytime has grown rapidly. There is a rapid 
need for such systems in many applications such as driver 
assistance systems and surveillance systems. Performance 
indexes required by these systems include high recognition 
rates, real-time implementation, robustness for variant 
environments, and feasibility under poor visibility conditions. 
Although lot of published work has been done on vehicles 
detection and tracking in daytime, there are very less number of 
researchers who worked on nighttime scenarios. In this section, 
an overview of the state-of-the-art methods is given for on-road 
nighttime vehicle detection and tracking. In fact, there is no 
general method for solving this problem although some 
patterns can be observed. Many works have been put forward 
in the literature for nighttime traffic surveillance. Actually, 
vehicle lights have been widely used as discernment features 
for nighttime vehicle detection applications in traffic 
monitoring systems and driver assistance systems [6-14]. Most 
of these methods use morphological operations to extract 
candidate headlight objects and then perform shape analysis, 
template matching, or pattern classification to find the paired 
headlights of moving vehicles. Nevertheless, there are many 
problems due to complex real-time conditions. Therefore, 
vehicle nighttime detection and tracking is still an open area 
with many potential for improvement. 

Salvi [8] presents a traffic surveillance system for detecting 
and tracking moving vehicles in various nighttime 
environments. The algorithm is composed of four steps: 
headlight segmentation and detection, headlight pairing, 
vehicle tracking, and vehicle counting and detection. First, a 
fast segmentation process based on an adaptive threshold is 
applied to extract bright objects of interest. The extracted 
bright objects are then processed by a spatial clustering and 
tracking procedure that locates and analyzes the spatial and 
temporal features of vehicle light patterns, and identifies and 
classifies moving cars and motorbikes in traffic scenes. 
However, the classification function of the algorithm needs to 
be improved to enhance the classification capability on 
different vehicle types, such as buses, trucks, and light and 
heavy motorbikes 
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Wang et al. [9] propose a region tracking-based vehicle 
detection algorithm during nighttime via image processing 
techniques. Their algorithm is based on detecting vehicle 
taillights and use it as the typical feature. The algorithm uses 
the existing global detection algorithm to detect and pair the 
taillights. When the vehicle is detected, a time series analysis 
model is introduced to predict vehicle positions and the 
possible region (PR) of the vehicle in the next frame. Then, the 
vehicle is only detected in the PR. 

Zhang et al. [10] propose a nighttime traffic surveillance 
system, which consists of headlight detection, headlight 
tracking and pairing, camera calibration and vehicle speed 
estimation. First, a vehicle headlight is detected using a 
reflection intensity map and a reflection suppressed map based 
on the analysis of the light attenuation model. Second, the 
headlight is tracked and paired by utilizing a bidirectional 
reasoning algorithm. Finally, the trajectories of the vehicle’s 
headlight are employed to calibrate the surveillance camera and 
estimate the vehicle’s speed. The disadvantage of this system is 
when one headlight of the vehicle is occluded by other 
vehicles, it cannot be paired with other headlights.   

Chen et al [11] present a traffic surveillance system for 
detecting and tracking moving vehicles in nighttime traffic 
scenes. Their method identifies vehicles by detecting and 
locating vehicle headlights and taillights using image 
segmentation and pattern analysis techniques. First, a fast 
bright-object segmentation process based on automatic 
multilevel histogram thresholdingis applied to effectively 
extract bright objects of interest. The extracted bright objects 
are then processed by a spatial clustering and tracking 
procedure that locates and analyzes the spatial and temporal 
features of vehicle light patterns, and identifies and classifies 
moving cars and motorbikes in traffic scenes.  The 
disadvantage of this system is it can identify only cars and 
motorbikes. It fails to detect and track other vehicles. 

O’Malley et al [12] present a system to detect and track vehicle 
rear-lamp pairs in forward-facing color video. A standard low-
cost camera with a complementary metal–oxide semiconductor 
(CMOS) sensor and Bayer Red–Green–Blue (RGB) color filter 
is used for full-color image display or other color image 
processing applications.Rear-facing lamps are segmented from 
low-exposure forward-facing color video using a red-color 
threshold. Lamps are paired using color cross-correlation 
symmetry analysis and tracked using Kalman filtering. A 
tracking-based detection stage is introduced to improve 
robustness and to deal with distortions caused by other light 
sources and perspective distortion, which are common in 
automotive environments. The drawback of this system is that 
it fails to detect target vehicles that were greater than 50 m 
away due to lack of intensity or insufficient resolution of 
vehicles 

III. PROPOSED METHOD 

The basic idea of the proposed method is based on the fact 
that vehicle lights (headlights and rear lights) are strong and 
consistent features that can be used to reveal the presence of a 
moving vehicle at night. Vehicle lights appear as the brightest 

regions, whether on highways or on urban roads. Regardless of 
the type of street lighting or the weather conditions, the vehicle 

lights features remain relatively stable. Fig. 2 shows the block 
diagram of the proposed method. 

Fig. 2. The block diagram of the proposed method 

In order to detect the vehicle lights, it is common for image 
processing techniques to use some form of thresholding. 
However, the RGB color space is not ideal for the task of color 
thresholding. It is difficult to set and manipulate color 
parameters due to high correlation between the Red, Green, 
and Blue channels. Hence, the proposed method starts with 
converting the color space of the video frame from RGB to 
YCbCr. Y is the luminance component while Cb and Cr are the 
Blue-difference and Red-difference Chroma components. The 
main advantage of converting the frame to YCbCr color space 
is that this color space is characterized by its ability to separate 
the light intensity component from the chrominance. The Y 
component gives all information about the brightness, while 
the Cb (Blue) and Cr (Red) components are independent from 
the luminosity influence. However, in the RGB color space, 
each component (Red, Green and Blue) has a different 
brightness.  

In nighttime traffic, vehicle lights appear as the brightest 
pixels in the video frames. Headlight objects are bright and 
therefore appear white in color while the core part of rear light 
object is red. In order to detect these pixels, the proposed 
method uses Otsu's thresholding technique [15, 16] to both Y 
component and Cr component. Vehicle headlights can be 
detected by applying the Otsu's technique to the luminance 
component Y while the rear lights (red light sources) can be 

Apply Otsu's thresholding 

method to both Y Component 

& Cr Component 

Merge the results in one frame 

Convert RGB Frame to 

YCrCb 
Input Frames 

Apply connected components 

analysis  

Drop components out of ROI 

Vehicle Tracking 

Lights Pairing 
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detected by applying the Otsu's technique to the Red-difference 
Chroma channel Cr. The thresholding is performed using the 
following equation: 

𝑔(𝑥, 𝑦) = {
1          𝑓(𝑥, 𝑦) > 𝑇
0         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

 

Where 𝑓(𝑥, 𝑦) denotes the intensity of the pixel (x, y) in the 
video frame, 𝑔(𝑥, 𝑦)indicates the corresponding segmentation 
result after thresholding and T is the threshold value. To make 
the thresholding process more robust, the threshold value 
Tshould be automatically selected with each frame. The 
manual threshold setting method and offline learning based 
method cannot adapt to the variation of the environment in 
real-time. So in the proposed algorithm, a dynamic threshold is 
calculated using Otsu's method [15, 16]. It is designed to select 
the optimum threshold for separation into two classes based 
upon maximizing the variance between them. It involves 
iterating through all the possible threshold values and 
calculating a measure of spread (intra-class variance) for the 
pixel levels on each side of the threshold, i.e. the pixels that fall 
either in foreground or in background. The aim of this step in 
the algorithm is to find the threshold value where the sum of 
foreground and background spreads is at its minimum. It does 
not depend on modelling the probability density functions; 
however, it assumes a bimodal (i.e., two classes) distribution. 
Fig. 3 shows an illustration of the thresholding process. A 
video frame of a highway nighttime traffic surveillance is 
shown in Fig. 3.a. The results of applying Otsu's thresholding 
technique to both Y component and Cr component are shown 
in Fig. 3.b and 3.c respectively. In order to extract all the bright 
pixels (headlights and rear lights) found in the frame, the 
thresholding results of both the luminance(Y) and the red 
component (Cr) are combined to form a single frame as shown 
in Fig. 3.d and 3.e. 

   
(a) Original frame (b) Threshodling result of 

Y-Channel 

(c)  Threshodling result of 

Cr-Channel 

   
(d) Merging result of Y & 

Cr Channels 

(e)Black/White merging (f) ROI imposed on the 

original frame 

   

(g) After dropping 

components out of ROI 

(h) Vehicle lights pairing (i) Vehicles tracking 

Fig. 3. Moving vehicles detection of a highway frame  

Fig. 4 shows a similar illustration of the thresholding process 
but on a video frame of an urban road. By investigating the two 

Fig. 3 and 4, it should be noted that some interferential objects, 
such as street lamps and traffic lights, are also detected at the 
top side of the frame especially in the urban road (Fig. 4.e). 
Utilizing the thresholding method extracts all the bright pixels. 
Hence, further filtering is required as there are many potential 
light sources that are not vehicle lamps. To filter out these 
objects, the proposed method applies two consecutive steps: 
connected component analysis [17, 18] and Region Of Interest 
(ROI) filtering. First, a connected component extraction 
process is performed to locate the connected components of the 
bright objects. Extracting these components clarifies the 
significant features of location, dimension, shape, and pixel 
distribution associated with each connected component. 
Second, the ROI filtering is applied to each video frame to 
exclude any connected component with a location out of the 
detection region (see Fig. 3.f, 3.g, 4.f, 4.g). The detection 
region should cover the lanes that are being monitored. It is 
usually set at the lower part of the image. It can be 
predetermined either manually during the setup of the 
surveillance camera or automatically by using lane detection 
algorithms [19-23]. Then, the detection is only performed in 
the ROI. Hence, after masking outside the ROI, the scene 
becomes simpler, since out-of-ROI distracting objects, such as 
street lamps, are removed. The ROI not only can reduce 
complexity in searching for vehicle candidates but also can 
decrease the false positive detection rate. At the same time, 
ROI definition speeds up the processing time as only a part of 
original image is processed. 

   
(a) Original frame (b) Threshodling result of 

Y-Channel 

(c)  Threshodling result of 

Cr-Channel 

   
(d) Merging result of Y & 

Cr Channels 

(e)Black/White merging (f) ROI imposed on the 

original frame 

   
(g) After dropping 

components out of ROI 

(h) Vehicle lights pairing (i) Vehicles tracking 

Fig. 4. Moving vehicles detection of an urban road frame 

The next step of the proposed method is to pair the identified 

vehicle lights in order to start tracking. The proposed method 

adopts the rule based component analysis approach [23-25] 

where the identified vehicle lights can be paired with each 

other if certain rules are satisfied. The pairs of vehicle lights 

must have some common properties. Hence, two connected 

components are said to belong to the same vehicle if the 

following rules are satisfied [9, 24, 25]: 
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 The components must be horizontally close to each 

other and the vertical and horizontal positions should be 

considered. 

 The components are of similar size. 

 The width to height ratio of the bounding box enclosing 

the two components must be greater. 

 Area of the pixels must be similar. 

 The symmetry condition must be satisfied. 

 

Fig. 3.h and 4.h shows the results of vehicle lights pairing 

step. Finally, the proposed method uses Kalman Filter (KF) to 

perform the tracking process. Vehicles are tracked using the 

four parameters of a bounding box surrounding the lamp pair 

(x-position, y-position, width, and height). Kalman filter [26], 

also known as linear quadratic estimation (LQE), is an 

algorithm that uses a series of measurements observed over 

time, containing noise (random variations) and other 

inaccuracies, and produces estimates of unknown variables 

that tend to be more precise than those based on a single 

measurement alone [27-29]. Kalman filter provides a general 

solution to the recursive minimized mean square linear 

estimation problem [30]. The mean square error will be 

minimized as long as the target dynamics and the 

measurement noise are accurately modelled. Kalman filter is 

composed of two steps [31]: prediction and correction. In the 

prediction step, the location of an object being tracked is 

predicted in the next frame while in the correction step, the 

object in the next frame within designated region is identified. 

A set of KFs is used to keep track of a variable and unknown 

number of moving targets [27]. Each time a new observation 

is received, it is associated to the correct track among the set 

of the existing tracks or if it represents a new target, a new 

track has to be created. The tracking results are shown in Fig. 

3.i and 4.i. Moreover, it should be mentioned that several 

advantages are gained for using Kalman filter [28-29]. First, 

prediction using the basic Kalman filter is extremely fast and 

requires little memory.  This makes it a convenient form for 

online real time processing. Second, it is easy to formulate and 

implement given a basic understanding. Third, an error 

estimate is associated with each prediction. Fourth, these 

predictions can be computed recursively, bounding the time 

and memory needed for computation. 

IV. EXPERIMENTAL RESULTS 

In order to analyze the performance of the proposed 
algorithm, several experiments were conducted to evaluate the 
nighttime vehicle detection and tracking performance achieved 
by the proposed method. The experiments were implemented 
on a 2.27GHz Intel Core i5 PC with 4GB memory, running 
under Windows 8 Enterprise. The algorithm is coded using 
MATLAB 8.1.0.604 (R2013a).  

Establishing standard test beds is a fundamental 
requirement to compare algorithms. Unfortunately, there is no 
standard dataset to compare the results and efficiency of 
nighttime vehicles detection and tracking algorithms. This was 
a major difficulty in order to compare the performance of the 

proposed method with its counterparts. Most of algorithms 
found in the literature record their videos by their own. To 
evaluate the performance of the proposed method, two sets of 
experiments are conducted. The first set of experiments are 
performed over a self-collected and prepared dataset. It consists 
of 14 video clips containing both urban and highway scenes 
(downloaded from http://www.videoblocks.com/). All the 
video sequences are with a frame rate equal to 30 frames per 
second and the size of the grabbed image sequence is 480 × 
270 pixels with 24-bit true color. The video clips are selected 
with different traffic density (high – medium- low). The ground 
truth for each video clip of the dataset was prepared manually. 
A detailed description of the dataset is found in Table I. The 
second set of experiments are performed over the testing video 
data used in [9]. It consists of four video sequences captured in 
an urban roadway environment. Two videos of them (video a 
and video b) contain only one moving vehicle in the scene 
while the others (video c and video d) contain from two to four 
moving vehicles in the scene.  The frame rate of each video is 
30 frames per second and the size of the grabbed image 
sequence is 720 × 480 pixels with 32-bit true color. 

TABLE I.  DETAILED DESCRIPTION OF THE DATASET 

No 
Video sequence 

name 

No of 

frames 

No of 

vehicles 

Vehicles move 

direction 

Scene 

type 

1 
Above LA 

Highway Traffic 
379 23 Unidirectional Highway 

2 
Highway LA 

Overpass 
332 53 Bidirectional Highway 

3 
LA Highway Bend 

Traffic 
404 96 Bidirectional Highway 

4 LA Highway Bend 394 64 Bidirectional Highway 

5 
Slow Moving 101 

North Traffic 
530 41 Bidirectional Highway 

6 
Slow Night 

Commute In Cali 
311 74 Bidirectional Highway 

7 
Cars On LA 

Highway 
653 112 Bidirectional Highway 

8 

Night Time Traffic 

on Snowy 
Downtown Street 

in Homer 

812 4 Bidirectional Urban 

9 
Slow Moving Los 

Angeles Traffic 
586 35 Unidirectional Urban 

10 
Nighttime Traffic 

in Aspen 
557 7 Unidirectional Urban 

11 

Roadway Traffic at 

Night in Snowy 
Small Town 

599 3 Bidirectional Urban 

12 

Seattle Airport 

Control Tower and 
Traffic at Night 

752 5 Bidirectional Urban 

13 

Taxi Cabs and 

Traffic in Times 

Square 

490 9 Unidirectional Urban 

14 

Traffic on Busy 

Times Square 

Street 

531 10 Unidirectional Urban 

Fig. 5 and Fig. 6 show the results of applying the proposed 

tracking method to both highway road and urban road traffic 

scenes of our dataset respectively. The first row shows the 

original frame of a nighttime surveillance video. The second 

row display the results after applying the first five steps of the 
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proposed method: applying Otsu's thresholding to both Y 

Component & Cr Component, merging the results in one 

frame, applying connected components analysis, and 

excluding components out of ROI. The third row shows the 

results of pairing detected vehicle lights where the green 

rectangles indicate the vehicle lights that have been paired. 

The fourth row shows the tracking results. The experimental 

results demonstrate that the proposed method can robustly 

detect and track vehicles in different nighttime traffic 

environments. Note that the video sequences have different 

illumination conditions. Hence, the desired thresholds to 

detect vehicle lights should be different for each video frame. 

Using the adaptive Otsu's thresholding technique in the 

proposed method, the desired threshold suitable for each frame 

can be found efficiently without any manual intervention. 
 

Above LA Highway 

Traffic 

Slow Moving 101 North 

Traffic 

Slow Night Commute In 

Cali 

   

   

   

   
Fig. 5. Moving vehicles tracking in highway road traffic scenes of the datase 

 
Nighttime Traffic in 

Aspen 

Seattle Airport Control 

Tower and Traffic at 

Night 

Traffic on Busy Times 

Square Street 

   

   

   

   
Fig. 6. Moving vehicles tracking in urban road traffic scenes of the dataset 

 

Table II shows the quantitative results of the proposed method 

for vehicle tracking in different nighttime traffic 

environments. The average tracking rates of the proposed 

method are 96.27% and 95.76% for both urban and highway 

scenes respectively in our dataset. Almost all the vehicle lights 

can be detected and the false tracking of vehicles occurs when 

the vehicles move side by side or when there exist some 

moving reflection objects on the road. This in turn may cause 

some false pairing. However, the effect of interferential 

objects such as street lamps are attenuated by the step of 

excluding all detected components outside the ROI. 

TABLE II.   TRACKING RATE OF THE PROPOSED METHOD FOR 

OUR DATASET 

No Video sequence name 
No of 

vehicles 

No of 

correctly 

tracked 

vehicles 

Tracking 

rate 

(%) 

1 Above LA Highway Traffic 23 20 86.96% 

2 Highway LA Overpass 53 52 98.11% 

3 LA Highway Bend Traffic 96 94 97.92% 

4 LA Highway Bend 64 63 98.44% 

5 
Slow Moving 101 North 

Traffic 
41 39 95.12% 

6 Slow Night Commute In Cali 74 74 100.00% 

7 Cars On LA Highway 112 109 97.32% 

8 
Night Time Traffic on Snowy 
Downtown Street in Homer 

4 4 100.00% 

9 
Slow Moving Los Angeles 

Traffic 
35 32 91.43% 

10 Nighttime Traffic in Aspen 7 7 100.00% 

11 
Roadway Traffic at Night in 

Snowy Small Town 
3 3 100.00% 

12 
Seattle Airport Control Tower 

and Traffic at Night 
5 5 100.00% 

13 
Taxi Cabs and Traffic in 

Times Square 
9 8 88.89% 

14 
Traffic on Busy Times Square 

Street 
10 9 90.00% 

The following part evaluates the performance of the proposed 
method and compares it to the region tracking-based vehicle 
detection algorithm presented by Wang et al. [9]. Fig. 7 shows 
the comparative results of nighttime vehicle tracking for 
running the two methods on the test sequences used in [9]. 
The first column of the figure shows the original frame. The 
second column shows the results of applying the region 
tracking-based vehicle detection algorithm. The third column 
shows the results of applying the proposed method.  As it can 
be noted from the figure, the proposed methodsuccessfully 
detects and tracks all vehicles appeared in the scene.However, 
the region tracking-based algorithm does not perform well in 
detecting all vehicles under some complicated nighttime 
traffic scenes, and some vehicles are missed. This is because 
the proposed method applies the adaptive thresholding step to 
both Y Component and Cr Component of the video frame and 
merge the two results in one frame. However, the region 
tracking-based vehicle detection algorithm applies the 
thresholding on the gray scale image of the video frame. Gray 
scale image based segmentation succeeds in segmenting white 
pixels but fails in segmenting red pixels especially in low 
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illumination conditions. Pixels with high red color component 
and low green and blue color components are bright red in 
color but their corresponding gray scale values can be low. 
Hence, these pixels face a difficulty to be detected. 

Table III shows the tracking rates achieved when running both 
the Region Tracking-Based Vehicle Detection Algorithm [9] 
and the proposed method on the testing sequences used in [9]. 

As the table indicates, both algorithms succeed  in tracking all 
the vehicles  appeared in the video a and video b   because 
both videos contain only one vehicle to be tracked. However, 
when the number of vehicles increases, the performance of the 
Region Tracking-Based Vehicle Detection Algorithm is 
degraded while the proposed method still successfully detects 
and tracks almost all vehicles. 

Original frame Region Tracking-Based Vehicle Detection 

Algorithm [9] 

Proposed Method 

   

   

   

   

Fig. 7. Comparative results of vehicle detection and tracking in nighttime traffic scenes on test sequences used in [9]  

TABLE III.   TRACKING RATE OF THE PROPOSED METHOD FOR TEST 

SEQUENCES USED IN [9]  

No 
Video sequence 

name 

Tracking rate (%) 

Region Tracking-Based 

Vehicle Detection 

Algorithm [9] 
Proposed method 

1 Video a 100% 100% 

2 Video b 100% 100% 

3 Video c 98.67% 99.1% 

4 Video d 93.45% 97.23% 

Based on the above results, in most cases, the proposed 
method can detect and track vehicles correctly. However, it 
may fail in some cases. First, it cannot be used to detect the 
parked vehicles or vehicles with low visibility lights. This is 
because parked vehicles usually have lights switched off and 

the proposed method mainly depends on detecting vehicle 
lights in order to detect and track vehicles. However, this does 
not pose any problem to the performance of the proposed 
method because tracking is concerned only with moving 
objects. Second, when an object occludes one lamp of the 
vehicle, the other lamp can still be correctly detected but 
cannot be paired with other vehicles lights in the scene. 
Finally, some vehicles may have four headlights, and these 
four headlights may be paired as two vehicles. To solve this 
defect, the vehicle’s length information can be incorporated in 
the pairing process. After the surveillance camera is 
calibrated, the distance between two pairs of headlights can be 
determined. Therefore, the four headlights can be paired as 
one vehicle if the distance is less than some threshold. 
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V. CONCLUSION 

In this paper, a method for detecting and tracking moving 
vehicles in nighttime is proposed. The proposed method is 
able to detect and track the vehicles in low visibility 
conditions at nighttime. It recognizes vehicles by detecting 
vehicle lights using automatic thresholding and connected 
components extraction. Next, it finds pairs of vehicles lights to 
estimate vehicle locations using rule based component 
analysis and it employs Kalman Filter (KF) in the tracking 
process. The automatic thresholding approach provides a 
robust and adaptable detection process that operates well 
under various nighttime illumination conditions. Moreover, 
most nighttime tracking algorithms detects vehicles by 
locating either headlights or rear lights. Nevertheless, the 
proposed method has the ability to track vehicles through 
detecting vehicle headlights and/or rear lights. Experimental 
results demonstrate that the proposed method is feasible and 
effective for vehicle detection and identification in various 
nighttime environments. 
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Abstract— In Evolutionary Algorithms (EA), the selection scheme is a pivotal component, where it relies on the fitness value of 

individuals to apply the Darwinian principle of survival of the fittest. In Particle Swarm Optimization (PSO) there is only one place 

employed the idea of selection scheme in global best operator in which the components of  best solution have been selected in the process 

of deriving the search and used them in  generation the upcoming solutions. However, this selection process might be affecting the 

diversity aspect of PSO since the search infer into the best solution rather than the whole search. In this paper, new selection schemes 

which replace the global best selection schemes are investigated, comprising fitness-proportional, tournament, linear rank and 

exponential rank. The proposed selection schemes are individually altered and incorporated in the process of PSO and each adoption is 

realized as a new PSO variation. The performance of the proposed PSO variations is evaluated. The experimental results using 

benchmark functions show that the selection schemes directly affect the performance of PSO algorithm. Finally, a parameter sensitivity 

analysis of the new PSO variations is analyzed. 

Key words— Particle Swarm Optimization; Evolutionary Algorithm; Selection Schemes; Global-best. 

 

I. INTRODUCTION  

Swarm intelligence is a discipline that deals with natural 

systems composed of many individuals that exhibit collective 

behavior, decentralized control, and self-organization [1]. Its 

principle depends on the method of communication and 

interaction between the individuals and their environment. The 

most important application on swarm intelligence is Particle 

Swarm Optimization (PSO)[2]. PSO was developed by 

Eberhart and Kennedy [3]. It simulates the social behavior of 

bird flocking or fish schooling. It is a stochastic optimization 

technique and is remarkably developing [4]. Its simplicity and 

effectiveness have caught the attention of scientists from all 

over the world [5]. It is used to obtain the best solution among 

the particles in a swarm. This solution is called the global best 

fitness, and the candidate solution that achieves this fitness is 

called the global best position [6-8]. During the improvement 

loop, other solutions are attracted by the global best position, 

whose diffusion is degraded. Thus, global selection is 

conducted solely from the best solution among all the solutions 

(particles) to improve the next generation [9, 10]. The other 

solutions are ignored; therefore, the diversity of exploration 

may be affected, given that the search is concerned with only a 

single point. In other words, the global best concept of the PSO 

algorithm uses the search space capacity of PSO, which may be 

loose and therefore result in premature convergence and quick 

stagnation without generating efficient results. 

 

 In this study, the global best concept of PSO is substituted 

with a new selection scheme borrowed from Genetic 

Algorithm (GA). These schemes are fitness-proportional, 

tournament, linear rank, and exponential rank. Each scheme 

constructs a new PSO variation. The PSO variations are 

evaluated using standard mathematical optimization functions. 

The results show the effectiveness of the proposed selection 

schemes. The remainder of this study is organized as follows: 

Section II presents the PSO algorithm. Section III discusses the 

proposed selection schemes incorporated with PSO. Section IV 

presents the computation results, analysis, and discussion. 
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Section V concludes the study and provides possible directions 

for future study. 

II. PARTICLE SWARM OPTIMIZATION ALGORITHM PRINCIPLES 

 

The Particle Swarm Optimization PSO is a population-

based optimization method proposed by Kennedy and Eberhart 

[11]. The behavior of PSO can be conceivable by comparing it 

to school of fish searching for optimal food sources, where the 

direction in which a fish moves is influenced by its current 

movement, the best food source it ever experienced. 

 

PSO iteratively improves the accuracy of the solution to the 

optimization problem. Basically, optimization procedures are 

shown in flow chart as shown in Figure 1. These steps are 

described as follows: 

 Initialization: The n position vectors are randomly 

initialized {Xk (0), k = 1, 2,…, n }. The elements of Xk are 

uniformly distributed in a suitable range. Subsequently, 

the n velocity vectors {Vk (0), k = 1, 2,…, n }  are 

randomly initialized with the elements uniformly 

distributed between the minimum and maximum values. 

The fitness of the particle is determined by the objective 

function [12]. The local best of each particle is 

initialized to its initial position and the global best to the 

best fitness among the best locals. 

 

 
 

Fig. 1. Flowchart of the PSO Algorithm  

 

 Update Velocity: Equation (1)  updates the velocity of 

the particle [13]: 

 
Vi (t+1) =W.Vi (t) +C1.r1 (Pibest-Xi) + C2.r2 (Pgbest - Xi)         (1) 

 

where C1 and C2 represent the weights of the 

stochastic acceleration terms to the Pibest and Pgbest 

positions, r1 and r2 represent the random function 

between 0 and 1, X represents the current position 

of the particle, Pibest is the best position of individual 

i until iteration t, Pgbest is the global best position 

among the whole particles, and W is the inertia 

weight that controls the acceleration of the particle 

in its optimal direction. 

 

    Update Position: The particle position of each particle 

is updated depending on the updated velocity in the 

following equation [14]. The updated position is based 

on equation (2). 

 

Xi (t+1) = Xi (t) + Vi (t+1)                       (2) 

 

     Update the Local and Global Best: The fitness of each 

particle is evaluated based on the new updated position. 

If the updated position leads to a better objective 

function value, the local and the global best are updated.  

                                                                                                                                                          

   Stopping Criteria: The three previous steps are 

repeated until the number of iterations is reached. 

 

 

III. SELECTION SCHEMES 

 

The evolutionary algorithm (EA) is generally characterized 

by several features, such as a high level of population diversity. 

It is considered to be the best method of searching [1]. EA is 

discriminated in diversity population to circumvent premature 

convergence. A higher rate of selection from an accumulative 

search may lead to the loss of diversity, which in turn results in 

premature convergence. By contrast, if the rate of selection 

from the existing search is small, the search depends on 

randomness. Thus, the slow convergence problem may be 

achieved. 

 

   Any selection scheme of EA consists of two main phases 

[15]: the selection phase, in which the selection probability is 

assigned to each solution in the population depending on its 

fitness, and the sampling phase, in which the probability 

controls of the sample are selected in the solutions to the next 

population. 

 

Selection schemes are classified into static and dynamic 

schemes [16]. The selection probability of each solution in the 

static selection scheme is determined in advance and then 

remains constant during the search. Examples of this scheme 

include tournament selection, linear rank, and exponential rank. 

By contrast, the dynamic selection scheme updates the 

selection probability of each solution in the population at each 

evolution. Another classification categorizes the selection 

schemes into fitness-proportionate and rank-based schemes. 

The fitness-proportionate class calculates the selection 

probability based on the absolute fitness value of each 

individual, whereas the selection probability in the rank-based 
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class is determined based on fitness ranking rather than 

absolute fitness. A simple example of the fitness-proportionate 

scheme is the traditional proportional selection scheme. Some 

selection schemes have scaling problems that lead to premature 

convergence (e.g., proportionate selection). Other selection 

schemes suffer from the non-balance between fitness and the 

ability of reproduction (e.g., linear rank). 

    This study focuses on modifying the PSO algorithm by 

amending the method of selecting the global best solution. 

Figure 1 shows the procedure of selecting the global best. The 

minimum value of the global best remains stable until the end 

of the iterations. In this study, each proposed selection scheme 

is replaced with the original selection scheme. The following 

subsections present some of the random selection schemes that 

are suggested to the method used in PSO, which can be 

achieved by determining the working principle for each 

selection method when searching for sampling and selection 

probability for each variable in a new PSO. 

 

A.         Proportional Selection Scheme 

 

   The proportional (or roulette wheel) selection scheme 

proposed by Holland and John is the most traditional selection 

method [17]. In this method, the selection probability depends 

on the absolute fitness value of any solution compared with 

those of the other solutions in the population. The selection 

probability Pi for the solution i is proportional to its fitness 

value, which is calculated using equation (3). In Algorithm 

(1), r randomly picks a value uniformly from U (0, 1); 

sum_prob has accumulative selection probabilities, where the 

sum prob = 


j

i

iP
1

is the accumulative selection probability of 

solution   
jX . 

                            
 

  


swarmsize

j

j

i

i

xf

xf
P

1

                       (3) 

         

 

Algorithm 1. Pseudocode for the Proportional Selection Scheme  

                                                                                                     

1:    Set r ~ U (0, 1).    

2:    Set found = false. 

3:    Set sum_prob = 0. 

4:    Set K = 0. 

5:    While ( i ≤ swarm_size) and not (found) do 

6:             sum_prob = sum_prob + Pi 

7:             If (sum_prob ≥ r) then 

8:                K = i 

9:                found = True 

10:           End If 

11:           i = i + 1 

12:   End While 

 

B.         Tournament Selection Scheme 

 

    Tournament selection is among the most popular selection 

methods in genetic algorithms. It was initially proposed by 

Grefenstette and Baker [18]. Algorithm (2) shows the principle 

of tournament selection work, which starts from the random 

selection of t individuals from P(t) population and then proceeds 

to the selection of the best individual from tournament t. This 

procedure is repeated n times. The best choice is frequently 

between two individuals, and this scheme is called binary 

tournament, where the choice is between t individuals called 
tournament size [19]. 

 

Algorithm 2. Pseudocode for the Tournament Selection Scheme 

 

1:    Choose K (the tournament size) individuals from the  

         population at random.       

2:    Choose the best individual from pool / tournament 

         with probability P. 

3:    Choose the second best individual with probability 

         P*(1-P).   

4:    Choose the third best individual with probability 

        P*((1-P) ^2). 

5:     And so on... 

 

C.         Linear Ranking Selection Scheme 

 

Linear ranking is another selection scheme that was 

developed to overcome the disadvantages of the proportional 

selection scheme [20]. Rank selection schemes are developed 

to determine the selection probability of the solutions stored in 

PSO based on the solution fitness rank as shown in equation 

(4). The linear ranking selection scheme is based on the rank of 

individuals rather than on their fitness. Rank n is assigned to 

the best individual, whereas rank 1 is assigned to the worst 

individual. Thus, based on its rank, each individual i has the 

probability of being selected given by the expression [21]. 

 

                          
 

 1* 


nn

irank
Pi                                 (4) 

 

    Once all individuals of the current population are ranked, the 

procedure of the linear rank selection scheme can be 

implemented based on Algorithm (3). 

 

D.         Exponential Ranking Selection Scheme 

 

Exponential ranking selection sorts the probabilities of the 

ranked individuals by exponentially weighted as shown in 
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equation (5). The main of the exponent C is situated between 0 

and 1. If C     1, the difference in the selection probability 

between the best and the worst solutions is lost. If C        0, the 

difference in the selection probability becomes increasingly 

large and follows an exponential curve along the ranked 

solution. 

 

Algorithm 3. Pseudocode for Linear Ranking Selection Scheme 

 

1:    Set S0 = 0 

2:    For i =1 to swarm_size do 

3:         Si = Si-1 + Pi 

4:    End For 

5:    For i =1 to swarm_size do 

6:          Generate a random number r  [0,swarm_size] 

7:           For each 1 ≤  j  ≤ swarm_size do 

8:                 If ( Pj  ≤ r ) do 

9:                     Select the jth individual 

10:               End If 

11:         End For.  

12:  End For.  

 

                       

 


swarmsize

j

Rank

Rank

i
j

i

C

C
P

1

                          (5) 

 

Algorithm (4) for the exponential ranking, it is similar to that 

for the linear ranking. The only difference is in the calculation 

of the selection probabilities as stated in algorithm (5). 

 

IV.  COMPUTATIONAL RESULTS, ANALYSIS AND DISCUSSION 

 

This section experimentally evaluates the new selection 

schemes. The five variations of the PSO algorithm proposed in 

this study are distinguished. Each variation uses a particular 

selection scheme that is incorporated with the PSO algorithm: 

 

1) Global best Particle Swarm Optimization (GPSO): 

It uses the PSO algorithm with the global best 

selection scheme. 

2) Proportional Particle Swarm Optimization 

(PPSO): It uses the PSO algorithm with the 

proportional selection scheme. 

3) Tournament Particle Swarm Optimization (TPSO): 

It uses the PSO algorithm with the tournament 

selection scheme. 

4) Linear rank Particle Swarm Optimization (LPSO): 

It uses the PSO algorithm with the linear rank 

selection scheme. 

5) Exponential rank Particle Swarm Optimization 

(EPSO): It uses the PSO algorithm with the 

exponential rank selection scheme. 

 

All the experiments are conducted using a computer with 

processor Intel(R) Core (TM) 2 Quad CPU Q9400@2.66 GHz 

with 4 GB of RAM and 32-bit for Microsoft Windows 7 

Professional. The source code is implemented using MATLAB 

(R2010a). This study applies 14 benchmarks minimization 

problems to compare the different selection schemes using a   

Algorithm 4. Pseudocode for Exponential Ranking selection scheme 

 

1:    Set S0 = 0 

2:    For i =1 to swarm_size do 
3:          Si = Si-1 + Pi 
4:    End For 

5:    For i =1 to swarm_size do 
6:          Generate a random number r C 
7:           For each 1 ≤ j ≤ swarm_size do 
8:                 If (Pj ≤ r) do 

9:                 Select the jth individual 
11:               End If 
12:         End For.  
13:  End For.  

 

large test set that involves function optimization [22]. The 

results of the benchmark minimization functions are used to 

compare the default selection schemes of PSO with the 

proposed selection schemes in this research. 

 

 The common parameters among all the algorithms used in 

the experiments are set depending on the experiential 

instruction. The flow of the different parameter settings used to 

evaluate the PSO with different selection schemes is 

investigated. An intensive parameter analysis is conducted with 

various values of D, population size, C1, C2 , and W for each 

PSO variation as follows: dimension size D = (10, 20, and 30) 

[23], population size = (30, 50, and 80) [24], acceleration 

coefficient C1 and C2 = (1.5, 2, and 2.5) [25], and weight W = 

(0.5, 0.7, and 0.9) [26]. Each run is iterated 100,000 times. 

 

The best parameter setting for each variation is recorded in 

Table I. A series of experiments is then conducted using five 

convergence scenarios, each of which varies in terms of 

parameter settings, as shown in Table I. Each convergence 

scenario investigates the capability of the five parameters, and 

each of these parameters includes a set of values. For example 

the first scenario contains the GPSO with its best value of each 

parameter, as shown D=30, C1=1.5, C2=2, W=0.7 and          

pop. size= 50, These values determined as a best value for the 

experiments, and so on for all scenarios.    

 

    A big size of dimensions requires more function 

evaluations. Meanwhile, increasing the computing efforts for 

convergence increases the reliability of the algorithm. The 

main point of this study is to maintain a balance between 
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reliability and cost. Thus, the best value for the dimension size 

should be between 10 and 30 and should not be larger than 30 

when the problem is complicated. The results obtained in this 

study are consistent with those of other researchers               

[4, 10, 27]. 

 

    The acceleration coefficients C1 and C2 often have the same 

value. Based on the different empirical studies, the best value 

for the acceleration coefficients is C1 = C2 = C/2, where C is 

the total of acceleration coefficients. If C is small, then the 

algorithm explores slowly. [28] Kennedy suggests the same 

previous equation to determine C1 and C2: (C1 + C2 ≤ 4.0). 

    The inertia weight causes a significant increase in the 

convergence speed and a better balance between the 

exploitation and exploration of the solution space, while the 

complexity of the algorithm increases only slightly. Therefore, 

the recommended inertia weight is between 0.5 and 0.9     

[26]. 

 
   Selecting a population size (number of particles) of 50 is 

recommended for higher dimensional problems, and a 

population size of [30, 50] is appropriate for lower 

dimensional problems. The values of population size are 

compatible with previous studies [24, 29, 30]. 

 

TABLE I.  PSO PARAMETERS SCENARIO 

Scenario 

No. 

Selection  

Schemes 

Parameters 

D C1 C2 W Pop. Size  
Sen1 GPSO 30 1.5 2 0.7 50 

Sen 2 PPSO 30 2 2 0.7 50 

Sen 3 TPSO 30 2 1.5 0.7 30 

Sen 4 LPSO 30 1.5 1.5 0.7 30 

Sen 5 EPSO 30 1.5 2 0.7 50 

 

 

      A summary of the 14 global minimization benchmark 

functions used to evaluate PSO variations is presented in this 

study. Most of these functions were previously used in [4, 9, 

31, 32]. These benchmark functions provide a trade-off 

between unimodal and multimodal functions. 

 

   Figure 2 shows the best solutions found by the PSO 

variations using the 14 benchmark functions. As mentioned 

previously the objective form using benchmark functions is to 

find the minimum solution and this depend on each benchmark 

[33], for example in the most of a benchmark the optimal value 

that close to Zero. On another hand, the optimal value for some 

benchmark is close to (- 450) like shifted benchmark functions. 

This is exactly shown in figure 2, all selection schemes try to 

be close to the optimal solution but TPSO got the first rank on 

the contrary EPSO got the worst solution, PPSO, GPSO and 

LPSO are respectively among them. 

 

    Tables II and III summarize the results of the PSO variations 

using the 14 benchmark functions in each convergence 

scenario, as shown in Table I. The results in Tables II and III 

are arranged from sen1 to sen5 to save the best value for each 

parameter, which means in sen5 each of the selection schemes 

has the best values of parameters. Each PSO variation runs 30 

replications, and the numbers in the table refer to the mean and 

standard deviations (within the parentheses below the mean 

value). The best solutions are highlighted in bold (i.e., the 

lowest is the best). 

 

    The results show that TPSO achieves the best results for all 

the benchmark functions. GPSO and PPSO achieve the eight 

best results for the Sphere, Schwefel problem 2.22, Step, 

Rosenbrock, Rotated hyper-ellipsoid, Rastrigin, Ackley, and 

Griewank benchmark functions. LPSO achieves the best results 

for most of the benchmark functions. By contrast, EPSO 

achieves poor results when compared with the other selection 

schemes, especially for the Rotated hyper-ellipsoid, Rastrigin, 

Shifted Sphere, and Shifted Rosenbrock benchmark     

functions. 

 

V. CONCLUSION AND FUTURE WORK 

 

    This study proposed new variations of PSO based on 

different selection schemes. Each variation is a PSO 

incorporated with a selection scheme. The proposed PSO  

 

 
 

Fig. 2.   Best solutions found by the PSO variations using the 14 benchmark 

functions 

 

 

variations - GPSO, PPSO, TPSO, LPSO, and EPSO –   

employed the natural selection principle of the “survival of the 

fittest” to generate the new PSO. These variations focused on 

the better solutions to the solution space. The experiments were 

conducted with global benchmark functions that are widely 

used in the literature.  

 

  The experimental results show that incorporating the 

proposed selection scheme in the solution space by balancing 

exploration and exploitation prevents premature convergence 

and quick stagnation without efficient results. 

 

    This study also produced new four selection schemes: PPSO, 

TPSO, LPSO, and EPSO. The experimental results show that 
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these schemes perform better than GPSO. TPSO (the first 

position) achieves the best results, followed by PPSO and 

GPSO, whose results are close to each other. LPSO and EPSO 

are in the fourth and last positions, respectively. 

 

        This study is an initial exploration of selection schemes in 

the PSO algorithm. Future work should analyze these selection 

schemes in terms of takeover time [7]. The PSO performance 

in other benchmark and real-life problems should be 

investigated as well. 
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TABLE II. MEAN AND STANDARD DEVIATION OF THE BENCHMARK FUNCTIONS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

benchmark 

function 

Selection 

schemes 

Sen1 Sen2 Sen3 Sen4 Sen5 

 

 

 

 

Sphere 

 

 

 

GPSO 

6.97E-06 

(9.99E-06) 

4.27E-06 

(2.21E-07) 

1.47E-06 

(1.92E-06) 

3.11E-06 

(8.77E-08) 
2.80E-07 

(9.85E-08) 

 

PPSO 

9.50E-06 
(4.17E-06) 

8.23E-06 
(2.45E-08) 

6.58E-06 
(4.25E-06) 

4.87E-09 

(1.983E-10) 

2.50E-06 
(4.17E-06) 

 

TPSO 

0.00E+00 

(0.00E+00) 

6.93E-16 

(2.21E-14) 
0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

 

LPSO 

3.38E+04 
(9.48E+03) 

4.25E-04 
(3.50E-01) 

4.80E-03 
(7.30E-03) 

9.87E-07 
(8.08E-07) 

5.57E-07 

(1.23E-08) 

 

EPSO 

3.25E-01 

(1.09E-01) 

3.24E-02 

(2.11E-01) 

1.56E-02 

(1.88E-01) 

2.43E-03 

(1.02E-03) 
1.47E-06 

(1.92E-06) 

 

 

 

 

 

Schwefel’s 

problem 2.22 

 

 

 

GPSO 

0.0037 

(0.0025) 

0.0036 

(0.0031) 

7.99E-04 

(6.65E-03) 

7.88E-06 

(2.43E-05) 
8.43E-07 

(1.12E-09) 
 

PPSO 

0.0012 

(0.0012) 

5.85E-06 

(0.0012) 

4.76E-04 

(3.77E-04) 

2.44E-07 

(8.75E-06) 
9.23E-09 

(4.65E-08) 

 

TPSO 

4.33E-25 
(0.00E+00) 

4.57E-293 
(0.00E+00) 

2.57E-293 
(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 
(0.00E+00) 

 

LPSO 

0.1111 

(0.0842) 

7.35E-02 

(6.84E-02) 

9.76E-03 

(5.90E-02) 

1.02E-05 

(8.83E-04) 
5.23E-06 

(3.87E-06) 

 

EPSO 

2.08 E+02 

(3.69 E+01 ) 

2.07E+02 

(3.81E+01) 

1.004E+02 

(4.259E+02) 
0.92E+01 

(3.87E+02) 

0.69E+02 

(0.54E+02) 

 

 

 

 

 

Step 

 

GPSO 

7.28E-05 

(6.50E-05) 

9.50E-06 

(1.20E-05) 

6.21E-06 

(3.57E-04) 

8.94E-06 

(2.55E-07) 
1.75E-08 

(2.54E-07) 

 

PPSO 

1.51E-06 

(2.06E-06) 

1.51E-06 

(2.06E-06) 

2.07E-06 

(2.72E-06) 

6.63E-07 

(1.94E-08) 
8.78E-10 

(6.59E-09) 

 

TPSO 
0.00E+00 

(0.00E+00) 

0.00E+00 
(0.00E+00) 

0.00E+00 
(0.00E+00) 

0.00E+00 
(0.00E+00) 

0.00E+00 
(0.00E+00) 

 

LPSO 

8.20E-03 

(1.23E-02) 

8.20E-03 

(1.99E-02) 

5.69E-03 

(1.59E+00) 

1.22E-04 

(6.82E-02) 
4.98E-06 

(2.73E-06) 

 

EPSO 

3.38E+02 
(9.47E+02) 

3.19E+02 
(1.00 E+02) 

1.46E+01 
(6.00E+01) 

1.13E+01 
(2.63E+01) 

2.39E+00 

(2.31E+00) 

 

 

 

 
Rosenbrock 

 

GPSO 

0.03534 

(1.9019) 

1.22E-04 

(1.38E-04) 

2.55E-04 

(7.69E-05) 

6.64E-05 

(4.33E-05) 
1.65E-06 

(2.37E-07) 

 

PPSO 

1.31E-06 

(2.26E-06) 

8.31E-05 

(2.26E-05) 

6.58E-05 

(4.25E-06) 
2.35E-07 

(4.67E-06) 

3.08E-07 

(6.29E-06) 

 

TPSO 
0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

 

LPSO 

0.6697 

(2.2043) 

3.41E-01 

(1.59E+00) 

3.85E-03 

(5.21E-03) 

4.32E-04 

(8.94E-05) 
2.82E-07 

(7.65E-06) 

 

EPSO 

1.46E+03 
(6.70E+02) 

3.28E+02 
(6.00E+02) 

1.52E+02 
(2.11E+02) 

2.17 E+01 
(1.49E+02) 

1.06 E+01 

(2.00E+02) 

 

 

 

 
Rotated hyper-

ellipsoid 

 

 

 

GPSO 

5.55E-05 

(9.06E-05) 

9.20E-05 

(3.24E-05) 

5.55E-05 

(9.06E-05) 

5.69E-05 

(2.44E-05) 
5.59E-06 

(2.39E-06) 

 

PPSO 

7.61E-06 

(1.23E-05) 

7.61E-06 

(1.23E-05) 

3.651E-06 

(7.32E-07) 

6.84E-07 

(7.56E-06) 
5.69E-08 

(3.49E-09) 

 

TPSO 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

 

LPSO 

1.16E-03 
(0.0189) 

2.39E-03 
(1.09E+00) 

1.04E-05 
(3.40E-05) 

1.56E-04 
(5.21E-05) 

3.85E-07 

(5.21E-05) 

 

EPSO 

1.80E+05 

(6.56E+04) 

1.49E+02 

(3.29E+05) 

3.24E+02 

(2.11E+01) 

2.33E+01 

(2.83E-01) 
6.94 E+00 

(1.06E+01) 

 

 

 

 
Schwefel’s 

problem 2.26 

 

 

GPSO 

-448.576769 

(2.095817) 

-12564.817 

(2.247382) 

-12450.698 
(2.948752) 

-12557.657 
(2.134256) 

-12559.293 
(2.267349) 

 

PPSO 

-844.2568 

(12.9384) 

-2517.534 

(656.294850) 

-12558.592 

(9.533928) 

-12560.543 

(2.434646) 
-12563.685 

(1.950643) 

 

TPSO 

-930.816247 

(257.157573) 

-12567.43 

(3.14213) 

-12539.486 
(0.000017) 

-12539.493 
(1.52E-03) 

-12563.978 
(1.08E-03) 

 

LPSO 

-9754.924388 

(399.855744) 

-12561.42 

(0.863088) 

-12564.817 

(2.247382) 

-12553.343 

(2.854832) 

-12566.854 

(1.098576) 

 

EPSO 

-482.3852 

(773.5379) 

-9765.6465 
(400.078376) 

-9765.646 
(400.078) 

-9865.646 
(241.532) 

-11783.543 

(223.495) 

 

 

 

 

 

Rastrigin 

 

GPSO 

9.69E-03 

(1.72E-03) 

6.94E-03 

(9.90E-04) 

6.21E-05 

(3.57E-04) 

3.34E-06 

(6.34E-05) 
1.59E-06 

(3.94E-06) 

 

PPSO 

6.85E-06 

(1.30E-06) 

6.85E-07 

(1.30E-06) 

8.07E-07 

(7.72E-07) 

2.54E-07 

(1.88E-07) 
4.58E-08 

(4.59E-07) 

 

TPSO 
0.00E+00 

(0.00E+00) 

0.00E+00 
(0.00E+00) 

0.00E+00 
(0.00E+00) 

0.00E+00 
(0.00E+00) 

0.00E+00 
(0.00E+00) 

 

LPSO 

6.69E-02 

(4.83 E-02) 

1.39E-02 
(1.39E-02) 

5.69E-03 
(1.59E-02) 

3.01E-03 
(8.22E-02) 

4.45E-04 

(2.15E-03) 

 

EPSO 

1.88E+04 

(2.65 E+04) 

1.94 E+04 
(4.19 E+04) 

8.46E+03 
(6.00E+04) 

2.094E+03 
(3.43E+03) 

7.69E+01 

(2.05E+01) 
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TABLE III. MEAN AND STANDARD DEVIATION OF THE BENCHMARK FUNCTIONS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

benchmark 

function 

Selection 

schemes 

Sen1 Sen2 Sen3 Sen4 Sen5 

 

 

 

 

 

Ackley 

 

 

 

 

GPSO 

5.65E-02 

(4.26E-02) 

2.46E-02 

(5.34E-02) 

1.01E-02 

(6.54 E-03) 

 7.66E-03 

(2.38E-04) 
6.45E-04 

(9.32E-04) 

 

PPSO 

9.37E-03 
(2.70E-02) 

5.58E-04 
(7.85E-04) 

1.14E-04 
(2.75E-04) 

8.12E-04 
(3.55E-05) 

3.43E-06 

(8.56E-07) 

 

TPSO 

4.88E-03 

(0.00E+00) 
0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00 

 

LPSO 

7.2318 
(5.2197) 

4.5235 
(7.67E-01) 

3.4935 
(2.26E-02) 

0.6697 
(1.00E-02) 

0.2849 

(6.66E-3) 

 

EPSO 

19.6590 

(2.8761) 

18.2253 

( 0.792) 

18.2455 

(7.29E-01) 

17.4673 

(3.32E-03) 
13.9837 

(1.27E-03) 

 

 

 

 

 

Griewank 

 

 

 

GPSO 

6.35E-04 

(1.38E-05) 

2.38E-04 

(5.89E-04) 

1.65E-05 

(7.08E-05) 
3.23E-07 

(8.63E-06) 

4.54E-07 

(7.35E-06) 

 

PPSO 

2.38E-05 
(5.89E-05) 

5.80E-06 
(7.44E-04) 

5.80E-06 
(7.44E-04) 

6.85E-07 
(8.30E-06) 

7.26E-08 

(5.68E-08) 

 

TPSO 
0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

0.00E+00 

(0.00E+00) 

 

LPSO 

0.0563 
(0.0832) 

6.06E-02 
(6.09E-03) 

7.03E-04 
(1.86E-03) 

1.25E-05 
(7.43E-04) 

1.02E-06 

(2.45E-04) 

 

EPSO 

1.34E+02 

(1.76E+02) 

4.96E+01 

(6.65E+01) 

3.87E+01 

(2.97E+01) 

3.02E+01 

(2.97E+01) 

2.11E+00 

(1.02E+00) 

 

 

 

 

 

Camel-Back 

 

GPSO 

-0.9275 

(0.097) 

-8.98E-01 

(3.24E-01) 
-9.18E-01 

(4.84E-01) 

-9.01E-01 

(3.94E-01) 

-8.67E-01 

(3.26E-01) 

 

PPSO 

-0.7673 
(0.2075) 

-7.98E-01 
(5.012E-01) 

-9.44E-01 
(9.873E-01) 

-9.95E-01 

(9.86E-01) 

-9.21E-01 
(2.02E-01) 

 

TPSO 

-0.7356 

(0.00E+00) 

-5.34E-01 

(3.12E-01) 

-9.79E-01 

(7.02E-03) 

-9.79E-01 

(7.02E-03) 
-9.98E-01 

(9.87E-03) 

 

LPSO 

0.7389 
(2.2041) 

1.53E+00 
(3.63E+00) 

1.01E+00 
(1.03E+02) 

1.01E+00 
(1.03E+02) 

-8.98E-01 

(1.75E-02) 

 

EPSO 

7.22E+02 

(8.28E+02) 

9.34E+02 

(1.05E+03) 

5.86E+02 

(9.74E+01) 

5.86E+02 

(9.74E+01) 
3.87E+01 

(9.74E-01) 

 

 

 

 
Shifted Sphere 

 

GPSO 

1.74E+03 

(6.20E+02) 

5801.689232 

(1761.064344) 

287.280860 

(2085.974382) 

-440.856 

(2.642622) 
-448.624 

(1.364865) 
 

PPSO 

1.85E+03 

(6.10E+02) 

-445.9264 

(0.028288) 

-447.6589 

(0.757310) 

-442.789 

(1.45624) 
-449.086 

(2.456782) 

 

TPSO 

2.64E+03 

(1.03E+03) 
-449.999836 

(0.008747) 

-447.999877 

(0.000943) 

-448.543 

(1.43676) 

-449.958 

(0.076328) 

 

LPSO 

3.27E+04 

(8.94E+03) 

5801.689232 

(1761.064344) 

3565.63289 

(1076.69087) 

753.538 

(7.33E+04) 
742.756 

(2.39E+04) 

 

EPSO 

1.94E+05 

(4.90E+05) 

5.80 E+04 

(3.76 E+05) 

2.57 E+04 

(2.08 E+05) 

9.56 E+03 

 (6.58E+04) 

6.32 E+03 

(6.65E+03) 

 

 

 
Shifted 

Schwefel’s 

problem 1.2 
 

 

GPSO 

5.41E+03 
(1.26E+03) 

946598.695 
(309138.764) 

-439.933552 
(0.052206) 

-440.863 
(1.9564) 

-449.661 

(0.07654) 

 

PPSO 

5.04E+03 

(1.39E+03) 

-48.748413 

(366.028440) 

-449.668252 

(366.028440) 

-441.698 

(1.32E-01) 
-449.827 

(2.69E-02) 

 

TPSO 

7.98E+03 
(3.35E+03) 

-447.007381 
(2.969228) 

-449.75496 
(6.474446) 

-448.365 
(1.38E-02) 

-449.947 

(7.09E-02) 

 

LPSO 

1.87E+05 
(9.08E+04) 

-449.933552 
(0.052206) 

-216.64485 
(0.052206) 

-421.302 
(8.29E-02) 

-439.546 

(6.67E-02) 

 

EPSO 

5.71E+03 
(1.50E+03) 

6598.695551 
(9138.764095) 

2643.859146 
(7586.125628) 

4085.025 
(3878.464) 

546.131 

(558.315) 

 

 

 
Shifted 

Rosenbrock   

 

GPSO 

2.12E+11 

(2.24E+10) 

515.19 
(105.6652) 

509.54320 
(363.352) 

501.3213 

(206.653) 

502.1478 
(302.579) 

 

PPSO 

2.14E+11 

(2.60E+10) 

497.01 

(106.87) 

498.744 

(116614) 

469.005 

(2.86E+02) 
465.744 

(2.00E+02) 

 

TPSO 

2.49E+11 

(6.54E+10) 

486.825 
(120.596) 

495.595 
(123.986) 

421.203 
(332.845) 

388.564 

(203.432) 

 

LPSO 

2.17E+12 

(6.42E+11) 

589.40 

(309.94) 

597.585 

(109.454) 

578.230 

(283.865) 
554.587 

(229.545) 

 

EPSO 

2.14E+11 

(2.60E+10) 

1506.80 
(1.87 E+7) 

1122.625 
(1.56 E+6) 

983.748 
(1.72E+04) 

876.432 

(1.65E+04) 

 

 

 

 

Shifted 

Rastrigin 

 

GPSO 

143.079 

(26.8865) 
-329.8838 

(0.304559) 

-329.235 

(0.848076) 

-302.738 

(0.304559) 

-319.454 

(0.54786) 

 

PPSO 

143.0297 
(21.7146) 

-329.951 
(0.184239) 

-429.768 

(0.184239) 

-320.765 
(1.54677) 

-323.564 
(0.342) 

 

TPSO 

143.6271 
(17.9028) 

-220.091 
(13.0087) 

-328.534 
(2.87987) 

-329.654 
(4.51E-02) 

-429.654 

(3.69E-02) 

 

LPSO 

8.79E+02 
(172.0375) 

-329.951 
(0.184239) 

-389.098 

(1.760988) 

-289.765 
(0.3472) 

-320.969 
(0.7649) 

 

EPSO 

923.7594 
(47.333) 

1026.852 
(1876.38) 

1751.450 
(1555.89) 

-201.543 
(39.6543) 

-281.203 

(4.875) 
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Abstract: - Diabetes is a serious health problem today. Most of the people are unaware that they are in risk of or may even 

have type-2 diabetes. Type-2 diabetes is becoming more common due to risk factors like older age, obesity, lack of exercise, 

family history of diabetes, heart diseases . Along with good lifestyle and healthy diet, reduces the risk of development of type 2 

diabetes for treatment of elder people , proper care of diet, exercise and medication as well is more important.. The research in 

developing intelligence knowledge base systems in diabetic domain is important for both health industry and diabetes patients. 

Recently expert systems technology provides an efficient tools for diagnosing diabetes and hence providing a sufficient 

treatment. The main challenge in building such systems is the knowledge acquisition and developing of the knowledge base of 

these systems. Our research was motivated by the need of such an efficient tool. The main objective of this paper is gathering    

knowledge acquisition for developing the knowledge base of diabetic type-2 diet. Therefore, the paper presents the main phases 

of knowledge acquisition process on the development of fully automated healthy meal planner for diaptic-type-2.  

Key-Words: expert systems - semantic network, diabetic diet, type 2 diabetes, rule-base.     

 

1 Introduction 

    Diabetes is one of the major risky diseases for health 

care in our lives. If people were aware of the factors of 

diabetes and know how much risks they are of getting 

diabetes, diabetes may be prevented early [1]. Type 2 

diabetes is a disease resulting from a relative, rather than 

an absolute, insulin deficiency with an underlying 

insulin resistance. Type 2 diabetes is associated with 

obesity, age, and physical inactivity [2, 3]. It is more 

common as compare to type-1 diabetes, usually 90 to 

95%. It is diagnosed in both adults and young people. In 

this type pancreas does not produce enough insulin to 

control keeping blood sugar level within normal ranges. 

Actually it is serious type of diabetes where mostly 

people are not aware they are suffering from it. Three 

major causes of diabetes type 2 are lifelong bad diet, 

inactive or sedentary lifestyle, and overweight [4].  

   On the other hand the research in developing 

intelligence knowledge base systems in diabetic domain 

is important for both health industry and diabetes 

patients .Expert system is a computer program that 

provides expert advice as if a real person had been 

consulted where this advice can be decisions, 

recommendations or solutions. A few numbers of expert 

systems are utilized in diabetic health research where 

each of these systems attempts solving part or whole of a 

significant problem to reduce the essential need for 

human experts and facilitates the effort of new graduates 

[5]. 

 

   The paper is organized as follows. Section 2 presents 

major risk factors Diabetic Diet and Diabetic Food 

Pyramid. Section 3 describes the related work, and in 

section 4 present the knowledge acquisition and 

representation process. Conclusion is given in the last 

section. 

 

2   Diabetic Diet and Food groups 

2.1 Diabetic Diet  

   Diabetic Diet for diabetics is simply a balanced 

healthy diet which is vital for diabetic treatment.  The 

regulation of blood sugar in the non-diabetic is 

automatic, adjusting to whatever foods are eaten. But, 

for the diabetic, extra caution is needed to balance 

food intake with exercise, insulin injections and any 

other glucose altering activity. This helps diabetic 

patient to maintain the desirable weight and control 

their glucose level in their blood. It also helps to 

prevent diabetes patient from heart and blood vessel 

related diseases [6].  

Research shows that regardless of the makeup of the 

diet, eating just enough calories to maintain an ideal 

weight is the most effective dietary strategy to prevent 

the onset of diabetic. Recommendations of diabetic 

diet differ for person to person, based on their 

nutritional needs, lifestyle, and the action and timing 

of medications. [7] 

In Type 2 diabetic, the concern may be more oriented 

to weight loss in order to improve the body's ability to 

utilize the insulin it does produce. Thus, learning 

about the basic of food nutrition will be able to help in 
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adjusting diet to suite the particular condition. 

Recommended daily food portion contains 

carbohydrates, protein   and fat. A Registered Dietitian 

assesses the nutritional needs of a person with diabetes 

and calculates the amounts of carbohydrate, fat, 

protein, and total calories needed per day. He will then 

convert this information into a recommended list of 

food for daily diet [7]. See table 1. 

Table 1: Recommended daily food portion 

 

Nutrition daily calories 

Carbohydrates (50..55)% 

Protein (15..20)% 

Fat not more than 30% 

 

2.2 Diabetic Food Pyramid 

 

 
                                 Figure 1: Food Pyramid 

 

The Diabetes Food Guide Pyramid is a tool that shows 

how much you should eat each day from each food 

group for a healthy diet. The Diabetes Food Guide 

Pyramid is the best food guide for people with diabetes. 

The Diabetes Food Guide Pyramid places starchy 

vegetables such as peas, corn, potatoes, sweet potatoes, 

winter squash, and beans at the bottom of the pyramid, 

with grains. These foods are similar in carbohydrate 

content to grains. Cheese is in the Meat and others group 

instead of the Milk group because cheese has little 

carbohydrate content and is similar in protein and fat 

content to meat. [8].  

Choosing foods from the Diabetes Food Guide Pyramid 

can help you get the nutrients you need while keeping 

your blood glucose under control [8]. 

Foods that are high in carbohydrates increase blood 

glucose levels and are in the Grains, Beans, and Starchy 

Vegetables group, the Fruits group, and the Milk group. 

Other foods that raise blood glucose are Sweets, found 

in the top of the Pyramid. Starchy foods, sweet foods, 

fruits and milk are high in carbohydrate. Foods lows in 

carbohydrates are found in the Vegetables group, Meat 

and Others group and Fats.  Diabetes patient should eat 

6 to 11 servings Grains, 2 to 5 servings Group 

Vegetable, 2 to 4 servings Group Fruit, 2 to3 servings 

Group Milk, 2 to 3 servings group protein, Group sugars 

and oils should rarely be eaten [8].  

2.3 Food groups 

Food groups are exchange lists of foods that contain 

roughly the same mix of carbohydrates, protein, fat, 

and calories, serving sizes are defined so that each will 

have the same amount of carbohydrate, fat, and 

protein as any other. Foods can be "exchanged" with 

others in a category while still meeting the desired 

overall nutrition requirements. Food groups can be 

applied to almost any eating situation and make it 

easier to follow a prescribed diet. There are six food 

groups [9]: 

 

1. Vegetables  

2. Starches and Breads  

3. Fruits  

4. Milk  

5. Fat  

6. Meats and Meat Substitutes  

 

The food groups are based on principles of good 

nutrition that apply to everyone. The reason for 

dividing food into six different groups is that foods 

vary in their carbohydrate, protein, fat, and calorie 

content. Each group contains foods that are alike; each 

food choice on a group contains about the same 

amount of carbohydrate, protein, fat, and calories as 

the other choices on that group [10].  

3 Related work 

 

M. Beulah et. al (2007) [11] introduced the ability to 

access diabetic expert system from any part of the world. 

They collect, organize, and distribute relevant 

knowledge and service information to the individuals. 
The project was designed and programmed via the dot 

net framework. The system allows the availability to 

detect and give early diagnosis of three types of diabetes 

namely type 1, 2, gestational diabetes for both adult and 

children. 

 

W.Szajnar and G.Setlak(2011)[12] proposed a concept 

of building an intelligence system of support diabetes 

diagnostics, where they implemented start-of-art method 

based on artificial intelligence for constructing a tool to 

model and analyze knowledge acquired from various 

sources. The initial target of their system was to function 

as a medical expert diagnosing diabetes and replacing 

the doctor in the first phase of illness. Diagnostics the 

sequence of dealing with their system were as flow: (1) 

getting patient information and symptoms (2) competing 

basic medical examination in details (3) based on 
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previous information the system find out whether the 

patient has diabetes and decides whether it is type1 or 

type2. The systems used decision tree as a model for 

classification. 

 

S. Kumar and B. Bhimrao (2012) [13] developed a 

natural therapy system for healing diabetic, they aim to 

help people's health and wellness, which don't cost the 

earth. Their main goal was to integrate all the natural 

treatment information of diabetes in one place using 

ESTA (Expert System Shell for Text Animation) as 

knowledge based system. ESTA has all facilities to write 

the rules that will make up a knowledge base. Further, 

ESTA has an inference engine which can use the rules in 

the knowledge base to determine which advice is to be 

given to the user. Their system begins with Consultation 

asking the users to select the disease (Diabetes) for 

which they want different type of natural treatment 

solution then describes the diabetes diseases and their 

symptoms. After that describes the Natural Care (Herbal 

/Proper Nutrition) treatment solution of diabetes disease. 

 
Bayu Adhi Tama, Rodiyatul F. S. And Hermansyah [14] 

proposed and boosted algorithm acquires information 

from historical data of patient’s medical records of 

Mohammad Hoesin public hospital in Southern 

Sumatera. Rules are extracted from Decision tree to 

offer decision-making support through early detection of 

Type-2 diabetes mellitus for clinicians, table 2. 

                              

                           Table 2: Expert systems for diabetes 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

4. Knowledge acquisition and representation 

4.1 Knowledge acquisition 

 

Knowledge acquisition is a very important phase in 

developing expert systems [4]. Our knowledge has been  

gained by consultation of nutritionist. Actually, 

knowledge acquisition required time of three months  

 

 

form major Ibtehal and Nasik nutritionist of diabetes in 

the military hospital in Khartoum, in addition to some 

related books and internet medical web sites. In addition 

we determine the amount of each item in the food 

groups in table 3. 

              

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

Authors System purpose 
ML 

technique 

User interface 

Application 

 

S.Kumar & B. 

Bhimrao 2012[13] 

Integrate all the natural treatment 

information of diabetes in one place 
rule based 

Interactive 

Pc 

W.Szajnar & 

Setlak  2011[12] 

Model and analyze knowledge acquired 

from various sources 
decision tree 

Interactive 

Pc 

Bayu.A.T  et.al 

2011[14 ] 

 

Bayu.A.T  et.al 2011[14 ] 

An Early Detection Method of Type-2 

Diabetes Mellitus in Public Hospital 

decision tree Request /Response 

Pc 

P. M. Beulah et.al 

2007[11] 
Detect and give early diagnosis of three 

types of diabetes for both adult and 

children 

Rule based 
Request /Response 

Pc 
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                   Table 3: Standards of items 

 

 

                    Kissra, Gorasa: kind of bread   

4.2 Knowledge representation 

 

Knowledge representation allows one to specify and 

emulate systems of a growing complexity. Knowledge 

representation schemes indeed have known an important 

evolution, from basic schemes supporting a rather 

heuristic approach, to advanced schemes involving  

a deeper consideration of the various dependencies  

between knowledge elements [15]. The main Types of 

diabetes are Type1, Type2 and Gestational [16].figure 3 

describes Knowledge representation of the diabetic 

serving. 

 
 

 

Figure 3: knowledge representation  

  

Proteins Sugar Fat & Milk 

Amount Name Amount Name Amount Name 

1/4 piece(250 gram) Chicken   Spoon(20 gram) Sugar Spoon(20 gram) Oil 

1 piece Egg Spoon(20 gram) Jam   Spoon(20 gram) Shortening  

125 gram Fish 1 piece Cake   Spoon(20 gram) Synths 

100 gram Meat Spoon(20 gram) Tahnia   1 cup Milk   

4 pieces(40 gram) Tamiea 1 piece Sweet 100 gram Yogurt   

100 gram Bean 75 ml S_drinks 50 gram Cheese 

100 gram Lentils Small piece Basta _ _ 

100 gram Fual _ _ _ _ 

Starch Vegetables Fruits 

Amount Name Amount name Amount Name 
1 cup Custer  Free Salad Small piece(100 gram) Banana 

2 pieces(100 gram) Kissra   100 gram Molokhia Small piece(100 gram) Orange 

1/2 piece (100) Gorasa 100 gram Eggplant Small piece(100 gram) Mango 

1 piece (120 gram) Bread 100 gram Dried 
Okra   

3 pieces(24 gram) Dates 

1 cup Rice 200 gram Potatoes 
  

10 pieces (120 gram) Grapes   

1 cup Pasta 200 gram Regala 2 slice(120) W_melon  

Big  piece Potato  100 gram Taglia Small piece(100 gram) Apple 

1 cup Noodles 200 gram Roub Small piece(100 gram) Guava 
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4.3 Food groups servings  

Some diseases increase the risk of diabetic disease and  

affect the number of serving in the food groups , the 

major diseases we get from our Knowledge acquisition 

are  Anorexia, Surgery , Blood pressure, Typhoid, Bitter, 

Liver problems, Heart disease and Gout  . Other factors 

affect the serving are the patient activity, and weight see 

fig 4. The figure shows the relation of food groups and 

serving allowed for each group for the diabetic patient. 

 

Figure 4:  Semantic network for food groups servings 

4.4 knowledge management   

The following is the algorithm to specify the numbers of 

serving to each patient according to fig 4. 

1. Determine whether the patient is slim or moderate or 

obese. 

2. Determine whether the patient activity is high or 

moderate or little. 

3. Determine whether the patient infected with 

(Anorexia, Surgery, Blood pressure, Typhoid, Bitter, 

Liver problems, Heart disease, Gout)  

4. Calculate number of servings as follows: 

  

Vegetable- servings =3 

If (anorexia=1) or (surgery=1) or (age>65) then fruit- 

servings =4 else fruit- servings =2 

If activity="normal" then crabs-servings=6 

Else if activity="high" then crabs-servings=8  

If the patient underweight then crabs-servings=10  

If ((gout =1) or (Heart disease=1) or (Bitter=1) or (liver 

problems=1) or (Blood pressure=1) or (Typhoid=1)) 

then protein-servings=2 else protein-servings=3  

If ((gout =1) or (Heart disease=1) or (Bitter=1) or (liver 

problems=1) or (Blood pressure=1) or (Typhoid=1)) 

then milk-servings=2 else milk-servings=3 

 

5 Conclusions 

 

Type-2 diabetes is the most common form of diabetes. 

This paper presents the first phase of developing an 

efficient expert system for diabetic Type-2 diet. The 

structure of the system contains three steps. First 

calculate total needs of calories, second determines the 

amount calories of the items and finally determines the 

proper diet. 

Self-monitor for patient of type 2 diabetes is possible by 

getting proper amount of daily proper diet satisfy the 

amount of calories. The servings of meals calculate 

according to Body Mass Index (MBI) and the type of 

activity for the patient and the additional patient 

diseases. The food groups contain the same amount of 

carbohydrate, protein, fat, and calories Sudanese food 
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groups contains different  meals  so you don’t have to 

eat the same foods all the time. 

After collecting knowledge and perform the 

necessary analysis semantic network and food serving 

representation, Currently  we are  working on 

developing mobile-based expert system in Arabic 

language interface for diabetes diet that intended to be 

used in Sudan and Arab countries . 
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Abstract—Artificial bee colony algorithm(ABC) is proposed as a new nature-inspired algorithm which has been successfully utilized to 

tackle numerous class of optimization problems belongs to the category of swarm intelligence optimization algorithms.  The major focus 

of this paper is to show that ABC could be used to generate good solutions when adapted to tackle the nurse rostering problem (NRP). 

In the proposed ABC for the NRP, the solution methods is divided into two phases. The first uses a heuristic ordering strategy to 

generate feasible solutions while the second phase employs the usage of ABC algorithm in which its operators are utilized to enhance the 

feasible solutions to their optimality. The proposed algorithm is tested on a set of 69 problem instances of the dataset introduced by the 

First International Nurse Rostering Competition 2010 (INRC2010). The results produced by the proposed algorithm are very promising 

when compared with some existing techniques that worked on the same dataset. Further investigation is still necessary for further 

improvement of the proposed algorithm.  

 

Keywords—Nurse Rostering; Artificial Bee Colony Algorithm; Swarm Intelligence Method; Nature-inspired algorithm  

I. INTRODUCTION 

 The nurse rostering problem (NRP) is among the 

timetabling problem that is widely investigated by the 

researchers in the domain of operations research and 

artificial intelligence. The NRP as a NP-hard problem is 

described as an assignment of a set of qualified nurses to a 

different set of shifts over a predetermined scheduling 

period, subject to a set of hard and soft constraints. The hard 

constraints is the type that must be fulfilled for the roster to 

be feasible whereas the violations of soft constraints in the 

NRP are allowed but should be minimized as much as 

possible. It is noteworthy that the quality of the roster is 

determined by the satisfaction of the soft constraints in a 

feasible roster. The basic objective of NRP is to generate a 

feasible roster of high quality. However, studies in NRP 

domain have shown that it is almost impossible to find a 

roster that satisfies all constraints, since the NRP is 

classified as a combinatorial optimization problem [1] [2]. 

Due to the combinatorial and highly constrained nature of 

NRP, providing good quality roster is a very difficult and 

challenging task [3]. Naturally, investigations of numerous 

techniques for tackling NRP in the timetabling domain have 

increased over the past five decades. Some earliest 

techniques utilized  for the NRP include integer 

programming [4], [5], goal programming [6], case-based 

reasoning [7], [8] and constraint Programming [9], [10]. In 

the recent time, some of the metaheuristic techniques that 

have also been employed for the NRP are local search-based 

approaches, which include tabu search [11], [12], simulated 

annealing [13], variable neighbourhood structures (VNS) 

[14], [15]. Others are population-based approaches like ant 

colony optimization [16], genetic algorithm (GA) [17], [18], 

harmony search algorithm (HSA) [19], [20], particle swarm 

optimization [21]. Similarly, hyperheuristic and hybrid 

metaheuristic approaches have also been utilized [22]. The 

comprehensive review of the methodologies utilized in 

tackling NRP can be found in [23], [24], [25].   

 This paper tackles the NRP dataset proposed by the 

First International Nurse Rostering Competition 

(INRC2010), which is organized by the CODeS research 

group at Katholieke Universiteit Leuven in Belgium, 

SINTEF Group in Norway and the University of Udine in 

Italy. The dataset of the INRC2010 is classified into three 

tracks: sprint, medium, and long datasets, which are varied 

in size and complexity. Each track is grouped into four 

categories in accordance with their publication time at the 

competition: early, late, hidden, and hint. Few techniques 

proposed to solve the INRC2010 dataset during and after the 

competition are review as follows.  

 Valouxis et al. in [26] applied Integer Programming 

(IP) to tackle the NRP using INRC2010 dataset in which 

their solution method consists of two stages: the first stage 

consists of assigning different nurses to working days 

whereas the second stage involves scheduling of the nurses 

assigned to working days to certain shifts. The authors 

employed the use of three additional neighborhood 

structures in the first phase which are: (i) rescheduling one 

day in the roster for another time, (ii) rescheduling two days 

in the roster for another time, and (iii) reshuffling the shifts 

among nurses, for the medium and long track of the dataset. 
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The method ranked first in all three tacks of the dataset. The 

presentation of two methods to solve the INRC2010 dataset 

is presented in [27]. The authors in their work utilized the 

ejection chain-based method for the sprint track dataset 

while the branch and price method is employed for medium 

and long tracks of the INRC2010 dataset. The branch and 

price method achieved second rank for the medium and long 

tracks while the ejection method came fourth in sprint track 

of the dataset. The modeling of INCR2010 dataset as 

Constraint Optimization Problem (COP)  is given in [28]. 

The author utilized the ”COP solver” based on tabu search 

to further enhanced the results and the technique rated 

second, third, fourth in sprint, medium and long tracks of 

INRC2010, respectively. 

 Application of adaptive local search based on tabu 

search to tackle INRC2010 dataset is presented in [29] in 

which the solution method is also divided into two stages. 

The first phase involves the use of a random heuristic 

method to generates a feasible roster while the utilization of 

two neighborhood structures (i.e., move and swap) were 

employed to improve the solution at the second stage. It is 

worthy to mention that the method maintained the previous 

rosters in an elite pool. If the quality of the roster could not 

be improved within a given number of iterations with the 

aid of local search procedure, then one of the elite rosters is 

randomly chosen to restarts the second stage. The method 

achieved third and fourth position in the sprint and medium 

tracks respectively. The hybridization of a hyper-heuristic 

with a greedy shuffle move to solve INRC2010 dataset is 

presented by Bilgin et al. [30]. At initial stage, simulated 

annealing hyper-heuristic was employed to generate a 

feasible roster, where the satisfaction of soft constraints is 

achieved as much as possible. The greedy shuffle was used 

for further improvement of the roster. The hybrid hyper-

heuristic method came third in long track, and fifth in sprint 

and medium tracks of the INRC2010 dataset. The 

introduction of a heuristic method for solving the 

INRC2010 dataset is considered in [31]. The heuristic 

method was employed in the construction of a feasible 

roster as well as trying to achieved the satisfaction of five 

pre-defined soft constraints. The authors utilized three local 

search procedures to further enhanced the roster. The 

method achieved the fifth position in long track. Adaptation 

of harmony search algorithm (HSA) was proposed for NRP 

using INRC2010 dataset in [19] where the results  achieved 

on small instances of the dataset shows that method is very 

promising. The HSA was later modified in another 

development with inclusion of specific local search 

procedures in the pitch adjustment operator to minimized 

the violations of the soft constraints in [19]. The 

performance of modified HSA is further enhanced with the 

hybridization of greedy shuffle local search procedure 

which was utilized to enhance the new solution locally at 

each iteration [33]. Other HSA related works that have been 

employed to tackle NRP can be found in [20], [34], [35]. It 

is worth noting that research in the domain of NRP is still 

active, since exact solution has as yet been found for the 

INRC2010 dataset which necessitated further investigations 

using other algorithmic techniques. The main purpose of 

this study is investigated whether the use of the Artificial 

Bee Colony Algorithm (ABC) could be utilized to improve 

the state-of-the-art results for the INRC2010 dataset. 

 

II. NURSE ROSTERING PROBLEM 

 

The Nurse Rostering Problem (NRP) could be solved by 

assigning a set of nurses with different skills and work 

contracts to a set of shift types over a given scheduling 

period. The solution (or roster) to NRP is subject to hard 

and soft constraints. The hard constraints in NRP must be 

fulfilled in the roster (i.e. H1 and H2 as shown in Table I). 

The fulfillment of soft constraints (i.e. S1- S10 see Table I) is 

desirable, and determines the quality of the roster. The basic 

objective is to find a roster that satisfies all hard constraints 

while minimizing soft constraints' violations. Table I shows 

the hard and soft constraints of INRC2010 datasets. 

 

TABLE I 

INRC2010 HARD AND SOFT CONSTRAINTS. 

Hard Constraints 

H1 All demanded shifts must be assigned to a 

nurse. 

H2 A nurse can only work one shift per day, i.e., no 

two shifts can be assigned to the same nurse on 

a day. 

Soft Constraints 

S1 Maximum and minimum number of 

assignments for each nurse during the 

scheduling period. 

S2 Maximum and minimum number of consecutive 

working days. 

S3 Maximum and minimum number of consecutive 

free days. 

S4 Assign complete weekends. 

S5 Assign identical complete weekends. 

S6 Two free days after a night shift. 

S7 Requested day-on/off. 

S8 Requested shift-on/off. 

S9 Alternative skill. 

S10 Unwanted patterns. (Where a pattern is a set of 

legal shifts defined in terms of work to be done 

during the shifts; Wren, 1996.) 

 

 Mathematically, the hard constraints for the INRC2010 

dataset can be formulated as follows: 

 H1: All demanded shifts must be assigned to a nurse 

(see Eq. 1). 





N

i

jki dx
1

.
     (1)

 

 H2: A nurse can only work one shift per day (see Eq. 2). 





N

i

ix
1

.1
      (2) 
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 Note that 
ix is the allocation in the nurse roster (i.e 

solution)  (x) assigned with a three elements (nurse u, day v, 

shift r). 
jkd is the number of nurses required for day (j) at 

shift (k), where v = j, r = k, and N represents the maximum 

length of allocations for nurse roster (x) as calculated in Eq. 

(3) 
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 where W represents the total number of weeks in a 

scheduling period, T represents the total number of shifts. 

 The nurse solution (i.e. roster) is evaluated using an 

objective cost in Eq. (4), which sums up the penalty of soft 

constraint violations in a feasible roster. 
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It is noteworthy that s is the index of the soft constraint 

),S,......,S( 101
 

sc is the penalty weight for the violation of 

the soft constraint s, while )x(gs
represent the total number 

of violations in x for the soft constraint s, x is a roster 

solution which represented as a vector shown in Fig 1 

 

Fig. 1, Roster x representation 

 

x1 x2 x3 .... xN-1 xN 

Nurse 2 

Day 5 

Shift L 

Nurse 5 

Day 10 

Shift E 

Nurse 1 

Day 9 

Shift N 

.... 

.... 

.... 

Nurse 11 

Day 1 

Shift D 

Nurse 3 

Day 19 

Shift D 

 

III. ARTIFICIAL BEE COLONY ALGORITHM 

 

 Artificial Bee Colony Algorithm (ABC) is a 

nature-inspired stochastic algorithm developed in 2005 by 

Karaboga in [36] for solving numerical problems. The ABC 

algorithm as a population-based search method is motivated 

by intelligent foraging behaviour of honey bee in their hives 

based on the model proposed in [37]. In ABC, the colony 

comprising three classes of bees: employed, onlooker, and 

scout bees. The colony is divided into two where the first 

half is occupies by the employed bees, while the second half 

consists of the onlookers bees. Each employed bee is 

associated with a solution (i.e., food source). In other words, 

the number of employed bees is equal to the number of food 

sources. The employed bee whose food source is abandoned 

by the onlooker automatically turns to a scout. The onlooker 

bees are those bees that hang around the hive to understudy 

the dance behavior of the employed bees in order to choose 

the desired solution. The scouts are ones that are randomly 

exploring the solution search space for new food sources. 

Normally, the number of food sources in ABC algorithm  is 

equal to the number of solutions in the population. 

Furthermore, the position of a food source signifies the 

possible solution for the optimization problem. The nectar 

amount of a solution (i.e., food source) represents the 

quality of the food source by that solution [36]. 

 

ABC algorithm has been applied and hybridized 

successfully for tackling real-world problems especially 

numerous formulations of the timetabling problems [38], 

[39]. A comprehensive review for ABC algorithm 

applications on several combinatorial optimization problems 

can be found in [40], [41]. 

 

A.  Artificial Bee Colony for NRP 

 

 In this section, the concepts of Artificial Bee Colony 

Algorithm (ABC) as adapted for the NRP is discussed. The 

adapted ABC algorithm involves changing its continuous 

nature with integration of different neighourbood structures 

in order to cope with the solution search space of NRP.  

 The nurse roster (i.e. solution) is represented as a vector 

of allocations  ),,,( Nxxxx 21
  

where each allocation 

contains three values  (nurse, day, shift).   For instance, let  

x = (1, 1, 1); (1, 2, 3),..., (5, 5, 4) be a feasible nurse roster.   

The roster is interpreted by ABC algorithm as follows: the 

allocation  x1 = (1, 1, 1) means nurse n1 is assigned to shift 

s1 at day d1. The second allocation x2 = (0, 1, 2) means to 

nurse n0 assigned to shift s2 at day d1, and so on. Note that 

representation of this roster is adopted in [20]. The 

description of six main procedural steps of ABC as 

algorithm adapted for tackling NRP are given as follows: 

 

1) Initialization of ABC and INRC2010 parameters: This 

step involves initialization of the three control parameters of 

adapted ABC that are needed for tackling the NRP: solution 

number (SN) which is the number of food sources in the 

population and similar to the population size in GA; 

maximum cycle number (MCN) which represents the 

maximum number of iterations; and limit that is responsible 

for the abandonment of solution, if there is no improvement 

for certain number of iterations and basically use in 

diversifying the search. Similarly, the NRP parameters that 

are drawn from the INRC2010 dataset are also initialized. 

They are the set of nurses, the set of skill categories, the set 

of shift types, the scheduling period, the set of work 

contracts, matrix of weekly nurse demand, matrices of 

nurses preferences, and eventually the set of unwanted 

patterns. The job specification which includes: total number 

of shifts, minimum number of shifts, maximum number of 

consecutive working days, minimum number of consecutive 

working days, maximum number of consecutive free days, 

minimum number of consecutive free days, and maximum 

working weekend in four weeks. 

 

2) Initialization of the Food Source Memory: The food 

source memory (FSM) is a memory allocation that consists 
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of sets of feasible food source (i.e. rosters) which is 

determined by SN as shown in Eq. 5 In this step, the feasible 

rosters are generated using the heuristic ordering approach 

and stored in ascending order in FSM according to the 

objective cost values that is f(x1), f(x2),...,f(xSN). The 

function of heuristic ordering is to sorts the daily shifts in 

ascending order based on the level of difficulty. It 

noteworthy that the lowest weekly nurses demand is the 

most difficulty and thus, the required nurses of the ordered 

shifts will be scheduled starting with the most difficult and 

ending with less difficult one. 

 

 

FSM =  
1 1 1 1

2 2 2 2

(1) (2) ( ) ( )

(1) (2) ( ) ( )

(1) (2) ( ) ( )SN SN SN SN

x x x N f

x x x N f

x x x N f

   
   
   
   
   
   

x

x

x

      (5) 

 
3) Send the Employed Bee to the Food Sources: in this step, 

the employed bee operator selects feasible nurse rosters 

sequentially from the FSM and exploits each roster using 

the neighbourhood structures to produce a new set of 

neighbouring solutions. The neighbourhood structures 

utilized by employed bee are: 

 Move Neighbourhood Structure (MNS): The nurse of 

chosen allocation xj is replaced with another nurse  

selected randomly to solve the violations of the soft 

constraint. 

 Swap Neighbourhood Structure (SNS): The shift of 

selected allocation xj is swapped with another shift on 

the same day for another selected allocation xk. 

 Swap Unwanted Pattern (SUP): This exchange a  

group of shifts among two nurses in which the chosen 

allocation xj is replaced with another group of shifts on 

the same day for another chosen allocation xk. 

 Token Ring Move (TRM). The nurse of chosen 

allocation xj is replaced by another nurse selected 

randomly, if the soft constraint S7 is violated. 

Furthermore, the shift of a selected allocation xj will be 

exchanged with another shift on which another nurse is 

working on the same day, for another selected 

allocation xk to solve the violation of the soft constraint 

S8. 

 

 The fitness of each new roster is calculated. If it is 

better than that of candidate roster (i.e. food source), then it 

replaces the parent roster in FSM. This process is 

implemented for all solutions. The detailed of this process is 

given in Algorithm (1). 

 

4) Send the Onlooker Bees to the Food Sources: Subsequent 

to the completion of employed bees exploitation process, the 

employed bees share the information of exploited food 

source (i.e. roster) with onlooker bees. The onlooker bees 

decide to follow certain employed bees and exploit their 

corresponding food sources randomly using the set of 

neighbourhood structures discussed above based on 

proportional selection probability as shown in Eq. (6) 
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j SN

k

k

f
p

f






x

x

 

 
        Algorithm 1: Employed Bee Phase 
 

Note that the 
1

SN

i

i

p


 is unity 

Thus, the roster with higher selection probability may be 

selected and adjusted to its neighbourhood using the same 

strategy as the employed bee. The fitness of the new roster 

is calculated and if it is better, then it replaces the current 

one. 

 

5) Send the Scout to Search for Possible New Food Sources: 

Owing to continuous exploitation, some food sources may 

finally be exhausted in which they might be abandoned by 

its corresponding employed bee. Thus, the associated 

employed bee turns to a scout bee, and explores the solution 

search space randomly for a possible new food source to 

replace the abandoned one. Memorize the fitness of the best 

food source found so far in FSM. 

 

6) Stopping condition: Repeat steps 3-5 until a stop 

condition is achieved, which is originally determined by 

MCN. 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

 

 In this section, the proposed adapted ABC for NRP is 

coded in Microsoft Visual C++ 6.0 on Windows 7 platform 
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on Intel 2.00 GHz Core 2.66 Quad processor with 2 GB of 

RAM. A dataset introduced by INRC2010 for nurse 

rostering is employed to evaluates the performance of the 

proposed ABC for NRP. The dataset is grouped into three 

tracks: sprint, medium, and long problem instances based on 

complexity and size. Each track of the competition is 

categorized into four types according to the publication time 

with reference to the competition: early, late, hidden, and 

hint. The sprint track comes with 33 problem instances that 

are classified into 10: early, 10: late, 10: hidden,3: hint. 

They are the easiest, which comprises 10 nurses with one 

skill category and 3 to 4 different contract types, and the 

daily shifts are 4 for 28 days scheduling period. 

 In addition, the medium track contains 18 problem 

instances, which are grouped into 5: early, 5: late, 5: hidden, 

3: hint. They are more complicated than the sprint track 

problem instances, which includes 30-31 nurses with 1 or 2 

skills and 4 or 5 different contracts. The daily shifts are 4 or 

5 shifts over 28 days scheduling period. Lastly, the long 

track includes 18 datasets, which are classified into 5: early, 

5: late, 5: hidden, 3: hint. They are being referred to as 

hardest, which contains 49-50 nurses with 2 skills and 3 or 4 

different contracts. The daily shifts are 5 shifts for 28 days 

scheduling period.  

 The parameters settings of the proposed adapted ABC 

are selected based on our preliminary experiments over 

NRP, where solution number (SN) is fixed at 10 while limit 

and MCN are set 100 and 10000 respectively. Table II 

shows the experimental results produced by the proposed 

technique for 69 problem instances of the INRC2010 

datasets. The numbers in Table II refer to the penalty cost 

for the violations of the soft constraints (lowest is the best), 

which is computed based on the objective cost as shown in 

Eq. (4). Similarly, as shown in Table II, the best results 

obtained by the adapted ABC on 69 instances of INRC2010 

are compared with those achieved by the six state-of-the-

arts methods, which are listed as follows: 

 T1  Global Best Harmony Search Algorithm 

(Awadallah et al. [20] 

 T2 Adaptive tabu search with restart strategy (Lu 

and Hao [29]) 

 T3 Integer programming with set of neighbourhood 

structures (Valouxis et al. [26]) 

 T4 Variable Depth Search Algorithm and Branch 

and Price Algorithm (Burke and Curtois [27]) 

 T5 Hyper-heuristic combined with a greedy shuffle 

approach (Bilgin et al. [30]) 

 T6 Constraint Optimization Solver (Nonobe [28]) 

 

 Basically, the proposed adapted ABC produced are very 

competitive results in comparison with those achieved by 

the six existing methods in all 69 problem instances of 

INRC2010 dataset. This is initial research of adapting ABC 

algorithm to the INCR2010 dataset. However, it is observed 

during run of experiment that the proposed methods suffers 

stagnation in local optima as well as encountering premature 

convergence. These shortcomings shall be addressed in our 

next research. 

 

V. CONCLUSION 

 

 In this paper, an adaption of Artificial Bee Colony 

Algorithm is presented for tackling the NRP. As the results 

have shown in Table II, the adapted algorithm is capable of 

solving nurse rostering problem. Although the results 

produced by the algorithm in this study are compared with  
TABLE II 

EXPERIMENTAL RESULTS OF ADAPTED ABC AND SOME 

COMPARATIVE TECHNIQUES THAT WORKED ON INRC2010 

DATASET 

 

 Adapted ABC T1 T2 T3 T4 T5 T6 

 Best Mean Std. Best Best Best Best Best Best 

Sprint_early01 62 63.9 1.9 58 56 56 56 57 56 

Sprint_early02 64 65.3 1.1 60 58 58 58 59 58 

Sprint_early03 58 61.6 3.9 53 51 51 51 51 51 

Sprint_early04 66 67.9 1.8 62 59 59 59 60 59 

Sprint_early05 63 63.6 0.5 59 58 58 58 58 58 

Sprint_early06 58 59.7 2.0 56 54 54 54 54 54 

Sprint_early07 61 62 0.8 58 56 56 56 56 56 

Sprint_early08 58 62 3.7 57 56 56 56 56 56 

Sprint_early09 58 60.4 2.2 57 55 55 55 55 55 

Sprint_early10 57 59.7 2.2 53 52 52 52 52 52 

                    

Sprint_hidden01 44 46.2 1.3 41 32 33 - - - 

Sprint_hidden02 38 42.8 5.0 35 32 32 - - - 

Sprint_hidden03 71 74 3.1 70 62 62 - - - 

Sprint_hidden04 76 77.6 1.8 79 66 67 - - - 

Sprint_hidden05 65 68.4 3.0 62 59 59 - - - 

Sprint_hidden06 161 182.6 15.8 202 130 134 - - - 

Sprint_hidden07 178 193 18.1 196 153 153 - - - 

Sprint_hidden08 245 252.3 7.5 266 204 209 - - - 

Sprint_hidden09 371 379.6 9.3 273 338 338 - - - 

Sprint_hidden10 327 344.7 19.1 346 306 306 - - - 

                    

Sprint_late01 49 51.9 3.2 45 37 37 37 40 37 

Sprint_late02 52 53.5 1.6 49 42 42 42 44 42 

Sprint_late03 56 58.5 3.0 55 48 48 48 50 48 

Sprint_late04 89 100.5 6.6 104 73 75 75 81 76 

Sprint_late05 53 53.8 1.0 51 44 44 44 45 45 

Sprint_late06 47 48.1 1.5 43 42 42 42 42 42 

Sprint_late07 52 57.8 5.5 60 42 42 42 46 43 

Sprint_late08 17 23.8 8.3 17 17 17 17 17 17 

Sprint_late09 17 26.2 5.4 17 17 17 17 17 17 

Sprint_late10 56 57.5 1.6 54 43 43 43 46 44 

                    

Sprint_hint01 85 93.5 6.6 101 - - - 78 - 

Sprint_hint02 57 59.9 2.6 59 - - - 47 - 

Sprint_hint03 74 77.6 7.1 77 - - - 57 - 

                    

Medium_early01 260 266.9 5.3 270 240 240 244 242 241 

Medium_early02 261 267 4.8 275 240 240 241 241 240 

Medium_early03 259 267.4 6.2 265 236 236 238 238 236 

Medium_early04 257 264.7 8.6 263 237 237 240 238 238 

Medium_early05 329 333.6 6.5 334 303 303 308 304 304 

                    

Medium_hidden01 188 200.7 7.7 253 117 130 - - - 

Medium_hidden02 284 298.1 10.9 361 220 221 - - - 

Medium_hidden03 64 68 3.3 93 35 36 - - - 

Medium_hidden04 100 105.4 4.1 135 79 81 - - - 

Medium_hidden05 201 211.1 11.6 275 119 122 - - - 

                    

Medium_late01 206 223.4 11.6 254 164 158 187 163 176 

Medium_late02 52 54.3 2.9 72 20 18 22 21 19 

Medium_late03 70 72.6 2.1 75 30 29 46 32 30 

Medium_late04 65 70.8 4.3 79 36 35 49 38 37 

Medium_late05 178 192 11.9 238 117 107 161 122 125 

                    

Medium_hint01 69 77.2 7.9 89 - - - 40 - 

Medium_hint02 141 151.3 10.8 194 - - - 91 - 

Medium_hint03 187 225.6 42.5 242 - - - 144 - 

                   

Long_early01 242 247.2 3.8 256 197 197 198 197 197 

Long_early02 277 284.1 5.2 299 222 219 223 220 219 

Long_early03 269 277.4 5.0 286 240 240 242 240 240 

Long_early04 337 346.6 8.3 356 303 303 305 303 303 

Long_early05 327 332.1 5.3 337 284 284 286 284 284 

                    

Long_hidden01 445 457 11.2 747 346 363 - - - 
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Long_hidden02 130 132.4 2.1 225 89 90 - - - 

Long_hidden03 59 62.4 3.5 121 38 38 - - - 

Long_hidden04 47 50.9 2.8 134 22 22 - - - 

Long_hidden05 76 81.5 4.0 146 45 41 - - - 

                    

Long_late01 288 296.9 6.5 601 237 235 286 241 235 

Long_late02 293 311.5 30.7 596 229 229 290 245 229 

Long_late03 306 311.1 5.8 585 222 220 290 233 220 

Long_late04 303 313.7 9.6 621 227 221 280 246 221 

Long_late05 141 151.5 9.6 393 83 83 110 87 83 

                    

Long_hint01 52 56.1 2.4 134 - - - 33 - 

Long_hint02 39 44.7 8.8 102 - - - 17 - 

Long_hint03 116 122.6 7.4 375 - - - 55 - 

 

those produced by other state-of-the-arts techniques, which 

show the techniques is very competitive. In addition, the 

proposed algorithm produced comparable results on NRP, 

further improvement could still be made in the area of 

exploitation in order to enhance its performance while 

tackling the NRP. Therefore, our future work will focus on 

the enhancement of this technique in the following areas: 

 To improve the adapted ABC by introducing more 

powerful and more structure local search mechanisms 

to handle specific soft constraints violations while 

tackling the NRP. 

 To integrate adapted ABC algorithm with components 

of other metaheuristic algorithms. 
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Abstract— This paper presents the development of a system designed to track and identify pilgrims in the Holy areas in Makah-

Saudi Arabia during the Hajj season (Pilgrimage). The target area is covered by a complicated network through several service 

providers. Mobile phone sends UID, latitude, longitude and time stamp frequently or as requested.  On Google map there is a server 

that maps the longitude information and latitude.  In case the internet connection is lost then the mobile phone saves the location 

information in its memory until the connection is restored.  Once connection is restored, it will then send the saved location information 

to the server and clears this information from memory.  The developed system works collaborating with a GPS identification system. 

Keywords— Tracking System, Identification system, Hajj, GPS 

I. INTRODUCTION  

It is well known that Hajj (Pilgrimage) is the most annual 

crowded Muslim gathering event on earth.  The annual event 

has distinctive characteristics such as the religious practices 

(rituals) performed, the people who attend (pilgrims) and the 

place they meet in. These characteristics cause difficult 

challenges to the authorities in order to control the crowd and 

identify the personalities. What increases the challenge is the 

unity of movements as they all move from one place to 

another at the same time practicing the same rituals. Although 

a Muslim should perform Hajj once in a lifetime many prefer 

to perform it more.  It is performed on the 8th-13th days of the 

12th Hijri month in fixed boundaries around Makah city in 

Saudi Arabia.  Although the Hajj authorities try their best to 

limit the flood of the crowd to the area by assigning quotas for 

pilgrims to each country, the number of pilgrims is still 

exceeds 2.5million annually and the number keeps growing.      

The Saudi Ministry of Hajj released a statistic report stating 

that the number of pilgrims in 2014 was 2,085,238, where 

73% of pilgrims are non-Saudi pilgrims [1].  A number of 

around 4 million pilgrims who come to the Holy areas every 

year other than Hajj times may benefit from the developed 

system as well. It is expected that the number of visitors will 

reach 10 million every year in the near future. Despite being a 

great spiritual experience for all pilgrims, at the same time it 

poses great challenges of all sorts for the authorities 

responsible for facilitating the Hajj. Koshak et al. [2] 

mentioned that apart from the Hajj period, Makah areas 

become very crowded during the last ten days of Ramadan. 

During the month of Ramadan, it was reported that there are 

more than 2,500 cases of missing people in the area of Masjid 

al-Haram, the grand mosque in Makah [3]. Adopting such a 

worrying figure even before the Hajj period begins would be 

very dangerous and if no further improvements are made, the 

safety and security of the pilgrims would be jeopardized. In 

spite of all that is done to facilitate the Hajj, some common 

difficulties are facing the pilgrims and the authorities which 

are listed as following: 

 

 Identification of pilgrims (lost, dead, or injured) 

 Medical Emergencies 

 Guiding lost pilgrims to their camps. 

 Crowd control 

 

The aim of this paper is to study the Hajj pilgrimage crowed 

tracking and identification problem as well as propose a better 

Hajj pilgrimage tracking and identifying system that is reliable 

and affordable. The paper is organized as follow: section 2 

presents related work; section 3 presents Hajj locator 

architecture; section 4 presents the hardware specifications for 

the Hajj locator system; section5 covers the software 

specifications of the proposed system;  section 6 presents the 
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system design; and section 7  presents the proof of concept 

model for the proposed system.  

II. RELATED WORK 

There has been quite a number of tracking and monitoring 

systems developed for crowd management.  Each system uses 

its own means and facilities to increasing its effectiveness. 

One of the most widely recognized system is the tracking via 

RFID chips. Nowadays, a lot of embedded RFID chips are 

placed in our belongings and because of its relatively small 

size; it has been used quite extensively for many applications. 

In order to have a system that suits events such as Hajj, Yamin 

et al. [4] proposed to track people using the RFID chip and 

wireless technologies which uses a database to save data and 

the entities for each person. Installing sensor networks for 

sensing and reading the chips for irregular events does have 

some serious economic considerations. Another approach is 

having an object recognition system where a picture, which 

usually is a land object or structure, is taken using a built-in 

camera common in any mobile phone to identify their location 

with respect to the picture taken [5]. GPS is used to read the 

actual location if available.  If the data cannot be acquired then 

it uses an approximate evaluation of the cell information of the 

phone-network provider. As good as the system might get, the 

system relies solely on Internet connectivity. People need to 

register to have their own Internet connection available in their 

mobile phones.  For those who do not have Internet 

connection, it is burdensome to go through the requirements 

only to be used for a short period time during Hajj. Another 

approach is by implementing a low cost object tracking system 

using GPS and GPRS [6]. The system allows a user to view 

the present and the past positions recorded of a target object 

on Google Maps through the Internet. It reads the current 

position of the object using GPS, the data then is sent via 

GPRS service from the GSM network towards a web server. 

Some might argue that using SMS is an expensive means of 

communication. Although it is cheaper to use wireless 

network technologies when usage is heavy, it is expensive 

when consider the duration of time it is used. Another 

approach is a prototype using passive RFID technology passed 

through several implementations and discussions with Hajj 

officials [7]. The developed prototype was tested on 1000 

pilgrims from the country of Ivory Coast in collaboration with 

officials from the Hajj Ministry. The results of the experiment 

have convinced the Hajj authorities to utilize this technology 

for all pilgrims in the near future. However, authorities 

indicated the need for tracking pilgrims in addition to the 

identification process. Therefore, an active RFID system is 

developed for tracking pilgrims to work on coordination with 

the passive RFID system for identification. However, the 

system faced several difficulties and proved to be impractical, 

particularly with the crowd. Thus the idea of using wireless 

sensor network for tracking pilgrims was introduced [8, 9]. 

The tracking and monitoring system consists of portable 

wireless sensor units carried by the pilgrims and a fixed 

Wireless Network (WSN) infrastructure capable of gathering, 

processing and routing location and time stamp data of sensor 

units carried by the pilgrims. All the nodes in the fixed WSN 

are made equivalent to keep the deployment, configuration 

and reconfiguration process simple.  Table 1 presents a 

comparison of the work that has been cited in literature 

regarding Hajj mobile applications.  
Table 1: Presents a comparison of the work that has been cited in literature 

Author Solution  Economic 

Consider

ations 

Internet 

Connectivity 

Register 

Yamin 
et al [4] 

to track 
people 

using the 

RFID 
chip and 

wireless 

technolo

gies 

Have 
some 

serious 

economic 
considerat

ions. 

 People need to 
register. 

Luley, 

P et al 
[5] 

having 

an object 
recogniti

on 

system 
where 

identify 

their 
location 

accordin

g to the 
picture 

taken 

 The system 

relies solely 
on Internet 

connectivity. 

People need to 

register to 
have their 

own Internet 

connection. 

Hasan, 
K.S [6] 

The 
system 

allows a 

user to 

view the 

present 

and the 
past 

positions 

recorded 
of a 

target 

object 
on 

Google 

Maps 
through 

the 

Internet. 

Low cost 
object 

tracking 

system 

using GPS 

and 

GPRS. 
 

Although it is 
cheaper to use 

wireless 

network 

technologies 

when usage is 

heavy, it is 
expensive to 

use if we 

consider the 
duration of 

time it will be 

used in, with 
the money we 

pay for it 

 

M. 

Mohan

des [7] 

Using 

passive 

RFID 

technolo

gy 

passed 
through 

several 

impleme
ntations. 

The 

system 

faced 

several 

difficultie

s and 
proved to 

be 

impractica
l, 

particularl

y with the 
crowd. 

Consists of 

portable 

wireless 

sensor units 

carried by the 

pilgrims and a 
fixed Wireless 

Network 

Infrastructure 
capable of 

gathering, 

processing, 
and routing 

data on 

locations and 
time stamps of 

sensor units 

carried by the 
pilgrims. 
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regarding Hajj mobile applications. 

 

During Hajj the pilgrims will only be there for around a month 

and getting Internet services from ISPs might be troublesome 

and therefore might results in inability to use the local service. 

Also it was noticed that an expensive infrastructure would 

need to be built and the cost of each portable sensor unit is not 

significantly cheaper than a mobile phone equipped with a 

GPS unit. Particularly that the majority of pilgrims have their 

own mobile phones and a large percentage of their phones are 

already equipped with GPS. This leads us to develop a pilgrim 

tracking system using mobile phones. The System which is 

proposed promotes accessibility by choosing a common 

platform that is widely used by people, which is the mobile 

phone. The proposed system also provides connections 

availability towards the user, where we use two types of 

connections in updating the data to the server. We believe that 

the proposed system once implemented will provide a better 

way of tracking pilgrims. 

III. HAJJLOCATOR ARCHITECTURE OVERVIEW 

The framework of the proposed tracking system is designed 
in two parts; the mobile device of the connection server and the 
tracking system using the database server as shown in Figure 1. 
The GPS-enabled mobile phone is connected with the user and 
the coordinates are updated in the server and stored in the 
database server.  The coordinates then are send with the 
Subscriber Identity Module (SIM) card number as its 
identification together with other useful data. 

 

Figure 1: The mobile device of the connection server and 
the tracking system using the database server 

 

The server which only provides reliable indoor and outdoor 
user location is divided into three parts; server side, processing 
side and connection side. Dissolution of servers is needed to 
handle the huge clients’ updates. The database should be 
divided into different servers to ease the process of updates and 
avoids bottleneck. 

As for of connectivity, different services offered by any 
GSM mobile phone can be utilized. Any wireless network 
infrastructures available can be used, together with SMS as the 

means of data communication among clients and servers. The 
main precedence will be given to updates using any available 
Internet connection such as Wi-Fi, GPRS and 3G were it will 
then make use of the connection to update the server with 
pilgrim’s GPS coordinates. In addition to that, SMS is also 
used as the other alternative connection to update the server. If 
Internet connections are not available, the device will then 
automatically use SMS as another option. This works as a 
solution for the availability issue especially in a situation such 
as alerting for a missing pilgrim .Security is also considered for 
this proposed tracking system. In case the administrative or 
authorized personnel wants to trace pilgrims, they need to log 
into the web server and get the position of the pilgrim using 
one of two choices; in a Google Maps view, and in a tabular 
view. Regarding security concerns, it is considered as control 
privacy, thus we will authenticate any user who wants to access 
the data. 

A. Hardware Specifications 

A HTC Touch Diamond2 smart phone has been selected in 
implementing the prototype for the Hajj Locator system.  The 
Hajj locator is modeled as a stack hardware system as shown in 
Figure 2. The phone uses Windows Mobile 6.1 Professional 
and has an internal GPS antenna. In terms of network, it 
supports HSDPA/WCDMA network of up to 2 Mbps up-link 
and 7.2 Mbps down-link speeds, a Quad-band 
GSM/GPRS/EDGE and a Wi-Fi IEEE 802.11.  More 
information about the mobile phone can be accessed through 
the web site at [10].  The server is running under normal PC 
with AMD Phenom 9600B Quad-Core Processor 2.31 GHZ, 
1.75 GB of RAM. 

  

 

Figure 2: The hardware system stack 

 

B. Software Specifications 

For server update, a client application has been designed in 
parallel with the server process. We used java to implement the 
application. It reads the latitude and longitude of the location 
and process it based on the specifications defined by the user. 
The main specifications are through the distance-based and 
time-based parameters. The choice of distance-based and time-
based parameter is designed to offer flexibility to the user in 
updating to the server. Figure 3 shows the flow diagram of the 
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distance-based and time-based latitude and longitude 
calculation updates in the server. For the distance calculation of 
coordinates, the Cosine-Haversine formula technique has been 
used [11]. It results in a great-circle distance between two 
points on a sphere given the latitudes and longitudes. However, 
other parameters can also be used manually according to the 
user request such as the “Mark My Location” and the “panic 
alert”. Mark My Location is a special button designed for users 
who intended to update the server about their current location. 
It uses only the chosen connectivity method to communicate 
with the server. This data of latitude and longitude will help the 
system to store reference points. The panic button is designed 
to alert the system in emergency situations. It uses all of the 
available resources, i.e. Wi-Fi, GPRS and SMS, to update 
current location of the user.  

 

 

Figure 3:  The flow diagram of the distance-based and time-
based latitude and longitude calculation updates in the server. 

 

In order to compensate the real-time update and at the same 
time being cost-effective, we have decided to use the dynamic 
update triggering to the server. In other words, the user will be 
in an area of circle with a defined radius and the system will 
only send an update to the server, should the user moves more 
than the defined distance. For this reason, to gain popularity 
and widespread usage, our proposed System is developed in a 
balanced approach and provides the ability to facilitate real 

time update in a cost-effective way. On the server side, the 
development was done using, Java, AJAX and DHTML. To 
provide reliable data management, MYSQL is used in database 
server. To read coordinates from database, we use a PHP file, 
and parse it into an XML format. These XMLs are then will be 
processed by the application processing server. To display the 
tracking and monitoring of the user, a web based application 
has been developed. Through the web application, 
administrative or authorized personnel will be able to view the 
live position of the tracked user, together with the past 
positions and the route they have chosen. A web application is 
responsible for accepting data that has been sent by the mobile 
device via GPRS or GSM, using GET method of the HTTP 
protocol. This data consists of SIM number of the device, 
latitude, longitude, time, date, update mode, and distance 
between two consecutive coordinates based on their updating 
mode. SIM number is used to authenticate the device. For the 
real-time aspect, we use the technique of checking the database 
in periodic basis. Once real-time mode is activated, the current 
time will be stamped and then the database will be checked, as 
shown in Figure 4. If new data was found, the marker will be 
added to the map. Checking the database in a specific interval 
will automatically animate the marker on the map. We use the 
publicly accessible Google Maps API for some part of the 
code. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 4: The code for the function for real-time update 
calculations. 

 

 

 

IV. SYSTEM DESIGN 
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Figure 6: High level design for the proposed system. 

 

 

   

Figure 5: A snap shot of the GU for the system on a 
mobile phone. 

 

The developed system uses web service as the back end and 
mobile application is used to obtain the location information 
and sends it to the web service. The web service saves the 
received data in a database server using a secure channel and 
then the website connects to the web service to retrieve a 
specific user location and show his/her location on a Google 
map. The mobile application is developed using Java.  The 
application has the following tasks: 

 Obtain the current user’s location, and 

 Based on a predefined time parameter send the 
location data (longitude, latitude, and time 
stamp)to the web service 

The mobile application continues sending the location data 
periodically until the administrator stops the process or closes 
the application. The application uses assisted GPS. The 
location data is sent using Internet provided by either wireless 
network that is available in the Holy sites during Hajj season or 
using GPRS over HTTP protocol and using SOAP for data 
exchange with the server. If location information is not sent for 
any reason, it will be saved in the memory of the mobile until 
connection is restored. At that stage all gathered location 
information with the time stamps are sent and the information 
is cleared form the mobile memory. If the location information 
data size exceeds a pre-specified limit, the old location data is 
cleared to free the memory for new location information. Web 
service is used as an interface for both the mobile application 
and the website.  It provides a web method to save the current 
user location using the mobile application and also retrieve the 
data either for a specific pilgrim or a group of pilgrims. The 
web service is implemented using PHP and it connects to a 
back end database exchange data between the mobile 
application and website.   It connects to the web service to 
retrieve specific pilgrim’s locations and then it uses Google 
static APIs to show these locations on a Google map. The 
database is used to store and retrieve the user’s data and it is 
accessed only from the web service secured by authenticated 
administrator. The database is implemented using MYSQL and 
it is hosted on a separate server.  Figure 5 shows a snap shot of 
the GU for the system on a mobile phone.  

The following section describes the software tools and 
platforms that were used to the development the system:  

 Programming languages used: 

 Java for development for the mobile application 

 PHP for web Service and website development 

 MYSQL 

 Tools 

  Symbian Series 60 3rd edition SDK“S60-
SDK-200634-3.1-Cpp-f.1090b” 

  Nokia PC Suite 

 Website and Web service 

 PHP XML 

 Database 

 MYSQL  

A concern for pilgrim identification system using RFID is 
the tag type, format and quality.  One can use a wristband tag 
or a plastic card tag that is hanged on the neck of the pilgrim as 
a business card. In the first case there was a concern that during 
the cleaning before prayers (Wudo) were the pilgrim has to 
clean his/her hands until the elbows and so he/she may take off 
the wristband and thus may lose it. In the latter case some 
pilgrims may not feel comfortable putting the card on their 
neck and thus may lose it. With the proposed system of using 
mobile phone for tracking, the RFID chip can be placed inside 
the mobile phone. Users already are extremely careful not to 
lose their mobile phones. Moreover, we have started working 
on using mobile phones with NFC (Near Field 
Communication) capability so that the same mobile phone can 
be used for tracking as well as identifying and thus all what a 
pilgrim needs during Hajj journey is his/her mobile phone.  
Figure 6 shows a high level design for the proposed system. 

V. PROOF OF CONCEPT 

The developed system was tested in Makah, the Holy sites, 
during the 2014 Hajj season.  A set of pilgrims having mobile 
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phones equipped with GPS units volunteered to test the system. 
The developed system was downloaded into the mobile phones 
and preset to get the location information and send it every 
minute. It was very easy to change the time interval between 
sending the successive location information.  Each 
volunteering pilgrim was given the option to start the operation 
time so that he/she can collect and send the information in the 
Holy area and during the pilgrimage days only. During the four 
pilgrimage days the location information was collected and 
sent from all participating phones automatically without the 
disturbance or distraction of the pilgrims. The system run on 
the back ground of the phones without affecting their normal 
operations of initiating or receiving calls or short messages. 
The 2.5 Million pilgrims are usually divided into groups and 
each group belongs to a Guide (Mutawif) that is responsible for 
the group from the time of arrival until the time of departure 
from the Kingdom of Saudi Arabia. The Guide takes care of 
the group residence, food and transportation. The developed 
system can be used to send location information to the group 
Guide in addition to sending it to the main pilgrimage authority 
server. The group Guide can also track any pilgrim and provide 
help when needed. The developed system could be used to 
track schoolchildren as well. The mobile phone of a child can 
be programmed to send location information to a server. The 
server can be accessed from the mobile of a parent or custodian 
of the child. Additionally, the system could be programmed to 
automatically give alarm if a child leaves a pre-specified region 
to his or her parents. Finally, if a user forgets or loses his 
mobile somewhere, then he can find its last detected location 
from the server, thus it would be easier to be found. 

IV.  CONCLUSION 

The paper presents a system for pilgrim tracking and 

identification during Hajj in the Holy area using a mobile 

phone. The system consists of software that can be downloaded 

to the mobile phone of every pilgrim upon arrival to the 

Kingdome of Saudi Arabia. The mobile uses the Internet or 

SMS to send location information to a server managed by Hajj 

authority and to a server managed by the Guide of the group 

that the pilgrim is a member of.  If the connection is lost, the 

mobile can store the location information in its memory until 

connection is restored. In that case the mobile sends the stored 

information to a server then clears its memory. The developed 

system provides an option for the pilgrims to request help in 

case of emergency. The location information is mapped onto a 

Google map or any geographical information system for ease 

of localization and efficiency in providing needed help. A 

proof of concept experiment was implemented in the Holy area 

during the past pilgrimage season. The experiment has shown 

the viability of the proposed system for tracking pilgrims. For 

future work we plan to use mobile phones with NFC capability 

so that it can be used for identification as well as for tracking. 

Such a system will make a mobile phone be all what a pilgrim 

needs for his Hajj journey. 
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Abstract— Nowadays, online text recognition systems are  being given tremendous attention worldwide due to the fast  growth of 
touch screen devices industry. Although, keyboards and mice devices have not become/are not applicable to be used by smaller devices, 
these reasons pushed researchers to focus on new techniques which are able to design this kind of systems. These online systems can 
deal with multiple types of texts such as alphabets, digits, and symbols. In this paper, an online system for recognizing handwritten 
Arabic digits has been presented. The paper illustrates  four phases of the system in details which are: digits acquisition, preprocessing, 
features extraction, and recognition phase. The dataset of the system was collected by 100 writers using a touch screen laptop with 100 
samples of each digit.  The results of testing the proposed system showed a high accuracy rate with an average of 98 percentage.  

Keywords: Text Recognition, Online System, Handwritten Digits. 

I. INTRODUCTION 

Text recognition field is considered as one of the major 

fields of  the pattern recognition area which has been the 

subject of many researches in the past three decades [1]. 

Generally, offline text recognition approaches are designed 

to convert scanned scripts into a text documents. In contrast,  

online approaches capture the text by writing on touch screen 

devices or recording the movements of a stylus and convert the 

action  into a text format.  

Online recognition field has been gaining more interest 

lately due to the increasing of pen computing applications like 

tablet devices, digital notebooks, and advanced cellular phones 

[2]. Nowadays, these devices are commonly used worldwide 

that encouraged companies to improve their products to deal 

with multi languages. However, these devices can deal with 

many different languages spoken by billions of people around 

the world such as Latin, Chinese, Japanese, Indian, Korean, 

Arabic, and many others from textual or speech manner [3] [4]. 

From the literature in the text recognition field, it is 

noticeable that most of the research works were dedicated to 

offline approaches for Latin characters and other languages 

such Chinese. On the other hand, a few researches and studies 

have been published to develop online approaches using new 

methods and algorithms in this area for texts in general and 

digits in particular [4]. 

Several studies have been published in this field during past 

decades. Most of the studies covered of solving segmentation 

problem and recognizing isolated characters while recognizing 

digits and mathematical symbols got less attention.  

Arabic digits are commonly used by billions over the 

world. The shape of the digits (0,1,2,3,4,5,6,7,8,9) were 

originally designed by Arabic Mathematician scholars and 

upgraded by the Muslim scholar Al-Khwarizmi who invents 

the zero in the ninth century [5]. These styles were used in the 

western part of Arab world which located in North Africa and 

Alandalus "Spain" in the 10 century [6].  

This paper is presenting an online system for recognizing 

handwritten Arabic digits. The system contains four main 

phases which are: text acquisition, preprocessing, feature 

extraction, and recognition phase.   

The rest of this paper is organized as follows: Section II 

summarizes the architecture of the proposed system and each 

step of the system is explained. Section III presents the results 
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of testing the system while the conclusion and the summary of 

the paper is presented in section IV.  

II. ARCHITECTURE OF THE PROPOSED SYSTEM 

The proposed system followed the typical pattern 

recognition system architecture that contains four main phases 

which are: text acquisition, preprocessing, features extraction, 

and recognition phase [1] as shown in Figure 1. However, 

segmentation step is not included in the system and every 

handwritten digit is processed as one block. Segmentation free 

strategy can minimize the time process and can enhance the 

recognition accuracy rate [4]. Although, every phase of the 

system has one or more objectives in order to reach the system 

goal and also to enhance the overall recognition accuracy rate. 

The phases of the proposed system are explained as follows:  

 
Figure 1.  Typical phases of online Text Recognition System 

A. Data Collection Stage 

Data collection stage is the initial step of any pattern 

recognition system and aims to get raw data which  is used 

later for training and testing manner. In this stage,  every 

handwritten digit is captured by writing it on an interface 

device that records the handwritten digit in time stamped 

coordinates of pen trajectory (x, y) [3].  

Here, for the purpose of collecting the training and testing 

datasets, 1.5 GHz core i3 Acer Tablet has been used to collect 

the dataset "same used in [7]". This touch screen computer can 

easily be used to acquire the handwritten Arabic digits with a 

simple way of normal writing on the touch screen using a 

special pen. The way of writing on this Tablet can minimize 

the noise and errors while recording on the Tablet surface. 

For collecting handwritten Arabic digits, a platform was 

designed using Matlab environment with GUI interface. The 

writer can start writing the digit on the area of writing just after 

writing his/her writer identification number. The writer writes 

the digit that appears in provided image on the upper area of 

the acquiring data platform. After writing the digit, the writer 

should click on the next button to write the next digit. 

However, if the writer wants to rewrite the current digit before 

starting writing the next one, he/she  should click on reset 

button to rewrite the digit again. Data collection by using this 

natural  way of writing can provide closely resembles, 

smoothed, and filtered data collected from the computer Tablet. 

Figure 2 shows the data collection platform. 

 
Figure 2. Data acquisition platform 

B. Preprocessing Phase  

Preprocessing phase structure is needed in  both types of 

handwriting recognition systems[8] . However, due to the way 

of the text acquisition, the steps of preprocessing might be 

different. The noise in offline systems  can occur because of 

many reasons such as the scanner quality, quality of the paper, 

and papers noise. Meanwhile, in online recognition systems, 

the noise  can  occur due to some other reasons like the form of 

sharp edges, non centered text, uneven sizes of text and 

missing points in text trajectories due to high speed of 

handwriting [3] [9]. 

Preprocessing phase in online handwriting recognition is 
performed to minimize the noise which may accrue in the 
handwritten text as mentioned earlier.  This phase includes 
several multiple steps and  every step does a specific function 
to filter the data set.  Besides that, it  can improve the overall 
recognition rate and considers as one of the essential phases of 
online handwriting recognition and most of the researchers 
have discussed its challenges for various texts from time to 
time [10]. 

Nevertheless, performing and many preprocessing steps in 

this phase may cause some problems in online handwritten 

recognition systems. For instance,  delay may  take place to 

overall time processing [4]. Also, it may  affect and reduce the 

recognition accuracy rate by complicating  the processing 

which can lead to  omission of  some important parts and 

features of the text [3].  

Generally, data collection in online handwriting recognition 

stores the stylus movements on the writing surface. These 

movements are distributed at various positions on writing area 

of the acquisition platform and then joined from the first 

position (x1, y1) to the last (xn, yn) to present the appearance of 

drawn text. Although, the stylus movements consist of three 

actions which are:  Pen Down,  Pen Move and  Pen Up actions. 
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The serial of points  is collected when the writer presses, 

moves, lifts the stylus up consecutively. Pen Move function 

records the movements of the stylus on writing  tablet from the 

writing start point (x1,y1) until the last point (xn,yn) where ‘n’  

is the total number of points in the writing movements’ list 

[11]. 

There are four steps which  are included in preprocessing 
phase in the proposed system as follow: 

i. Digit Smoothing:  

In the proposed system, a smoothing technique is used to  

smoothen the handwritten curves called Loess filter. This filter 

is based on conducting the local regression of the curves points 

using weighted linear least squares and a second degree 

polynomial model.  

In this technique, each smoothed value is determined 

locally by neighboring data points defined within the writing 

curve. The process is weighted and a regression weight 

function is defined for each data point contained within the 

writing curve [12]. 

 

ii. Digit Simplification:  

Data  point’s simplification is the process of reducing the 

number of data points acquired by a digital device through 

removing the redundant points which could be inappropriate 

for pattern classification. This processing directly affects and 

enhances the recognizer performance. However, Douglas 

Peucker's algorithm [13] was adopted to simplify the acquired 

handwritten digit point sequence. 

iii. Digit Size Normalization:  

The  size of the acquired handwritten digits depends on 

how the writer moves the stylus on writing area. The 

handwritten digits are generally written in different sizes when 

the pen is moved along the border of writing area that may 

cause some ambiguity in the next phases. Size normalization is 

a necessary step that should be performed in order to recognize 

any type of text. This can be achieved by converting the 

acquired handwritten digit with assumed fixed size format. 

iv. Centering of the Digit: 

After resizing the acquired handwritten digit, the current 

coordinates are needed to be shifted to the centering axis (x0,y0) 

to make sure that all handwritten digit points are in the equal 

formatting and  all data are translated to the same spot relative 

to the origin. 

C. Features Extraction Phase 

For pattern recognition research field in general and text 

recognition approaches in particular, extracting an appropriate 

set of features and an efficient extraction method, have been 

considered as the most important factors for achieving high 

recognition performance [14]. 

In the feature extraction phase of the proposed system, each 

handwritten Arabic digit is described using a set of features 

that  distinguishes it from other  handwritten digit in the 

dataset. The features of each handwritten digit  represent in a 

ordered format called features vector. The features vector is 

then used in the next phase by the classifier to match the 

closest class using a classification criterion. In addition, the 

purpose of performing feature extraction phase is to realize that 

just a part of data points are equally important to the pattern 

recognition task.  

In online recognition systems, the information about how 

the character has been written is found. Although, complex 

preprocessing steps cannot be performed in practical online 

systems such as Tablets and (personal digital assistant) PDAs 

since data is collected as the text is being written. Hence, 

taking advantage of the dynamic characteristics of the data is 

crucial such as the speed, angular velocity, and other features 

of this kind. These features  remain available for processing as 

the character is  written on the Tablet [14]. 

Choosing  a proper type of features depends on the nature 

of the text, the type of the system processing which may be 

online or offline, and the texts types that can be handwritten or 

printed. However, feature types of recognizing any text can be 

categorized into three main types  : structural features, 

statistical features, and global transformation [14]. 

Here, in this system,  structural features are used to extract 

the handwritten Arabic digits features. While the system is not 

performing the segmentation part, the proposed system uses 

light amount of features which can help to avoid the 

complexity during the system excision.  

 Structural features are used to be the main features of the 

proposed system.  They take the pen trajectory directions as the 

main feature representing handwriting movements. Freeman 

Chain code is used to create the direction matrix for each 

handwritten digit.  Freeman Chain code [15] represents the pen 

movements directions by a numeric code consisting of 8 digits. 

These directions are listed from 1-8 to represent the eight main 

writing directions as illustrated in Figure 3. 

  

 

 

 

Figure 3.  Freeman Chain Code 

The process starts from the first point of the writing until 
the last point. The algorithm procedure is explained in the 
following steps: 

  Read the points sequence S of the handwritten digit. 

(1,0) ≡ 1 

(1,1) ≡ 2 

(0,1) ≡ 3 

(-1,1)≡4 

(-1,0) ≡ 5 

(1,-1)≡ 8 

(0,-1)≡  7 

(-1,-1)≡  6 
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  Find the d(x) and d(y) values for the S(x2,y2) point  

indexed by S(x1,y1). 

  Find the Freeman Chain  Code for this pair from Table 
II. 

TABLE II.  FREEMAN CHAIN CODES 

D(x) D(y) Code 

0 +1 3 

0 -1 7 

-1 +1 4 

-1 -1 6 

+1 +1 2 

+1 -1 8 

-1 0 5 

+1 0 1 

 Make S(x2,y2) as  the first point and eliminate the 
previous point. 

 Repeat Steps 2-4 for all the points. 

 Record the Freeman Chain sequence to represent the 
handwritten digit  movements’ directions. 

 After completing the algorithm steps, a code for the 
directions of pen movements are stored. Each sequence is 
presenting a symbol of Arabic digit formatted in Freeman 
Chain Code. These sequences will be used in the next phase in 
order to distinguish and compare the handwritten digits by the 
classifier. 

D. Recognition phase 

In this study, matching algorithm called Global Alignment 

Algorithm (GAA) is used as recognition engine to recognize 

the Arabic digits. After conducting this phase, the system can 

classify the proper digit from the data set of the system [16].  

Sequences Alignment or sequences comparison conceder 

is the heart of the bioinformatics field. It describes the way to 

arrange the DNA, RNA, or protein sequences by identifying 

the regions of similarity among them.  Furthermore, it is used 

to conclude structural, functional, and evolutionary relationship 

between the matched sequences. Also, alignment algorithm 

finds the similarity level between query sequence and different 

database sequences. The algorithm is designed based on 

dynamic programming approach which divides the problem 

into smaller independent sub problems. It finds the alignment 

more quantitatively by assigning the matching scores [17].  

In fact, the most well known and widely used methods for 

sequences alignments are: Local and Global Alignment 

Algorithms. Local Alignment Algorithm compares the 

sequences which are suspected to have similarity or even 

dissimilar sequences length to find the local regions with high 

level of similarity. On the other hand, it is very much 

appropriate to use Global Alignment Algorithm for comparing 

the closely related sequences which are of same length. Here, 

the alignment is carried out from the beginning until the end of 

the matched sequence to find out the best possible alignment 

[16]. However, Global Alignment (Needleman-Wunsch 

algorithm) Algorithm is used in the proposed system as a 

classification/ classifying tool. 

 GAA was developed by Saul B. Needleman and Christian 

D. Wunsch in 1970 [16], which  is basically a dynamic 

programming algorithm for sequence alignment. The dynamic 

programming can solve the original problem by dividing it into 

smaller independent sub-problems. The algorithm explains 

global sequence alignment for aligning nucleotide or protein 

sequences in general. However, these alignment techniques 

could be used in many different aspects of computer science 

approaches.  

Basically, dynamic programming is used to find the optimal 

alignment of two sequences. It finds the alignment in a 

quantitative way by giving score values for matches and 

mismatches. The alignment is accurately obtained by searching 

the highest scores in the matrix [17].  

For matching any two amino acid sequences, the algorithm 

is designed to find the highest score value of the sequences by 

building a two- dimensional matrix. Basically, the algorithm 

procedure is defined with three following steps.  

 Assuming an initialization score matrix with the 
possible scores. 

 Filling the matrix with maximum scores. 

 For appropriate alignment, tracing back the previous 
maximum scores. 

III. RESULTS OF TESTING THE SYSTEM 

To test the proposed system, 50 writers were asked to write 
the Arabic digits.  Every writer was asked to repeat writing  
every digit in his\her writing style to get 150 case for all the 10 
digits in different writing style. 

Using 20% of the digits dataset for testing and 80% for 
training, the system showed that most of the digits were 
recognized successfully. However, digits like 9 and 4 were 
recognized with some mismatching cases. This mismatching 
was  accruing due to the similarity of the digits shapes. 

IV. CONCLUSION AND SUMMARY 

Recently, many countries start using smart tablets in classes 

to assist the students instead of writing on papers. Using these 

devices can make the learning much easier than using the 

typical learning way. These devices can support recognizing 

text software to recognize any kind of text. From this point of  

view, an online recognition system, to recognize Arabic texts, 

numbers, and symbols, is needed.   

In this paper, a brief description of designing of  

recognition system for Arabic digits was highlighted. The main 

aim of this work was to open the research gate to this kind of 

research. On the other hand, this system can help to produce 

education software to recognize Arabic mathematical 

operations. This software can give more significance  to/for 
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learning mathematical subjects in high schools or even in 

universities. This software can be of great significance in 

learning mathematical subjects at high school or even at 

university levels. 
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Abstract - This work is devoted to one new approach for decomposition of images represented by matrices of size 2n2n, based on the 

multiple application of the Singular Value Decomposition (SVD) over image blocks of relatively small size (22), obtained after division 

of the original image matrix. The new decomposition, called Hierarchical SVD, has tree structure of the kind binary tree of n 

hierarchical levels. Its basic advantages over the famous SVD are: the reduced computational complexity, the opportunity for parallel 

and recursive processing of the image blocks, based on relatively simple algebraic relations, the high concentration of the image energy 

in the first decomposition components, and the ability to accelerate the calculations through cutting-off the tree branches in the 

decomposition levels, where the corresponding eigen values are very small. The HSVD algorithm is generalized for images of 

unspecified size. The new decomposition opens numerous opportunities for fast image processing in various application areas: image 

compression, filtration, segmentation, merging, digital watermarking, extraction of minimum number of features sufficient for the 

objects recognition, etc.   

Keywords - Singular Value Decomposition (SVD), block SVD, Hierarchical SVD, binary tree, computational complexity. 

I.  INTRODUCTION  

The SVD decomposition had significant influence on the 
processing and analysis of digital images used in computer 
vision systems. This decomposition was the target of 
significant number of investigations, presented in scientific 
monographs [1-6] and papers [7-12].  

The SVD has the following basic features: 1) it is an 

optimum decomposition, because it concentrates maximum 

part of the image energy in a minimum number of components; 

2) the image, restored after the reduction of the low-energy 

components has minimum mean square error. One of the basic 

problems, which restrict the practical use of the famous SVD, 

is its high computational complexity, which grows together 

with the size of the image matrix. Several approaches are 

offered to overcome this problem. The first approach is based 

on the SVD calculation through iterative methods, which do 

not demand to define the characteristic polynomial of the 

matrix. In this case the SVD is executed in two stages: in the 

first, the matrix is transformed into triangular form through the 

QR decomposition, and then - into bi-diagonal through 

Householder’s transforms [13]; in the second stage on the bi-

diagonal matrix is applied an iterative algorithm, whose 

iterations stop when the needed accuracy is obtained. Such is, 

for example, the iterative method of Jacobi [3, 6, 25], in 

accordance with which to calculate the SVD for a bi-diagonal 

matrix, is needed to execute a sequence of orthogonal 

transforms with matrices, which differ from the singular matrix 

in the elements of the rotation matrix of size 22 only. The 

second approach is based on the relation between the SVD and 

the Principal Component Analysis (PCA). It could be 

implemented through neural networks [14] of the kind 

generalized Hebbian or multilayer perceptron networks, which 

use iterative learning algorithms. One more approach is based 

on the algorithm, known as Sequential KL/SVD [15]. Its basic 

idea is given in brief as follows: the image matrix is divided 

into blocks of small size, on which is applied SVD, based on 

the QR decomposition [6]. The SVD is initially calculated for 

the first block, and then iterative SVD calculation is executed 

for each block, using the transform matrix, already obtained for 

the preceding block (update procedure). In the iteration process 

the SVD components, which have very small values, are 

eliminated. 

II. RELATED WORK 

Several methods had already been developed, aimed at the 
enhancement of the SVD calculation [16-19]. The first, called 
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Randomized SVD [16, 17], is based on the algorithm in 
accordance with which, are randomly selected some rows (or 
columns) of the transform matrix. After scaling, they build a 
small matrix, for which is calculated the SVD, which is then 
used as an approximation of the original matrix. In [18] is 
offered the QUIC-SVD algorithm, which is suitable for 
matrices of very large size. Using this algorithm is achieved 
fast sample-based SVD approximation with automatic relative 
error control. This algorithm also uses a sampling mechanism, 
called “the cosine tree”, to achieve best-rank approximation. 
The experimental investigation on the QUIC-SVD, given in 
[19], offers better results than these, obtained with MATLAB 
SVD and Tygert SVD [17]. The speedup achieved is 6-7 times 
higher compared to that of the exact SVD, but it depends on 

the selected value for the parameter  which defines the higher 

limit of the approximation error with a probability of size (1-).  
Significant number of SVD-based methods had been 

developed, aimed at the image compression efficiency 
enhancement [20-24]. The method, called Multiresolution SVD 
[20], comprises 3 steps: 1) image transform through 9/7 bi-
orthogonal wavelets of 2 levels; 2) decomposition of the 
transformed image through SVD executed on blocks of size 

22 up to level six, and 3) execution of the SPIHT and gzip 
algorithms. In [21] is offered a hybrid KLT-SVD algorithm for 
efficient image compression. The K-SVD [22] for facial image 
compression is a generalization of the K-means clusterization 
method and is applied in the iterative learning of over-complete 
sparse coding dictionaries. In correspondence with the 
combined compression algorithm presented in [23], the SVD is 
executed individually for each of the color components R, G, 
B, segregated from the image stored in the JPEG file format. In 
[24] is introduced the Higher-Order SVD (HOSVD), which is 
an extension of the SVD matrix to tensors with application in 
the data compression. In [26, 27] are presented some parallel 
hardware implementations of the SVD for symmetrical 
matrices, based on the Jacobi’s method.  

In this work is offered one new approach for hierarchical 
image decomposition, based on the multiple SVD execution on 
blocks of small size. This decomposition, called here the 
“Hierarchical SVD” (НSVD), has a tree structure of the kind 
binary or 3-nodes tree (full or truncated). The SVD calculation 

for blocks of size 22 is based on the adaptive KLT [28]. The 
НSVD algorithm [29, 30] is aimed at the achievement of 
decomposition with high computational efficiency, which is 
also suitable for parallel recursive processing with relatively 
simple algebraic operations, and permits calculation speedup 
through cutting-off the branches with very small eigenvalues.  

The paper comprises the following sections: SVD 

calculation for a matrix of size 22; representation of the 

hierarchical SVD for a matrix of size 2n2n; evaluation of the 
computational complexity of the hierarchical SVD of size 

2n2n; representation of the HSVD algorithm through tree-like 
structure, and conclusions.  

III. CALCULATION OF SVD WITH A MATRIX OF SIZE 22  

A.  General case: SVD execution on image of size NN 

 In the general case, the decomposition of the square 

image [X(N)], represented by a matrix of size NN is based on 

the direct SVD, defined by the relation below [10, 11]: 

 .)]([)]()][([)]([ / t
ss

N

1s
s

t21 VUNVNNUNX





     (1) 

The inverse SVD is respectively represented as: 

 )].([)]([)]([)]([ / NVNXNUN t21                        (2) 
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  are matrices, composed by the 

vectors sU


 and sV


 for s=1,2,..,N. Here sU


 are the eigen 

vectors of the matrix )]([)]([)]([ NXNXNY t  (left-singular 

vectors of [X(N)]), and sV


 are the eigen vectors of the matrix 

tNXNXNZ )]()][([)]([   (right-singular vectors of [X(N)]), 

for which:  
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],..,,[)]([ N21diagN   is a diagonal matrix, composed of 

the eigenvalues s  of both matrices )]([ NY  and )]([ NZ , 

which are same. 

         From (1) it follows that for the description of a matrix of 

size NN are needed N×(2N+1) parameters in total, i.e., in the 

general case the SVD is an of over-complete decomposition.  

B. Particular case:  SVD for one image block of size 22  

The direct SVD for the square block [X] of size 22 (N=2) 
is represented by the relation: 
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where a,b,c,d are pixels; ,1 2  - common eigen values of the 

symmetrical matrices [Y] and [Z]: 
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1U


 and 2U


 are the eigenvectors of the matrix [Y], for 

which: sss UUY


][ , s = 1, 2;            

1V


 and 2V


 are the eigenvectors of the matrix [Z], for 

which: sss VVZ


][ , s = 1, 2.  
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eigenvectors sU


 and sV
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C. Calculation of the eigenvalues and vectors of the 

symmetrical matrix of size 22  

Let for N=2 the corresponding matrix   
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symmetrical in respect of its main diagonal. Then here could be 
assumed the simplified symbols: g11=g1, g22=g2, g12=g21=g3. 
The eigenvalues 21  ,  of the matrix [G] are the solution of the 

characteristic equation:   
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Since the matrix [G] is symmetrical, its eigenvalues are real 
numbers: 
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The eigenvectors s


 of the matrix [G] for s=1, 2 are the 

solutions of the system of equations below: 

.

,)(

,)(

1

0gg

0gg

2
s2

2
s1

s2s2s11

s23s1s1







                                (10) 
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Then the corresponding transposed matrix is: 
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The elements ij of the matrix  Φ  could be represented as 

a function of the angle, on which the coordinate system, 

defined by the vectors 1


 and 2


 is rotated in respect to the 

original coordinate system. In this case:  
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From (15) it follows, that: 
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In this case the eigenvectors are correspondingly [6]:  
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            (20) 

where the angle  is defined by (18). 

D. Calculation of the eigenvalues and the eigenvectors of 

matrices [Y] and [Z] 

The characteristic equation of the matrices [Y] and [Z], defined 

in accordance with (8), is: 

        .)()( 0bcaddcba 222222  ,gg 21  

32g ,
2
3

2
21

22 g4gg  )(                    (21)  

 On the basis of (20), (11) and (12) are calculated the values 
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where:  

,2222 dcba  ,2222 dbca  ,2222 dcba   (27) 

,cdab  ,bdac ,22 4A  .22 4B   (28) 

The direct SVD for a matrix of size 22 could be represented 

by the relation: 
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The eigen images of the matrix [X] are the matrices [T1] 
and [T2], defined by the relations:  
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If the vectors sU


 and sV


 are defined in accordance with 

(20), the eigen images are: 
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The inverse SVD for a matrix of size 22 is defined by the 

relation: 
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The couple Direct/Inverse SVD could be then represented as 

follows: 
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where 
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In this case the couple Direct/Inverse SVD is correspondingly: 
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The equations above confirm the correctness of (39) and 

(41) for the SVD of size 22, executed for the image matrix of 

same size and with constant brightness of the image pixels. 

From (39) it follows, that that for the representation of the 

matrix [X] of size 22 through SVD are needed four 

parameters altogether: ,1 ,2 1θ and ,θ2 calculated on the 

basis of (22) and (32). Hence, the SVD of size 22 (SVD2×2), 

defined in accordance with (39), is not over-complete. 

E. Energy distribution in the SVD components for a matrix 

of size 22 

The energy of the matrix 






dc
ba

X ][  (or of its quadratic 

Euclidean norm) is defined by the sum of the squares of its 
elements:     

.. 
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In correspondence with (5) and (39) the matrix [X] is 
represented as the sum of two components:  

     ][][][][][ 212211 CCTTX  .                       (44) 
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C1 and C2 are the eigen images of the matrix [X].   

The energy of each eigen image ][ 1C , ][ 2C  is respectively: 
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From the Parseval's theorem for energy preservation, 

)(
21 CCX EEE  and from (47) and (48) it follows, that 

,
21 CC EE   i.e., the energy XE  of the matrix [X] is 

concentrated mainly in the first SVD component. The 
concentration degree is defined by the relation: 
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 In particular, for the case, when the matrix [X] is with 
equal values of the elements (xi,j=a), from (39), (47), (48) and 

(49) is obtained ,2
CX a4EE

1
 0E

2C   and 1 . Hence, 

the total energy of the matrix [X] is concentrated in the first 
SVD component only. 
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IV. HIERARCHICAL SVD FOR A MATRIX OF SIZE 2N2N 

The hierarchical SVD (HSVD) for the image matrix [X(N)] of 

size 2n2n pixels (N=2n) is implemented through multiple 

execution of the n-levels SVD on image blocks (sub-matrices) 

of size 22. Let the matrix [X(4)] is of size 2222 (N=22=4). In 

this case the number of hierarchical levels is n=2.   

In the first HSVD level (r=1), the matrix [X(4)] is divided into 

4 sub-matrices of size 22, as it is shown in the left part of 

Fig. 1. The elements of the sub-matrices are as follows: 
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On each sub-matrix [Xk(2)] of size 22 (k=1,2,3,4) is 
applied SVD2×2, in accordance with (39). As a result, it is 
decomposed into 2 components: 

)]([)]([)]([)]([)]([ ,,,,,, 2C2C2T2T2X k2k1k2k2k1k1k  (51) 

From (45) and (46) it follows that each sub-matrix )]([ , 2C km  

of size 22 could be represented as shown below: 
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For m=2,       
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The sub-matrices )]([
,

2C
km  of size 22 for k=1,2,3,4 compose 

the matrices )]([ 4Cm , each of size 44 (for m=1,2): 
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Hence, the SVD decomposition of the matrix [X] in the first 
level is represented by two components only:  
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In the Second HSVD level (r=2), on each matrix )]([ 4Cm  

of size 44 is applied 4 times SVD2×2. Unlike the preceding 1st 
level, in the second level the SVD2×2 is applied on the sub-

martices [Cm,k(2)] of size 22 each, whose elements are 
mutually interlaced and are defined in accordance with the 
scheme, shown in the right part of Fig. 1. Here the elements of 
the sub-matrices, on which is applied the SVD2×2 in the first 
and second hierarchical level (r=1,2), are tinted in same color. 
As it could be seen, the elements of the sub-matrices of size 
2×2 in the second level are not neighbors, but are placed at one 
element interval in horizontal and vertical directions. In result 
of the SVD2×2 execution, in the second level each matrix 

)]([ 4Cm  is decomposed into two components: 

)]([)]([)]([Cm 4C4C4 m,2m,1   for m=1,2.             (59) 

The full decomposition of [X] is then represented as: 
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Fig. 1. The elements of the sub-matrices of size 2×2, over which is applied 

the SVD2×2 in the 1st and 2nd HSVD levels 

Hence, the decomposition of the image of size 4×4 

comprises four components altogether. When the matrix [X(8)] 

is of size 2323 (N=23=8 for n=3), three HSVD levels are 

executed through multiple applying of SVD2×2 over the image 

blocks of size 22. In this case the total number of 

decomposition components is eight. In the first and second 

level the SVD2×2 is executed in accordance with the scheme, 

shown on Fig. 1. In the third level, the SVD2×2 is applied again 

on the sub-matrices of size 22. Their elements are defined in a 

way, similar with this, shown on Fig. 1. The only difference is 

that the elements of same color (i.e., belonging to same sub-

matrix) are moved 3 elements away in horizontal and vertical 

directions. The presented HSVD algorithm could be 

generalized for the cases, when the image [X(2n)] is of size 

2n2n pixels:   
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               (61) 

In this case, the total number of levels is n, and the 

displacement in horizontal and vertical directions between the 

elements of the blocks of size 22 in the current level r, is 

correspondingly (2r-1-1) elements for r =1,2,..,n.  

V. COMPUTATIONAL COMPLEXITY OF THE HIERARCHICAL    

      SVD WITH MATRIX OF SIZE 2n2n  

A.  Computational complexity of SVD with a matrix of size 22 

The computational complexity is defined on the basis of 
(39), taking into account the number of operations 
multiplication and addition, needed for the preliminary 

calculation of the components , , , , , ,A 1, 2, 1, 1, 

defined by Eqs. (27), (28), (34) and (42). Then: 

- The number of multiplications needed for the calculation 

of (39), is m= 39; 

- The corresponding number of additions is s=15. 

The total number of the needed algebraic operations for the 

execution of SVD of size 22, is:  

SSSVD(22) =m+s=54.                               (62) 

B.  Computational complexity of the hierarchical SVD with a 

matrix of size 2n2n  

The computational complexity of the hierarchical SVD is 

defined in similar way, as that for the SVD2×2. In this case, the 

number М of the sub-matrices of size 22, contained in the 

image of size 2n2n, is 2n-12n-1=4n-1, and the number of levels 

is n.  

 - The number of SVD2×2 in the first level is М1 = М = 4n-1; 

 - The number of SVD2×2 in the second level is М2=2М= 

2×4n-1; 

 - ……………………  

 - The number of SVD2×2 in level n is Мn=2n-1M=2n-1×4n-1;  

The total number of SVD2×2 is М=M(1+2+..+2n-1)=4n-1(2n-

1)=22n-2(2n-1) correspondingly, and the total number of 

algebraic operations for the HSVD of size 2n2n is: 

 .1225522.SSM22SS 2-2
SVDΣHSVD )()()( nnnn     (63) 

C. Computational complexity of SVD with a 2n2n matrix  

For the calculation of matrices [Y(N)] and [Z(N)] each of 

size NN, when N=2n, are needed 
2n2

m 2  multiplications 

and )( 122 n1n
s  

 additions. The total number of 

operations is: 

).()()(, 12321222NSS n1nn1n2n2
ZY  

      (64) 

In accordance with the analysis, given in [23], the number 

of the operations SS(N) needed for the iterative calculation of 

all N eigenvalues and the eigen N-dimensional vectors of the 

matrix of size NN for N=2n with L iterations is:   
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 (66) 

From (3) and (4) it follows that two kinds of eigen vectors 

( sU


 and sV


) have to be calculated, so the number of 

operations needed for their definition in accordance with (64), 

should be doubled.  
From the analysis of (1) it follows, that:  
- The number of multiplications needed to calculate all 

components is: ;2)2(22Σ 13n2n2nn
m

  

- The number of additions needed to calculate all 

components is: .12Σ n
s   

The global number of operations needed for the 
calculations in accordance with Eq. (1), is: 

.11221122122NSS 121213
D   )()()( nnnnnn

  (67) 

Hence, the global number of algebraic operations needed to 

calculate the SVD of size 2n2n, is: 
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D. Determination of the relative computational complexity of 

the HSVD 

The relative computational complexity of the HSVD could be 

calculated on the basis of (62) and (68), from which is defined 

the relation below:   
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         (69) 

The computational complexity of the HSVD is defined by 

(69). For n=2,3,4,5 (i.e., for image blocks, of size 44, 88, 

1616 and 3232 pixels) the values of 1(n,L) for L=10, 

obtained in accordance with (69), are given in Table 1. For big 

values of n the relation 1(n,L) does not depend on n and 

trends towards:  

         ))(/(),( 1L316516Ln n1   .                                (70) 

TABLE 1. THE COEFFICIENT 1(n,L) OF THE RELATIVE LESSENING OF THE 

COMPUTATIONAL COMPLEXITY OF HSVD TOWARDS THE SVD FOR L=10. 

n 2 3 4 5 

1(n,10) 5.44 4.14 3.61 3.37 
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Hence, for big values of n, in the case, when the number of 

iterations is L4 and (L)>1, the computational complexity of 

the HSVD is lower than that of the SVD. Practically, the value 

of L is much larger than four. For the case, given here, 1(10) 

= 3, i.e., the computational complexity of the HSVD is three 

times lower than that of the SVD. 

VI. REPRESENTATION OF THE HSVD ALGORITHM THROUGH 

TREE STRUCTURE 

The presented algorithm for 2-level НSVD with blocks of 

size 4×4 (n=2), represented by (60), could be generalized also 

for blocks of size 2n2n. In this case, the matrix [X] of each 

block could be represented by (61).   
  The number of the HSVD components is n. On the basis 

of the relations above, on Fig. 2 are shown the corresponding 
tree structures for the two-level case (n=2). As it could be seen 
from the figures, in accordance with (61) the НSVD algorithm 
is represented as a binary tree. For a НSVD with a block of size 
8×8, the binary tree should be of levels (n=3), while for the 
tree with three nodes, two levels only are enough. This means, 
that for the second case the computational complexity is lower. 

 Each branch of the trees, shown on Fig. 2, has a 

corresponding eigenvalue ks , , or ksks ,,   for the level 

1, and )(, mks  or )()( ,, mm ksks   for the level 2 

respectively. The total number of branches in the tree from 

Fig. 2 is equal to 24. A part of the branches in each level could 

be cut-off, if for them the condition: 0mksks  )(,, , is 

satisfied, or if their values are close to zero.  

To remove one component [C] from given НSVD level, it 

is necessary all values of  in this component to be equal or 

close to zero. In result, the decomposition for the 

corresponding branch could be stopped before it had reached 

the last level (n). In this way the НSVD algorithm is adapted 

in respect to the block contents. In this sense the НSVD 

algorithm is adaptive and easily adjustable to the requirements 

of each application.   

HSVD
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Fig. 2. Representation of the 2-level НSVD algorithm through binary tree 

VII. CONCLUSIONS 

From the analysis of the presented HSVD algorithm it follows 

that its basic advantages to SVD are: 

1. Its computational complexity, represented as a full tree 

(without truncation), for a matrix of size 2n2n (n=2) is at least 

three times lower than that of the SVD, for similar matrix; 

2. The HSVD algorithm is represented as a tree structure of 

n levels, which permits parallel and recursive processing of 

blocks of size 22 in each level. On each block in the 

corresponding decomposition level is applied the SVD, 

calculated by using simple algebraic relations; 

3. The HSVD algorithm retains the SVD quality to 

concentrate the basic part of the image energy in the first 

decomposition components. After removal of the low-energy 

elements, the restored matrix has minimum mean square error 

and is an optimal approximation of the original; 

4. The tree structure of the HSVD algorithm (a binary tree) 

facilitates the ability to stop the decomposition in one or more 

of the tree branches, for which the corresponding eigenvalue is 

zero, or approximately zero. In result, the HSVD 

computational complexity is additionally reduced compared to 

that of the “classic” SVD;    

5. The HSVD algorithm could be easily generalized for 

matrices of any size (not for 2n2n only). In these cases the 

matrix should be divided into blocks of size 88, and on each 

to be applied the HSVD, i.e., will be executed a 

decomposition of eight components. Beforehand, all 

incomplete boundary blocks should be expanded through 

extrapolation. This approach is feasible, when the number of 

decomposition components, limited up to 8, is sufficient for 

the application. To increase the number of the HSVD 

components, the image should be divided into blocks of size 

1616 or larger; 

    6. The HSVD algorithm opens new opportunities for image 

processing in various application areas, such as: compression, 

filtration, segmentation, merging and digital watermarking, 

extraction of minimum number of features, sufficient for the 

objects recognition, etc.  
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Abstract—This paper shows an improvement of legal decision-making via digitally produced verdicts. We investigate  the use of 

Artificial Intelligence (AI) in relation to rendering arbitrational verdicts. The data was provided by e-Court, the first private online 

court of the Netherlands. In our survey the standard debt collection proceedings under Dutch Civil and Procedural law are used as a 

case study. The introduction of the subject matter is followed by an overview of the key-parameters required by e-Court for rendering a 

verdict in default cases. The reasoning methodologies of Intelligent Systems in the legal domain are then discussed. Following this 

discussion we will analyze the nature of the e-Court System to understand how it benefits from the various types of Intelligent Systems. 

Subsequently, we will  discuss the rationale behind the choices made, the legal implications and the handling process within the public 

courts.  Our contribution lies also in the investigation of the characteristics of the e-Court system for rendering default verdicts in debt 

collection proceedings.  In our conclusion we will consider to what extent intelligent systems will be used in the  contemporary digital 

court houses. 
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I. INTRODUCTION 

Private court proceedings have played an important role 
throughout the centuries. As far back as in ancient Egypt there 
are recordings of arbitration by private courts. The 
proceedings, which are quite similar to contemporary 
arbitration, were elaborated by Pharaoh Chephren (26th 

century B.C.), also known for the second pyramid of Giza [1 
and 2].  

In contrast, we deal with digital private court proceedings. 
They are a recent phenomenon. A quarter of a century ago 
(June 21st, 1991) Jaap van den Herik shocked his audience in  
his inaugural lecture by addressing the question: “Can 
computers judge court cases?”. He even wondered whether 
robotic judges might be better at it than (human) judges ever 
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would be [3]. A second question was whether computers 
eventually would deliver such judgments. In one of the final 
paragraphs, with the title: “2984?”, he stated: “On the basis of 
these conclusions and beliefs I speculate with you on the 
future. I will not write  science fiction, but rather I want to 
invoke you to think with me about a future in which the 
tribunal of reason will be supplemented or supported by 
tribunals of computers”.  

Albeit sooner than expected, his vision became a reality. 
Within 20 years, on January 11th, 2010 the first online private 
court in the Netherlands was launched [4 - 10]. It was the first 
court which offered a fully digitalized court proceedings. 
Several earlier attempts by the Dutch State, between the late 
1980’s and 2010, to establish digital public court proceedings 
had all failed without exception [5-14]. In relation to cases 
endowed with arguments pro and con, the e-Court verdicts are 
indeed the result of human reasoning, supported to a large 
degree by specifically designed software, as forecasted in 
1991.  

Yet, it did not end there and then. Let us see what 
happened. Since early 2011, one specific type of verdicts – the 
e-Court judgments by default in debt collection proceedings – 
are no longer the product of any human reasoning; the verdicts 
are rendered as the sole result of AI. Although we may have  
in mind that the so-called ‘robotic’ or ‘digital’ judge has been 
in office for a number of years whilst going unnoticed, its 
appearance in  an actual court can be considered a silent 
revolution in the  legal court system.  

In our opinion the rise of the robotic judge is a unique 
development to be distinguished from other developments of 
our time, such as  Crowdsourced Online Dispute Resolution 
(CODR). To support our opinion we provide a small 
description. For our definition of the term CODR, we start by 
using the definition of ODR as provided by Kaufmann-Kohler 
and Schultz (2004). ODR is “a broad term that encompasses 
forms of Alternative Dispute Resolution (ADR) and court 
proceedings which use internet as a part of the dispute 
resolution process” (Kaufmann-Kohler and Schultz, 2004, 
p.7). As to the “C’ in CODR is refers to ‘the Crowd”. Crowd 
sourcing has attracted great interest in the academic world, in 
Europe notably since 2010 and it is even perceived to 
dominate the future of online dispute resolution [15-26 ]. Yet, 
the use of AI functioning on a stand-alone basis, instead of by 
human reasoning, appears even today a topic of science 
fiction, and in the opinion of many legal professionals a 
frightening and undesirable future.  

In this paper we will set out the relevant key parameters to 
allow a digital judge to render a verdict by default in 
arbitration proceedings at e-Court. Then we will focus on the 
reasoning methodologies for intelligent systems. As a case in 
point we will investigate a case-study with the following three 
elements: (i) the Plaintiff is a company, (ii) the Defendant is a 
consumer, and (iii) the claim amount is a small monetary 
claim in the domain of debt collection (an unpaid invoice with 
a maximum of € 1,500).   

II. KEY PARAMETERS FOR RENDERING A VERDICT 

We consider three different areas: (A) the claim, (B) the 
costs of debt collection and (C) the course of the proceedings 
For each area, there are two classes of key parameters for legal 
decision making in the sense of rendering a verdict, viz. for  
(i) the required data, and (ii)  the restrictive rules in relation to 
the use of these data. The relevant required data are to be 
found for the large part in article 1057 Dutch Code of Civil 
Proceedings, and article 96, Book 6 Dutch Civil Code. The 
rules and restrictions follow from the Code of Civil 
Proceedings, the Civil Code as well as from jurisprudence.  

A. Parameters regarding the claim 

Regarding the claim, the following data are required for 
rendering a verdict. 

 Claim amount 

 Due Date of the claim amount 

 Interest over the claim amount 

 Interest date 

 Full legal names, birth dates and addresses of the Parties 

There are a at least four restrictive rules in relation to the 
use of these data. 

 The first rule is that the contractual basis from which the 
claim occurred must be clear.  

The second rule is that in spite of a Due date of an invoice,  
the Plaintiff must have sent at least one reminder and a 
minimum of two collection letters to the Defendant in order for 
the debt to be payable by a consumer.  

The third rule has a relation to the interest. The interest date 
has to be determined, as well as the percentage of the interest 
and the proportionality with regard to the claim amount.  

The fourth rule is that the calculation of the interest, and 
other costs (see  below, under B) may be affected by the claim 
amount. Therefore, if the judge does not award the full claim 
amount as presented by the Plaintiff, the other amounts will be 
recalculated. 

B. Parameters regarding the costs of debt collection 

Regarding the costs of debt collection, the following data 
are required for rendering a verdict. 

 Costs of debt collection (made in advance) 

 Costs of the writ of summons in which the court 
proceedings are announced 

 Court fee (private court) 

 Court fee (public court, to make the binding private 
verdict enforceable) 

 Costs of representation in court 
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There are at least five restrictive rules in relation to the use 
of these data.  

The first rule is that the cost of debt collection made in 
advance are limited pursuant to the law. 

The second rule is that these costs cannot be claimed, 
unless the Plaintiff has sent at least one reminder and a 
minimum of two collection letters to the Defendant in order for 
the debt to be payable by a consumer.  

The third rule is that the cost of the writ of summons are 
determined by legislation. 

The fourth rule relates to the Court fee. The Court fee 
consists of two elements: (1) the costs of arbitration, which are 
determined by the private court, and (2) the costs of the public 
courts to allow execution of the arbitrational verdict. 
Limitations in relation to these costs are found in jurisprudence 
from the Supreme Court (i.e., verdicts by the Supreme Court). 
They show that private court proceedings can be considered 
“unfair” vis-à-vis consumers, if the total costs of the private 
court exceed the total costs of the public courts for similar 
cases. 

The fifth rule relates to the costs of representation in court. 
These costs can vary per lawyer. In the Dutch legal system a 
party can usually only receive a predetermined fixed amount as 
compensation for the costs. In many legal proceedings this 
amount is merely a modest contribution in the lawyer’s and 
court fees. 

C. Parameters regarding the course of the proceedings 

Regarding the costs of debt collection, the following data 
are required for rendering a verdict. 

 Is the court competent for rendering a verdict in this 
specific dispute, based on a contract between the 
parties? 

 Was the Defendant duly notified of the oncoming court 
proceedings by issuing a writ of summons? 

 Did the Defendant exercise his right to invoke the 
competence of the public court for this specific dispute 
during the four weeks following the writ of summons? 

 Were the proceedings held in accordance with the 
court’s Arbitration Rules? 

 Did the Defendant appear in court or was he in default? 

 Should the claim nevertheless be rejected because of 
unlawfulness or unreasonableness?  

A number of the six parameters can pose a problem, 
depending on the factual outcome of the stated question.  

For example, if the parties have no contractual clause 
appointing the private court, the court is not competent and 
therefore cannot pass a judgment. If the Defendant was not 
duly notified, the court cannot pass judgment. These 
parameters are therefore of a “fact finding” nature. 

III. REASONING METHODOLOGIES OF ISS 

From the knowledge engineering point of view, the main 
two components in developing an efficient and robust 
Intelligent System  in any domain are  (i) the knowledge base 
and (ii) the inference engines [27-32]. 

Ad (i) Concerning the knowledge base there are many 
knowledge representations and management techniques, e.g. 
lists, trees, semantic networks, frames, scripts, production 
rules, cases, and ontologies. The key to the success of such 
systems is the selection of the appropriate techniques that best 
fit the domain knowledge and the problem to be solved. The 
choice depends on the experience of the knowledge engineer.  

Ad (ii) Regarding the inference engine, there are many 
methodologies and approaches of reasoning e.g. automated 
reasoning, case-based reasoning, commonsense reasoning, 
fuzzy reasoning, geometric reasoning, non-monotonic 
reasoning, model-based reasoning, probabilistic reasoning, 
causal reasoning, qualitative reasoning, spatial reasoning and 
temporal reasoning. In fact these methodologies receive 
increasing attention within the AI in law and legal information 
processing.  

Below, we will  briefly analyze three distinguished types 
of Intelligent Systems in the legal domain, previously denoted 
as Expert Systems. We list(A) Legal Rule-Based Systems, (B) 
Frames and Semantic Networks, and (C) Case-Based Systems. 
We will then bring this section to a close under (D) with a 
discussion of the use of these Intelligent Systems in relation to 
the presented case-study of default judgment in debt collection 
proceedings. 

A. Survey of  Rule-Based Systems 

Rule-based systems solve problems by taking an input 

specification and then “chaining” together the appropriate set 

of rules from the rule base to arrive at a (new) solution. Given 

the same exact problem situation, the system will go through 

exactly the same amount of work and arrive at the new 

solution. In other words rule-based systems do not inherently 

learn. In addition, given a problem that is outside the system’s 

original scope, the system often cannot render any assistance. 

Moreover, Rule-Based Systems are quite time-consuming to 

build and maintain. The main reason is that rule extraction 

from experts is labor-intensive and rules are inherently 

dependent on other rules, making the addition of new 

knowledge to the system a complex debugging task [33-35]. 

 
Table I shows five examples of  Rule-Based Systems for 

particular legal tasks. 
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TABLE I. EXAMPLES OF RULE-BASED SYSTEMS FOR 

PARTICULAR LEGAL TASKS 

System 

Examples of Rule-Based Systems for particular legal 
tasks 

Task 
Developing 

Tools 
Rule-Based 
Systems Site 

AUDITOR Helps a professional 
auditor evaluate a 
client's potential for 
defaulting on a loan 

KAS University of 
Illinois  

DSCAS Helps contractors 
analyze the legal 
aspects of differing 
site condition (DSC) 
claims. (Differing Site 
Condition Analysis 
System) 

ROSIE University.of 
Colorado 

LDS Assists legal experts in 
settling product 
liability cases. (Legal 
Decision-making 
System) 

ROSIE The Rand 
Corporation 

SAL Helps attorneys and 
claims adjusters 
evaluate claims related 
to asbestos exposure. 
(System for Asbestos 
Litigation) 

ROSIE The Rand 
Corporation  

TAX-
ADVISOR 

Assists an attorney 
with tax estate 
planning for clients 
with large estates 
(greater than 
$175,000) 

EMYCIN University of 
Illinois, and 
Champaign -
Urbana   
 
 

 

B. Survey of  Frames and Semantic Nets 

Semantic networks are basically graphical depictions of 
knowledge that show hierarchical relationships between 
objects. A semantic network is made up of a number of nodes, 
which represent objects and descriptive information about 
those objects. Objects can be any physical items such as a 
book, car, desk, or even a person. Nodes can also be concepts, 
events, or actions. The nodes in a semantic network are also 
interconnected by link or arcs. The arcs show the relationships 
between the various objects and descriptive factors. Some of 
the most common arcs are of the is-a or has-a type [36-41].  

Table II shows five examples of Frames  and Semantic 
Nets in the domains of legal reasoning and argumentation. 

 

 

 

 

 

 

 

 

 

TABLE II. EXAMPLES OF FRAMES AND SEMANTIC NETS IN 

LEGAL REASONING AND ARGUMENTATION 

System 

Examples of Frames and Semantic Nets in legal 
reasoning and argumentation 

Task 
Developing 
Tools/K.R. 
Technique 

Site 

JUDITH Helps lawyers 
reason about civil 
law cases 

FORTRAN/ 
Relationships  

Universities 
of Heidelberg 
and 
Darmstadt 

LAS (Legal 
Analysis 
System) 

Helps lawyers 
perform simple legal 
analyses about the 
interatnional torts of 
assault & battery 

PSL/ 
Semantic Net 

MIT 

LRS (Legal 
Research 
System) 

Helps lawyers 
retrieve information 
about court 
decisions & 
legislation in the 
domain of 
negotiable 
instrument law, an 
area of 
commissionary law 
that ceals with 
checks & 
promissory notes 

Knowledge 
Base/ 
Semantic Net 

University of 
Michigan 

SARA Helps lawyers 
analyze decisions 
governed by 
discretionary norms 

Statistical 
Tool/ Frames 

ROSIE 

TAXMAN Assists in the 
investigation of 
legal reasoning and 
legal argumentation 
using the domain of 
corporate tax law 

AIMDS/ 
Frames 
 
 

EMYCIN 

 

C. Survey of the Case-Based Systems 

From a knowledge engineering  point of view, a case is a 
list of features that lead to a particular outcome (e.g., The 
information on a legal argument and the associated 
evidences). A complex case is a connected set of sub cases 
that form the problem solving task’s structure . Determining 
the appropriate case features is the main knowledge 
engineering task in case-based systems. This task involves 
defining the terminology of the domain and gathering 
representative cases of problem solving by the expert 
knowledge engineer. Case-Based reasoning (CBR) is an 
analogical reasoning method which provides both a 
methodology for problem solving and a cognitive model of 
people. 

CBR means reasoning from experiences or "old cases" in 
an effort to solve problems, to give critique on proposed 
solutions, and explain anomalous situations. It is consistent 
with observations that psychologist have made in the natural 
problem solving practice similarly as people do. People tend 
to be comfortably using the CBR methodology for decision 
making, in dynamically changing situations and other 
situations were much is unknown and even when solutions are 
not clear.  
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CBR refers to a number of concepts and techniques that 
can be used to record and index cases and then search them to 
identify the ones that might be useful in solving new cases 
when they are presented. In addition, there are techniques that 
can be used to modify earlier cases to better match new cases 
and other techniques to synthesize new cases when they are 
needed [42-45]. 

From the knowledge engineering point of view, one can 
summarize the CBR methodology in the following six 
processes. 

1. Assign Indexes: where the features of the new case are 
assigned as indexes characterizing the event. 

2. Retrieve: where the indexes are used to retrieve a 
similar past case from the case memory (the past case 
contains the prior solution). 

3. Modify: where the old solution is modified to conform 
to the new situation, resulting in a proposed solution. 

4. Test: where the proposed solution is tried out. It either 
succeeds or fails. 

5. Assign and Store: If the solution succeeds, then assign 
indexes and stores a working solution. The successful 
plan is then incorporated into the case memory. 

6. Explain, Repair and Test: If the solution fails, then 
explain the failure, repair the working solution, and test 
again. The explanation process identifies the source of 
the problem. The predictive features of the problem are 
incorporated into the indexing rules knowledge 
structure to anticipate this problem in the future. The 
failed plan is repaired to fix the problem, and the 
revised solution is then tested. 

The idea of CBR is becoming popular in developing 
knowledge-based systems because it automates applications 
that are based on precedent or that contain incomplete causal 
models. In a rule-based systems an incomplete mode or an 
environment which does not take into account all variables 
could result in either an answer built on incomplete data or 
simply no answer at all. CBR methodology attempt to get 
around this shortcoming by inputting and analyzing problem 
data. 

Table III shows seven examples of Case-Based Systems in 
the legal domain. 

 

 

 

 

 

 

 

 

III. EXAMPLES OF CASE-BASED SYSTEMS IN THE LEGAL 

DOMAIN 

System 

Examples of Case-Based  Systems in the legal 
domain 

Task 
Developing 

Tools 
Rule-Based 
Systems Site 

HYPO Performs modeling 
legal argument and 
adversarial reasoning 
with cases and 
hypotheticals in the 
legal domain 

CBR Tool  

LIR Performs retrieval of 
legal documents 

CBR Tool  

Bank XX Case-Based legal 
argument system that 
retrieves cases and 
other legal knowledge 
pertinent to a legal 
argument through a 
combination of 
heuristic search and 
knowledge-based 
indexing 

CBR Tool  

FLES Supports the law 
students in studying 
the vague concepts in 
the contracts for the 
international Sale of 
Goods. It explains 
what the meaning of 
vague legal concept in 
a query case is 

CBR Tool Tokyo 
Institute of 
Technology  

LAW-
CLERK 

Cross-context 
reminding 

CBR Tool University of 
Connecticut   
 
 

GREBE Exemplar-based 
Explanation 

CBR Tool University of 
Texas 

JUDGE Applies the case-based 
approach to legal 
reasoning in the 
context of sentencing 
convicted criminals 

CBR Tool  

 

D. The nature of the e-Court System for Debt Collection 

Proceedings 

We will now analyze the e-Court System in order to 
understand the nature of this system and to assess under which 
type of the Intelligent Systems  it can be categorized. 

In order to make such an assessment, we have developed a 
table with an overview of the key tasks in debt collection 
proceedings under Dutch law. We translate these tasks into 
system requirements. Finally we analyze what type of 
Intelligent System is used in the relevant system. 

Table IV shows the seven characteristics of the e-Court 
System for rendering default verdicts in debt collection 
proceedings. 
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TABLE IV. CHARACTERISTICS OF THE E-COURT SYSTEM FOR 

RENDERING DEFAULT VERDICTS IN DEBT COLLECTION 

PROCEEDINGS 

Key Task in 
Debt Collection 

Proceedings 
under Dutch 

law  

Characteristics of the e-Court System for 
rendering Default Verdicts in Debt Collection 

Proceedings 

System Requirement 

Nature 
Rule-Based / Frames 
and Semantic Nets / 

Case Based / 
External ES/ 

/Human Intervention 

Identify the 
Parties, and 
verify their data 
(birth date, 
address) 

Ímport the data from the 
documents (contract, copy 
of invoices) and verify the 
data against the state’s 
formal registers. 

External ES (court 
bailiff’s)/ /Human 
Intervention (court 
bailiffs) 

Establish 
competence of 
the court 

(a) Review the contract for 
a forum choice; (b) 
Establish that the 
Defendant (i) was duly 
notified, (ii) did not use his 
right to evoke competence 
of the public court 

(a) Human 
Intervention takes 
place prior to the 
admission of a 
Plaintiff to the e-
Court system in a 
principal, pro-active 
manner rather than 
in a reactive case-
by-case manner; (bi) 
External ES (court 
bailiff’s expert 
system, (bii) 
External ES (court 
bailiff’s expert 
system 

Establish that the 
proceedings 
were held in 
accordance with 
the court’s 
Arbitration 
Rules 

E-Court System does not 
allow to deviate from the 
Arbitration Rules, and the 
Parties have editing rights 
for claim/ defense/ 
reaction/ final defense 

Rule Based ES 

Select correct 
template for a 
Default Verdict 

In the absence of an 
uploaded defense into the 
e-Court system, the status 
of the case is Default. The 
selection of the template is 
linked to this status. 

Rule Based ESs 

Award the 
claimed amounts 

Due to the lack of defense 
the claim is awarded fully 

None – Classic 
calculation tools and 
models 

Produce the 
digitally signed 
original, as well 
as an unsigned 
copy of the 
completed 
verdict 

Make the verdict available 
in PDF, and allow for the 
original document to be 
digitally signed.  

Rule Based ES 

Determine that 
the claim is not 
unlawful or 
unreasonable 

 Human Intervention 
takes place prior to 
the admission of a 
Plaintiff to the e-
Court system in a 
principal, pro-active 
manner rather than 
in a reactive case-
by-case manner 

 
Based on the information of Table IV. we may draw three 

conclusions. 

The first conclusion is that the e-Court System makes a 
limited use of the Rule Based systems, and makes neither use 

of the Frames and Semantic Nets, nor of the Case-Based 
systems.  

The second conclusion is that a number of tasks is 
performed on a pro-active, principle-based approach by 
human intervention, rather than on a reactive, case-by-case 
based approach by AI. We will explain the difference by using 
an example in relation to the establishment by the judge 
whether or not the court is competent to render a verdict. Let 
us assume that a health insurance company in the Netherlands 
wishes to submit its debt collection cases to e-Court for 
handling it according to the existing legal ruling. The 
company indicates that there will be approximately 30,000 
legal proceedings per annum. As to the first System 
Requirement, the digital judge will not have to make the 
assessment on a case by case basis. The assessment is made in 
an earlier stage, being the moment when e-Court decides 
whether or not to give the health insurance company access to 
the e-Court System. There is a plaintiff acceptance policy 
established, which is similar to the “know your customer” 
rules and regulations in the financial industry. One topic of 
investigation is a review of the standard contract used by the 
Plaintiff, in order to determine whether the standard contract 
contains a forum choice for e-Court. Following this due 
diligence of the future Plaintiff, which includes discussions in 
the field of consumer protection, the Plaintiff will or will not 
be accepted. This process is performed by human intervention, 
as e-Court prefers to establish a level of trust and would like 
be convinced of the integrity and the good faith of the 
Plaintiff.   

The third conclusion is that the success of AI in the legal 
system will largely depend on finding a well considered path 
through a minefield consisting of the almost infinite number of 
technical possibilities, the limited financial resources, and the 
hindering complexity of the legislation, as well as a legal 
conservative culture that enhances professional fear and 
mistrust of applying new ideas in practice.  

The introduction of the first digital (i.e., non-human) judge 
in a legal environment as performed by e-Court has been taken 
with utmost care. Hence, e-Court started  resolving conflicts of 
a non-complex nature. Here it was soon revealed that  even a 
simple software tool can evoke a huge impact on the legal 
system. The rationale behind the cautious policy is that a 
conservative approach of even a small step in technology can 
show the promise it entails. By doing so, e-Court has 
successfully averted the danger of falling into the trap of 
highly complicated, time consuming and expensive 
development processes that in the end would have resulted in 
a system far too sophisticated for the tasks ahead.  The lessons 
learned over the past four years allow for further steps in the 
use of AI in legal decision making. 

IV. THE RISE OF THE ROBOTIC JUDGE 

In view of the information provided, we acknowledge that 
there are many benefits of the e-Court robotic judge in relation 
to our case study. We will restrict ourselves to a discussion of 
three (evident) benefits of the use of the digital judge, followed 
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by a presentation of one major legal complication. We will 
then describe how the public courts processes the verdicts. 

A. Three  benefits of the e-Court digital judge  

The first evident benefit is that the digital judge works fast. 
In today’s world where large numbers of well educated, well 
organized  consumers participate in the economic and legal 
community as usual consumers by purchasing goods and 
services, the demand for justice has equally grown to reach a 
scale that makes the use of ICT-tools a necessity. 

The second benefit is that the digital judge can be 
considered the “most objective judge of the Netherlands”, as 
the judge is impartial and will give rulings without favoring 
any of the parties involved on the basis of past or present 
relationships, misplaced empathy, admiration or other 
subjective influences in the decision making. 

The third benefit is that  the digital judge works without 
miscalculations. The software has been designed in such a 
manner, that all amounts are calculated without the risk of 
human error. 

Here it is recalled that the benefits are based on handling 
conflicts of a non-complex nature.  

B. The major legal complication 

There is one major legal complication in relation to the 
performance of the digital judge as seen from a legal point of 
view. Despite the benefits of using AI in decision making, 
Dutch legislation does not provide for the possibility of a 
digital judge. Its incorporation in the laws and regulations is 
not to be expected  soon, although there is currently some 
reconsideration. The last fundamental modernization of the 
arbitration rules has just taken place, and the new arbitration 
law has come into effect as of January 1st, 2015. The solution 
to this problem required some legal engineering. The outcome 
thereof is the situation, whereby the digital judge renders the 
verdict in the name of the (human) judge. The task of the 
human judge is therefore limited to a random testing of the 
verdicts. To date, there has not been one case in which the 
human e-Court judge was able to improve the verdict by the 
digital judge. 

C. Handling the executional  process by the public court 

Prior to the execution of an arbitrational verdict, one must 
still obtain a title for execution under Dutch law. These titles 
are listed in article 430 Dutch Code of Civil Proceedings. In 
relation to arbitrational verdicts the parties will usually seek 
permission for execution from the public court (article 1062 
Dutch Code of Civil Proceedings).   

Since 2011, the original, digitally signed verdicts in PDF 
are sent to the public court, as an attachment (on a CD, USB or 
other data carrier) to a formal petition (on paper). The court 
will then print all verdicts on paper, and a court’s clerk will 
manually insert the data, such as the names of the parties, the 
name of the (human) e-Court judge) in the public court’s 
system. The clerks will then recalculate manually the awarded 
amounts (claim amount, interest rate, and other costs). This 
process is manually executed one verdict at a time. 

To date, there has not been one case in which the clerks 
were able to improve the calculations in the verdict. However, 
there have been examples whereby human error occurred as a 
result of manual process of the clerks copying all data into the 
public court’s system. 

V. CONCLUSIONS 

In this paper we examined the use of AI in rendering 
verdicts by e-Court, the first online private court in the 
Netherlands. We discussed the legal decision making in the 
meaning of rendering default verdicts in debt collection 
proceedings. 

We categorized the parameters required for rendering this 
type of verdicts, followed by a discussion of the Intelligent 
Systems in legal decision making. After analysis of  the nature 
of the e-Court system, we had to conclude that the e-Court 
system makes only very limited use of the available Intelligent 
Systems in legal decision making. We introduced and 
discussed the rationale behind the cautious approach by e-
Court. We then mentioned (1) three benefits of the use of the 
digital judge, (2) a major legal complication and (3) the 
manner in which the public courts process these verdicts.  

The question arises whether we could argue that the 
robotic judge has developed from science fiction to a science 
fact, by coming into existence in this contemporary court 
house. Our answer to that question would be: “Yes and no”.   

The answer is “yes”, because the verdicts in our case study 
are indeed generated solely as a result of the – selective, cost 
efficient and smart -  use of AI, without any human reason or 
intervention involved whatsoever, once the Proceedings have 
started. 

The answer is  “no”, because the type of cases this robotic 
judge can handle do not involve the weighing of arguments, 
the application of case law (jurisprudence) and a decision 
model in the case of doubt. In other words the robotic judge 
has not yet come into its full power and existence from a 
technical point of view. 

We will therefore not make the case that the robotic judge 
has come to its full Artificial Intelligent potential at e-Court. 
Nevertheless, he has indeed been brought to life, and he has 
successfully performed its tasks over the past four years. Our 
overall conclusion would therefore be that we are indeed 
witnessing the rise of the robotic judge in modern digital 
private court proceedings.   
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Abstract— In this paper, we propose a general design of rectangular microstrip antenna with and without rectangular aperture over 

ground plane, based on artificial neural networks (ANN) in conjunction with spectral domain formulation. In the design procedure, 

syntheses ANN model is used as feed forward network to determine the resonant frequency and bandwidth. Analysis ANN model is 

used as the reversed of the problem to calculate the antenna and aperture dimensions for the given resonant frequency, dielectric 

constant and height of substrate. The spectral domain formulation combined with artificial neural network in the analysis and the 

design of rectangular antenna to reduce the complexity of the spectral approach and to minimize the CPU time necessary to obtain the 

numerical results. The results obtained from the neural models are in very good agreement with the experimental results available in 

the literature. 

Keywords—microstrip antenna; artificial neural network; modeling 

I.  INTRODUCTION 

Microstrip antennas (MSAs) are used in a broad range of 
applications from communication systems to biomedical 
systems, primarily due to their simplicity, conformability, low 
manufacturing cost, light weight, low profile, reproducibility, 
reliability, and ease in fabrication and integration with solid-
state devices [1-2]. The main shortcomings of these antennas 
are narrow bandwidth and low gain. These shortcomings can 
be overcome in by proper design of an antenna, and especially 
by using proper substrate thickness and dielectric constant as 
well as a proper way of feeding [3-5].  

Several methods [6-9], varying in accuracy and 
computational effort, have been proposed and used to 
calculate the resonant characteristics of various microstrip 
antennas shapes. Generally, there are two methods for analysis 
of microstrip antenna such as numerical method and analytical 
method. Despite simple analytical methods giving a good 
intuitive explanation of antenna radiation properties, exact 
mathematical formulations involve extensive numerical 
procedures, resulting in round-off errors and possibly needing 
final experimental adjustments to the theoretical results [2]. 
The numerical methods are complicated compared to 
analytical methods [10]. They are also time consuming and 

not easily included in a computer-aided design package [1-2]. 
On the other hand, commercial software uses computer-
intensive numerical methods such as, finite element method 
(FEM), method of moment (MoM), finite difference time 
domain (FDTD) method, etc…. But the resulting codes are 
often too slow for design purposes, since they take a lot of 
computation time and require large computer resources [11]. 
To reach to a final optimized structure, it might need several 
simulations.  In order to reduce this time of computation, some 
commercially available packages are now available with 
optimizers, but for this also, number of simulations are 
required [11]. It is well-known that the electromagnetic 
simulation takes tremendous computational efforts, and the 
practical measurement is expensive [12]. 

Currently, computer-aided design (CAD) models based on 
artificial neural networks (ANNs) have been applied for 
analysis and synthesis of microstrip antennas in various forms 
such as rectangular, square, and circular patch antennas [13]. 
Due to their ability and adaptability to learn, generalizability, 
smaller information requirement, fast real-time operation, and 
ease of implementation features [1], neural network models 
are used extensively for wireless communication engineering, 
which eliminate the complex and time-consuming 
mathematical procedure of designing, like the method of 
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moments [14]. The neural networks in conjunction with 
spectral domain approach was firstly proposed by Mishra and 
Patnaik [15], to calculate the complex resonant frequency and 
the input impedance [16] of rectangular microstrip antenna, 
this approach is named neurospectral method [8]. This is the 
main reason for selecting the neurospectral to estimate the 
resonant frequency and half-power bandwidth of a rectangular 
microstrip patch over ground plane with rectangular aperture. 
The analysis model is used to obtain the resonant frequency 
for a given dielectric material and patch structure, whereas the 
synthesis model is built to determine patch and aperture 
dimensions for the required design specifications [12]. 

The objective of this work is to present an integrated 
approach based on artificial neural networks and spectral 
domain approach. We introduce the artificial neural networks 
in the analysis and synthesis of a rectangular microstrip patch 
over a ground plane with rectangular aperture to reduce the 
complexity of the spectral approach and to minimize the CPU 
time necessary to obtain the numerical results. The 
neurospectral model is simple, easy to apply, and very useful 
for antenna engineers to predict both resonant frequency and 
half-power bandwidth. 

II. SPECTRAL DOMAIN FORMULATION 

The geometry of the considered structure is shown in Fig.1. 

We have a rectangular microstrip patch of length Lp along the 

x direction and width Wp along y direction over   ground plane 

with a rectangular aperture of length La and width Wa. Both 

the center of the patch and the center of aperture have the 

coordinate value (x, y) = (0, 0). Also, the metallic patch and 

the ground plane are assumed to be perfect electric conductors 

of negligible thickness. The dielectric layer of thickness d is 

characterized by the free-space permeability 0 and the 

permittivity 0 , r ( 0 is the free-space permittivity and the 

relative permittivity r can be complex to account for 

dielectric loss). The ambient medium is air with constitutive 

parameters 0 and 0 . 

All fields and currents are time harmonic with the ti  

time dependence suppressed. The transverse fields inside the 

substrate region can be obtained via the inverse vector Fourier 

transforms as [4, 17]  
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where ),( ss rkF  is the kernel of the vector Fourier 

transforming domain (VFTD) [4, 17] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Geometrical structure of a tunable rectangular microstrip patch over 

a ground plane with rectangular aperture. 
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The relation witch related the current )( skj , )(0 skj on the 

conducting patch (ground plane with rectangular aperture) to 

the electric field on the corresponding interface ),( ps zke , and 

),( as zke  
given by 
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The four 2×2 diagonal matrices )k(G s , )k(Ψ s , )k(Φ s , 

and )k(Y s  stand for a set of dyadic Green’s functions in the 

vector Fourier transform domain. It is to be noted that )k(G s  

is related to the patch current and )k(Y s  is related to the 

aperture field. )k(Ψ s  and )k(Φ s  represent the interactions 

between the patch current and aperture field. In Equations (4) 

and (5) the unknowns are )k(j s and )k(e as ,z . Another 

possible choice in the analysis of microstrip patches over 

ground planes with apertures is to consider )k(j s 0 as 

unknown instead of )k(e as ,z . It is anticipated, however, that a 

very large number of terms of basis functions would be 
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needed for the expansion of the current )r(j s0  on the ground 

plane with aperture because of the wide conductor area. 

Hence, it is better to apply the Galerkin procedure to the 

unknown ),r(E as z field at the aperture [17]. 

The transverse electric field at the plane of the patch and 

the surface current density on the ground plane with a 

rectangular aperture can be obtained from Equations (4) and 

(5), respectively, via the inverse vector Fourier transforms as 
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Boundary conditions require that the transverse electric 

field of Equation (6) vanishes on the perfectly conducting 

patch and the current of Equation (7) vanishes off the ground 

plane, to give the following coupled integral equations for the 

patch current and aperture field: 
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The first step in the moment method solution of Equations 

(8) and (9) is to expand both the patch current )( skj  and 

aperture field ),( as zkE as 
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where Jxn, Jym, Exp, and Eyq are known basis functions and 

an, bm, cp, and dq are the mode expansion coefficients to be 

sought. Using the technique known as the moment method 

[17], with weighting modes chosen identical to the expansion 

modes, Equations (8) and (9) are reduced to a system of linear 

equations which can be written compactly in matrix form as 
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The elements of the matrix )()(U MNMN )( , )()(V QPMN )( , 

)()(W MNQP )( , and )()(Z QPQP )(  are given in [13]. 

It is easy to show that the entire matrix in Equation (12) is 

a symmetric matrix. For the existence of a non-trivial solution 

of Equation (12), we must have 
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Equation (13) is the characteristic equation for the 

complex resonant frequency ir fff i  of the generalized 

microstrip structure illustrated in Fig.1. rf  is the resonant 

frequency and ri ff /2  is the half-power bandwidth of the 

structure.  

In the following section, a basic artificial neural network is 

described briefly and the application of neural network to the 

prediction the resonant characteristics of the microstrip 

antenna are then explained.  

III. ARTIFICIAL NEURAL NETWORK 

Artificial neural networks (ANNs) have been successfully 

applied to solve many real world problems, specially the 

problems which can be hard tracked by expert systems. These 

networks can predict the relationship between the input and 

output set without prior knowledge of the process model. The 

network can solve the problems related with complex 

engineering systems, difficult electromagnetic computation 

etc. [18]. In the course of developing an ANN model, the 

architecture of the neural network and the learning algorithm 

are the two most important factors. ANNs have many 

structures and architectures [19-20]. The class of the ANN 
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and/or the architecture selected for a particular model 

implementation depends on the problem to be solved. 

Multilayer perceptrons (MLP) have been applied 

successfully to solve some difficult and diverse problems by 

training them in a supervised manner with a highly popular 

algorithm known as the error back propagation algorithm [21]. 

 

 

 

 

 

 

 

 

 

Figure 2. General form of multilayered perceptrons. 

As shown in Fig.2, the MLP consists of an input layer, one 

or more hidden layers, and an output layer. Neurons in the 

input layer only act as buffers for distributing the input signals 

xi to neurons in the hidden layer. Each neuron in the hidden 

layer sums its input signals xi after weighting them with the 

strengths of the respective connections wji from the input layer 

and computes its output yj as a function f of the sum, namely 

 )( ijij xwfy      

Where f can be a simple threshold function or a sigmoid or 
hyperbolic tangent function [22]. The output of neurons in the 
output layer is computed similarly. Training of a network is 
accomplished through adjustment of the weights to give the 
desired response via the learning algorithms. An appropriate 
structure may still fail to give a better model unless the 
structure is trained by a suitable learning algorithm. A learning 
algorithm gives the change Δwji (k) in the weight of a 
connection between neurons i and j at time k. The weights are 
then updated according to the formula 

 )()()( 11  kwkwkw jijiji       

In this work, both Multilayer Perceptron (MLP) 

networks were used in ANN models. MLP models were 

trained with almost all network learning algorithms. 

Hyperbolic tangent sigmoid and linear transfer functions were 

used in MLP training. The train and test data of the synthesis 

and analysis ANN were obtained from calculated with spectral 

model and a computer program using formula given in Section 

2. The data are in a matrix form consisting inputs and target 

values and arranged according to the definitions of the 

problems. Using [19-20], two are generated for learning and 

testing the neural model. The different network input and 

output parameters are shown in Figure 3 and 4. Some 

strategies are adopted to reduce time of training and 

ameliorate the ANN models accuracy, such as preprocessing 

of inputs and output, randomizing the distribution of the 

learning data [23], and normalized between 0.1 to 0.9 in 

MATLAB software before applying training. For an applied 

input pattern, the arbitrary numbers between 0 and 1 are 

assigned to initialize the weights and biases [10]. The output 

of the model is then calculated for that input pattern. 

The CPU time taken by the spectral domain to give the 

both resonant frequency and half-power bandwidth for each 

input set is more than five minutes; it depends on three initial 

values used in Muller’s algorithm for not seeking of the 

characteristic equation. All the numerical results presented in 

this paper we obtained on a Pentium IV computer with a 2.6-

GHz processor and a total RAM memory of 2 GB. 

In this work, the patch and aperture dimensions of the 

microstrip antenna are obtained as a function of input 

variables, which are height of the dielectric material (d), 

dielectric constants of the substrate (εr), and the resonant 

frequency (fr), using ANN techniques “Fig. 3”. Similarly, in 

the analysis ANN, the resonant frequency of the antenna is 

obtained as a function of patch (Wp, Lp) and aperture (Wa, La) 

dimensions, height of the dielectric substrate (d), and 

dielectric constants of the material (εr) “Fig. 4”. Thus, the 

forward and reverse sides of the problem will be defined for 

the circular patch geometry in the following subsections. 

It should be pointed out that the presence of apertures in 

the ground plane of microstrip patch antennas unavoidably 

affects the resonant properties of the antennas. This effect of 

ground-plane apertures on microstrip patches has been 

explicitly shown in [24-25,] and [4, 17], where the authors 

have demonstrated that apertures in the ground plane of 

rectangular microstrip patches can be used as a way to tune 

their resonant frequencies [17]. Since ground-plane apertures 

can play a role in the design of microstrip patch antennas and 

microstrip patch circuit components. By designer point of 

view, it is important to give to the calculation of the antenna 

physical and geometrical parameters the same importance as 

its resonant characteristics. 

Because there is no explicit model that gives the dimension 

of the patch (ground-plane apertures) directly and accurately 

and because of the high nonlinearity of the relationship 

between the resonant frequency and the patch dimension 

(ground-plane apertures), the reverse modeling is needed [19]. 

Therefore, this example is very useful for illustrating features 

and capabilities of synthesis ANN.  

A. The forward side of the problem: The synthesis ANN 

The input quantities to the ANN black-box in synthesis 

“Fig. 3” can be ordered as: 
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Figure 3.  Synthesis Neural model for predicting the patch and aperture 

dimensions of an antenna with rectangular aperture in the ground plane. 
 

 d: height of the dielectric substrate; 

 εr: effective dielectric substrate; 

 fr : resonant frequency of the antenna. 

The following quantities can be obtained from the output 

of the black-box as functions of the input variables: 

 Wp: width of a rectangular patch; 

 Lp: length of a rectangular patch. 

 Wa: width of a rectangular aperture; 

 Lp: length of a rectangular aperture. 

B. The reverse side of the problem: The analysis ANN 

In the analysis side of the problem, terminology similar to 

that in the synthesis mechanism is used, but the resonant 

frequency of the antenna is obtained from the output for a 

chosen dielectric substrate, patch and aperture dimensions at 

the input side as shown in “Fig. 4”. 
 

 

 

 

 

 

 

 

Figure 4. Analysis Neural model for predicting the resonant frequency and 

bandwidth of rectangular microstrip antenna with rectangular aperture in the 

ground plane. 

To find a proper ANN-based synthesis and analysis 

models for rectangular microstrip antenna with rectangular 

aperture in the ground plane, many experiments were carried 

out in this study. After many trials, it was found that the target 

of high accuracy was summarized in Table 1.  

TABLE 1. COMPARISON OF PERFORMANCE DETAILS OF ANALYSIS AND 

SYNTHESIS MODEL. 

Algorithm details 
Neurospectral approach 

Analysis model Synthesis model 

Activation function sigmoid sigmoid 

Training function (back-propagation) trainrp trainrp 

Number of data 250 250 

Number of neurons (input layer) 6 3 

Number of neurons (2 hidden layers) 12-12 8-10 

Number of neurons (output layer) 2 4 

Epochs (number of iterations) 5000 10000 

TPE (training performance error) 10-4 10-4 

Time required 270 min 320 min 

LR (learning rate) 0.6 0. 5 

 

IV. NUMERICAL RESULTS AND DISCUSSION 

In order to determine the most appropriate suggestion 
given in the literature, we compared our computed values of 
the resonant frequencies of rectangular patch antennas with 
the theoretical and experimental results reported by other 
scientists [26], which are all given in Table 2.  

From Table 3 it is observed that the bandwidths of a 
rectangular microstrip antenna computed by the present 
approach are closer to the experimental [27], and theoretical 
values [28-29]. 

 
TABLE 2. COMPARISON OF MEASURED AND CALCULATED RESONANT 

FREQUENCIES OF A RECTANGULAR MICROSTRIP ANTENNA WITH A 

RECTANGULAR APERTURE IN THE GROUND PLANE; Lp ×Wp =34 mm×30 mm, 

r =2.62. 

Aperture 

dimension 

La ×Wa (mm²) 

Substrate thickness 

d (mm) 

Resonant frequencies fr 

(GHz) 

Measured 

[26] 
Our results 

7×0.7 0.794 2.896 2.901 

10×1 3.175 2.750 2.770 

 

In Table 4, the resonant frequencies obtained by the present 

approach are compared with the previous results [30-31]. The 

comparison shows that the resonant frequencies computed by 

the present method are in very good agreement with the 

measured data for a rectangular patch printed on a single 

substrate.  

TABLE 3. COMPARISON OF THE CALCULATED BANDWIDTH WITH 

MEASURED AND CALCULATED DATA, FOR A RECTANGULAR MICROSTRIP 

PATCH ANTENNA WITHOUT APERTURE IN THE GROUND PLANE, r =2.33. 

Input parameters (mm) 
Bandwidth (%) 

Measured Calculated 

Wp Lp d [27] [28] [29] 
Our 

results 

57 38 3.175 3.12 4.98 3.5 3.75 

45.5 30.5 3.175 4.08 6.14 4.0 4.16 

17 11 1.524 6.60 8.21 4.8 6.70 

 
 

TABLE 4.  COMPARISON OF CALCULATION AND MEASURED 

RESONANT FREQUENCIES FOR RECTANGULAR MICROSTRIP ANTENNA 

WITHOUT APERTURE IN THE GROUND PLANE; WITH Lp=25.08mm, 

Wp=15.438mm. 
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The results of the synthesis ANN model and comparison with 

the targets are given in Table 5. The very good agreement 

between the values obtained with the model-neuronal 

synthesis and target values, supports the validity of the neural 

model. The CPU time taken to calculate the patch dimensions 

(ground-plane apertures) by using synthesis model is less than 

a 0.09 second. 

In Table 6, we compare our results obtained via the 

proposed neurospectral model with those obtained using the 

conventional spectral domain method approach (SDA). As 

well, to the resonant frequency and half-power bandwidth, we 

have also shown the CPU time in this table. It is clear that our 

resonant frequencies and bandwidths coincide with those 

obtained by the conventional moment method. 

Note that, the time required for obtaining the resonant 

frequency and half-power bandwidth using the neurospectral 

model is much less in comparison to the spectral domain 

method.  
TABLE .5 RESULTS OF THE SYNTHESIS ANN AND COMPARISON WITH THE 

TARGETS. 
Input parameters Patch dimension (mm) Aperture dimension (mm) 

fr 

GHz) 
d 

(mm) r  
W-

target 
Lp-

target 
Wp-
ANN 

Lp-
ANN 

Wa-
target 

La-
target 

Wa-
ANN 

La-
ANN 

7.30 0.17 2.22 8.5 12.9 8.485 12.91 1.7 2.6 1.68 2.60 

7.98 0.17 2.22 7.9 11.85 7.906 11.84 1.5 2.5 1.48 2.49 

3.71 0.79 2.22 20.0 25.0 19.980 24.99 5.0 7.0 5.05 7.06 

4.63 1.57 2.33 18.1 19.6 18.121 19.58 3.5 5.5 3.48 5.49 

3.96 3.18 2.33 29.5 19.5 19.482 19.49 6.0 4.0 6.03 4.02 

7.65 1.52 2.33 17.0 11.0 17.060 11.05 3.4 2.4 3.38 2.39 

2.16 1.52 2.50 41.4 41.4 41.385 41.39 6.2 6.2 6.19 6.20 

5.07 3.0 2.50 15.3 16.3 15.311 16.28 3.0 3.2 3.03 3.19 

6.34 2.42 2.55 11.2 12.0 11.213 12.08 5.6 6.0 5.58 5.98 

5.57 2.52 2.55 14.03 14.85 14.052 14.86 2.8 2.8 2.78 2.80 

4.42 1.27 10.3 9.1 10.0 9.114 10.06 1.8 2.0 1.81 1.99 

 

TABLE .6 COMPARISON OF OUR RESULTS OBTAINED VIA THE 

PROPOSED NEUROSPECTRAL MODEL WITH THOSE OBTAINED USING THE 

CONVENTIONAL SPECTRAL DOMAIN METHOD, WITH Wp×Lp=4×2 mm². 

Input parameters 
Conventional method 

(SDA) 
Neurospectral method 

W 

 

L 

 

d 

 
r  

fr 
(GHz) 

Bw  
(%) 

CPU 

Time 
(min) 

fr 
(GHz) 

Bw 
(%) 

CPU 

Time 
(Sec) (mm) 

2.5 2.5 0.6 2.35 8.956 3.382 5.39 8.972 3.365 0.090 

2.5 5 0.8 2.35 8.038 4.221 5.40 8.012 4.178 0.091 

5 2.5 1 2.35 8.710 5.621 5.43 8.731 5.642 0.092 

2.5 2.5 0.6 3.4 7.531 2.413 5.42 7.562 2.397 0.091 

2.5 5 0.8 3.4 6.784 2.931 5.40 6.778 2.894 0.090 

5 2.5 1 3.4 7.356 4.063 5.38 7.325 4.023 0.091 

2.5 2.5 1.2 10.3 4.365 1.394 5.38 4.352 1.412 0.091 

5 2.5 1.4 10.3 4.295 1.645 5.37 4.278 1.637 0.091 

2.5 5 1.8 10.3 4.057 2.053 5.41 4.036 1.997 0.090 

 

V. CONCLUSION 

In this paper a general procedure is suggested for modeling 
and design of rectangular microstrip antenna with and without 
rectangular aperture in the ground plane, using spectral 
domain approach in conjunction with artificial neural 
networks. In the design stage, synthesis is defined as the 
forward side and then analysis as reverse side of the problem. 
During synthesis of the antenna, it is desirable for the design 

engineers to know different performance parameters of an 
antenna simultaneously, instead of knowing individual 
parameters, alternatively. Hence, the present approach has 
been considered more generalized and efficient. The spectral 
domain technique combined with the ANN method is several 
hundred times faster than the direct solution. This remarkable 
time gain makes the designing and training times negligible. 
Consequently, the neurospectral method presented in this 
paper is a useful method that can be integrated into a CAD 
tool, for the analysis, design, and optimization of practical 
shielded (Monolithic microwave integrated circuit) MMIC 
devices. 
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Abstract− The paper presents that genetic algorithm can be used for tuning two degree of freedom Proportional Integral 

Derivative (2DOF – PID) controller. 3rd order plant is considered to be controlled using (2DOF – PID) controller, firstly 

3rd order plant has been tested without controller in closed loop system. Secondly the system response is tested with 

proportional controller then with conventional PID controller, Genetic Algorithm used in both cases in order to obtain 

optimum response and disturbance rejection. Finally, 2DOF – PID controller is considered for controlling the above plant 

in closed loop system. The transfer function of this controller is mathematically rearranged in order to have three 

parameters to be tuned using GA. Simulation results show that 2DOF – PID controller is an effective controller for tracking 

command signal and disturbance rejection. 

Keywords: 2DOF – PID controller, Genetic Algorithm 

I. INTRODUCTION 

Proportional – Integral – Derivative (PID) controllers are 

widely used as a core of industrial control applications. This 

popularity is mainly due to simplicity in determining its 

parameters and implementation in hardware and software. 

Despite this popularity, PID controllers cannot provide 

simultaneously shape the responses to both reference and 

disturbance signals. This is due to the fact that conventional 

PID controller has one closed loop transfer function, therefore, 

it is classified as 1DOF (one degree of freedom) controller 

[1]. 

As the PID controller is classified as 1DOF, therefore if the 

parameters of the PID are tuned to optimize the response of the 

control system to the command signal, the performance to the 

disturbance rejection will be deteriorated [1,2]. 

To solve this problem 2DOF PID controller has been 

considered in the literature. The dominant feature of the 2DOF 

PID controller is the two sets of parameters. One of these sets 

can be used to optimize the performance of the control system 

to the command signal, while the other sets can be used to 

optimize the performance against the disturbance [1, 2]. 

In [1-8], various structures of 2DOF PID controller were 

proposed and different tuning methods were applied in order to 

obtain good control performance both in command tracking and 

disturbance rejection characteristics. 

In this paper, Genetic Algorithm GA will be considered for 

tuning 2DOF PID controller parameters to achieve optimum 

control performance for a 3rd order plant from command 

tracking and disturbance rejection points of view.  

II. 2DOF PID CONTROLLER 

A good performance for both set-point tracking and disturbance 

rejection can be achieved by using 2DOF PID controller which 

is also known as ISA – PID controller. The structure contains a 

standard PID controller in the feedback loop and a pre – filter 

to the command signal as shown in figure (1) [1]. 
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FIG (1): 2DOF PID Control System 

Where R(s) is the command signal (reference input), E(s) is the 

error signal, D(s) is the disturbance and Y(s) is the system 

response. 

The input – output relations of the closed – loop system is given 

as [1,2]: 

𝑌(𝑠) =
𝑃(𝑠)(𝐶(𝑠) + 𝐶𝑓(𝑠)

1 + 𝑃(𝑠)𝐶(𝑠)
𝑅(𝑠) +

𝑃(𝑠)

1 + 𝑃(𝑠)𝐶(𝑠)
𝐷(𝑠)                        (1) 

Where: 

𝐶(𝑠) = 𝑘𝑝 (1 +
1

𝑇𝑖𝑠
+ 𝑇𝑑𝑠)                                                                        (2) 

Which represents conventional PID controller with 

proportional gain kp, integral coefficient (
𝑘𝑝

𝑇𝑖
) and derivative 

coefficient kpTd. 

and  

𝐶𝑓(𝑠) = 𝑘𝑝(𝛼 + 𝛽𝑇𝑑𝑠)                                                                               (3) 

Where α and β are a weighted parameters of feed forward 

controller, or a pre – filter. 

The discrete 2DOF PID controller can be obtained by mapping 

equations (2) and (3) from s-domain to z-domain using bilinear 

transformation, therefore: 

𝐶(𝑧) = 𝐶(𝑠)|
𝑠=

2
𝑇

𝑧−1
𝑧+1

                                                                                 (4) 

𝐶𝑓(𝑧) = 𝐶𝑓(𝑠)|
𝑠=

2
𝑇

𝑧−1
𝑧+1

                                                                              (5) 

Therefore, equation (4) will be 

𝐶(𝑧) = 𝑘𝑝 [
(1 +

2𝑇𝑑

𝑇
+

𝑇
2𝑇𝑖

) 𝑍2 + (
𝑇
𝑇𝑖

−
4𝑇𝑑

𝑇
) 𝑍 + (

𝑇
2𝑇𝑖

+
2𝑇𝑑

𝑇
− 1)

𝑍2 − 1
]     (6) 

 While, equation (5) will be 

𝐶𝑓(𝑧) = 𝑘𝑝 [
(𝛼 +

2𝛽𝑇𝑑

𝑇
) 𝑍 + (𝛼 −

2𝛽𝑇𝑑

𝑇
)

𝑍 + 1
]                                   (7) 

Equation (6) can be rearranged to the following form 

𝐶(𝑧) =
𝐿𝑍2 + 𝑀𝑍 + (𝐿 − 2)

𝑍2 − 1
                                                           (8) 

Where:    𝐿 = 𝑘𝑝 (1 +
2𝑇𝑑

𝑇
+

𝑇

2𝑇𝑖
) 

              𝑀 = 𝑘𝑝 (
𝑇

𝑇𝑖

−
4𝑇𝑑

𝑇
) 

and equation (7) can be modified to the following form 

𝐶𝑓(𝑧) = [
𝑁𝑍 + (𝑁 − 2)

𝑍 + 1
]                                                                                (9) 

Where: 𝑁 = −𝑘𝑝(𝛼 +
2𝛽𝑇𝑑

𝑇
) 

The discrete form of the 3rd order plant considered in this paper 

is: 

𝑃(𝑧) = (
0.0001436𝑧−1 + 0.0004951𝑧−2 + 0.000104𝑧−3

1 − 2.464𝑧−1 + 2.018𝑧−2 − 0.5488𝑧−3
)             (10) 

III. DISCRETE – TIME CONTROL SYSTEM 

Referring to equations (8 – 10) and fig (1), the set of LTI 

difference equations are shown below: 

𝑥(𝑛) = −𝑥(𝑛 − 1) + 𝑁𝑟(𝑛) + (𝑁 − 2)𝑟(𝑛 − 1)                                (11) 

𝑤(𝑛) = 𝑤(𝑛 − 2) + 𝐿𝑒(𝑛) + 𝑀𝑒(𝑛 − 1) + (𝐿 − 2)𝑒(𝑛 − 2)        (12) 

𝑣(𝑛) = 𝑥(𝑛) + 𝑤(𝑛)                                                                                     (13)    

𝑢(𝑛) = 𝑣(𝑛) + 𝑑(𝑛)                                                                                  (14) 

       𝑦(𝑛) = 2.99𝑦(𝑛 − 1) + 2.98𝑦(𝑛 − 2) − 0.99𝑦(𝑛 − 3)

+ 10−7(1.662𝑥(𝑛 − 1)

+ 6.633𝑥(𝑛 − 2

+ 1.654𝑥(𝑛 − 3))                                                   (15) 

|𝑒(𝑛)| = |𝑟(𝑛) − 𝑦(𝑛)|                                                                          (16) 

𝐼𝐴𝐸 = ∑|𝑒(𝑘)|                                                                                      (17)

𝑛

𝑘=0

 

Minimization of the IAE represents optimization of the system 

response to both reference signal 𝑟(𝑛) and the output 

disturbance rejection. To achieve this goal, there are three 

parameters must be tuned; these are L, M, and N. 

IV. GENETIC ALGORITHM 
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Genetic Algorithm is a stochastic global searching algorithm 

used to solve complicated problems by simulating the 

evolutionary course of natural selection and natural inheritance 

of biology circles. In genetic Algorithm, code space is used to 

replace problem space, fitness function is regarded as 

evaluating criterion, code population is regarded as evolution 

base, selection and genetic mechanism is actualized by genetic 

operation on individual bit chain of population. A repeated 

course is formed in this way. The individual of population 

evolves ceaselessly by recombining some important genes of 

code bit chain stochastically, and approaches to the optimal 

gradually till reaching the goal of solving the problem 

ultimately [9]. In spite of considering GA to be a robust 

optimization algorithm, it has some drawbacks. The main 

drawback is the GA cannot assure constant optimization 

response time, and it is unreasonable to use GA for on - line 

controls in real system  

V. OPTIMIZATION PROCESS 

In this section the methodology for tuning the optimization of 

2DOF – PID controller is described. 

Firstly, the plant in eq.(10) has been considered in closed – loop 

control system with proportional controller only. GA used to 

obtain the optimum gain for the proportional controller, in this 

situation the optimization process performed for tuning one 

parameter. 

1DOF – PID controller used for controlling the plant in closed 

loop control system, the optimization process in this case will 

has three parameters to be tuned. 

Finally, the set of difference equations (11 – 17) has been 

implemented as a Matlab function file in order to calculate the 

fitness function which is Integral Absolute Error (IAE). The 

task of GA algorithm is to minimize this fitness function by 

selecting the three unknowns L, M and N. 

VI. SIMULATION RESULTS 

Fig (2) shows the response of the closed loop system of the 3rd 

order plant without controller. From his figure it can be seen 

that the system response isn’t track the command signal and 

there is significant error. 

Genetic Algorithm has been used to determine the optimum 

gain needed to minimize the error between the command signal 

and the system response. 

Fig (3) shows that only adding gain to the system isn’t sufficient 

because this gain produces high peak overshoot (more than 

20%) and a hard oscillation. 

 

 

FIG (2): 3rd order plant without controller 

The results of optimization process using GA are summarized 

in table 1 

Table 1 

No. of Generation No. of evaluation Best fitness 

292 586000 41.4932 

 

 

FIG (3): Closed Loop control system with proportional 

controller. 
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According to the previous results and in order to overcome the 

challenges appear, 1 DOF – PID controller has been considered. 

The task of GA is to tune three parameters kp, ki & kd of the PID 

controller for obtaining the optimum response to the command 

signal. 

Fig (4) shows system response to the command signal. The 

result indicates that the response has very high peak overshoot 

and steady state error. 

The results of optimization process are summarized in table 2. 

Table 2 

No. of Generation No. of evaluation Best fitness 

1000 2002000 49.2411 

 

FIG (4): Closed Loop control system with 1DOF - PID 

controller. 

Now, conventional PID controller has been tested under the 

presence of output disturbance. Fig (5) shows the system 

response for unit step input and finite duration of output 

disturbance. From these results, it can be noticed that the 

control system has acceptable disturbance rejection but 

tracking of the command signal still has high peak overshoot.  

 

FIG (5): Disturbance rejection of closed loop control system 

with 1DOF PID Controller  

The optimization process results are summarized in table 3. 

Table 3 

No. of Generation No. of evaluation Best fitness 

1000 2002000 49.2411 

 

2DOF PID controller is considered in order to improve system 

response for tracking the command signal and disturbance 

rejection. Fig (6) shows simulation results of the system 

response to the command signal. 

 

FIG (6): Closed Loop control system with 2DOF - PID 

controller. 

The optimization process results are summarized in table 4. 

Table 4 

No. of Generation No. of evaluation Best fitness 

235 472000 32.2484 
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FIG (7): Disturbance rejection of closed loop control system 

with 2DOF PID Controller 

2DOF PID controller is also considered for controlling the plant 

to achieve both command signal tracking and output 

disturbance rejection. 

Fig (7) shows simulation results of this situation, it is clear from 

these results that the using of 2DOF PID controller improved 

the performance of the control system for tracking command 

signal and output disturbance rejection. 

The results of optimization process are summarized in table 5. 

Table 5 

No. of Generation No. of evaluation Best fitness 

291 584000 12.4443 

 

Table 6 shows the performance summary of different 

controllers. 

Table 6 

Type of 

Controller 

Fitness function (IAE) 

Command 

Signal 

Disturbance 

Rejection 

Proportional Kp 41.4932 --------- 

1DOF PID 49.2411 27.8699 

2DOF PID 32.2484 12.4443 

 

VII. CONCLUSIONS 

In this paper genetic algorithm has been used as an optimization 

tools for tuning different controller structures for controlling 3rd 

order plant. Proportional, conventional PID and 2DOF – PID 

controllers are considered for controlling the above plant. The 

parameters of these controllers are tuned using genetic 

algorithm and from simulation results it can be seen that only 

2DOF – PID controller able to make the system to keep track 

of the command signal as well as reject the output disturbance. 
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Abstract— Experimenting with real robots is limited by the available resources: Complex hardware is costly, and it needs time and 

experience for setup and maintenance. Simulated robots can be used as alternative. Our RoboNewbie project is a basic framework for 

experimenting with simulated robots. It serves as an inspiration for beginners, and it provides room for many challenging experiments. 

The RoboNewbie agents run in the simulation environment of SimSpark RCSS, the official RoboCup 3D simulator,  where the 

simulated robots are models of the humanoid Robot NAO of the French Company Aldebaran. Different example agents provide easily 

understandable interfaces to simulated sensors and effectors of the robot as well as simple control structures. The framework has been 

successfully used at different courses where the participants needed only few hours to understand the usage of the framework and to 

develop own agents for different tasks.  

 

Keywords— Robotics, e-Learning, Simulated Robots, RoboCup 

I.  INTRODUCTION  

Understanding grows with active commitment: to "do" 
something, to master it, provides a deeper understanding. 
Experiencing with own experiments is an important 
prerequisite for studies in Robotics and Artificial Intelligence. 
But experimenting with real robots is difficult not only because 
of expensive hardware. Maintaining the robots and set ups for 
experiments are very time consuming even for experienced 
people. Experiments at home as needed for e-learning would 
require a deep technical understanding by the students, i.e. 
experiences that they are just going to learn. So it is not 
surprising that simple hardware is still broadly used in robot 
experiments, hardware which is far behind the recent technical 
developments, not to talk about e.g. complex humanoid robots. 
The collection of papers [1] can be understood as an illustration 
of that statement. 

Simulated robots in simulated environments are widely 
used as an alternative for complex hardware. They are often 
simulations of existing robots and serve for preliminary 
programming, tests and evaluations. Because of the “reality 
gap”, the transfer of programs from simulated to real robots is a 
non-trivial task [2]. Reducing the reality gap needs increasing 
efforts in the simulation and leads again to complex systems 
which need more efforts by the user. The trade-off must be 
handled carefully for systems better suited for beginners.  

 The RoboCup community has more than 15 years of 
experiences with real and simulated robots in the field of 
soccer playing robots [3]. Soccer playing robots have been 
established as a challenging test field for the progress in 
scientific research and technical developments. Robots have to 
be able to control their bodies and their motions according to 
soccer play, they must perceive a dynamically changing 

environment and they have to choose successful actions out of 
many options in real time. They have to cooperate with team 
mates and to pay attention to opponents. Several thousand 
scientists and students are participating in the annual RoboCup 
competitions in different leagues with different types of real 
and simulated robots. The humanoid robot Nao of the French 
Company Aldebaran [4] is used in the Standard Platform 
League, while its simulated version is used in the 3D-
Simulation League. The official SimSpark RoboCup 3D 
Soccer Simulation (SimSpark RCSS) [5] provides an excellent 
environment for experiments with simulated complex robots 
(see Section III). It provides a physical simulation using ODE 
[6] for the body dynamics of the robot Nao and the soccer 
environment.  

Our RoboNewbie Project is a basic framework based on 
JAVA for the development of simulated humanoid robots. It 
provides easily understandable interfaces to simulated sensors 
and effectors of the robot as well as a simple control structure. 
It runs in the environment of the SimSpark RCSS, thus it can 
but need not be used for soccer playing robots. Users can 
develop their own motions, e.g. for dancing, gymnastics or 
kicking a ball.  

The RoboNewbie Project implements some kind of 
''minimalistic approach'' with respect to Robotics. Users are 
able to start without special knowledge about robots. They can 
learn by their own experiences about the basic concepts of 
perception, motion, control, synchronization, and integration. 
All related program code in RoboNewbie is understandable 
from simple principles without further knowledge. That 
concerns the structure of the code as well as the underlying 
computational methods. As soon as users learn more about 
Robotics, they will be able to extend the programs accordingly, 
e.g. concerning complex motions or world modeling.  
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Moreover, the framework has also good potentials for the 
research on foundations. e.g., on computational models as well 
as on different problems in cognitive science. It can be useful 
in verifying models and in gathering large data sets for 
experiments in data mining.  

The paper is organized as follows: After an overview about 
the concept and the downloadable resources of the 
RoboNewbie project, it gives a short overview about SimSpark 
RCSS. The communication between the RoboNewbie agents 
and SimSpark RCSS is described next. The main part of the 
paper in Section V discusses the details of the RoboNewbie 
framework, and the paper ends with results of practical 
evaluations and conclusions. 

 

II. THE ROBONEWBIE PROJECT AND ITS RESOURCES 

The main goal of the RoboNewbie Project is to provide an 
uncomplicated starting point to the programming of complex 
robots with minimal requirements and pre-knowledge. The 
users are only supposed to have some programming 
background (Java) and some technical/mathematical 
understanding.  More knowledge about Robotics can be 
provided in parallel to the exercises with RoboNewbie, e.g. in 
introductory tutorials (as was already done) or by e-Learning 
material.  

The objective behind RoboNewbie is the realization of the 
following requirements: 

 Holistic view on robots: For beginners, it is more appealing 
to see a robot behave like a human than to test and 
calibrate the behavior of a sensor. Of course, when dealing 
with more complex tasks, users will experience the need to 
have better knowledge about the usage of sensors and 
actuators, and then they may draw their own conclusions.  

 Motivating scenario:  Application fields from daily life with 
known properties and rules are well suited. Robots which 
imitate human skills are especially motivating.  

 Scalable tasks: Inexperienced users should have no 
difficulties to perform first steps with own experiments 
and later move to more complex tasks with unlimited 
challenges. 

 Low requirements: The usability would be restricted if 
people need pre-knowledge on Robotics or if they are 
supposed to have deep knowledge in hardware and 
software. Basic programming skills and interests in 
mathematics and natural sciences should be sufficient. 

 Low costs: The costs of a learning system include money 
and efforts for purchase, set up, and maintenance, 
respectively. They should be as low as possible to permit a 
broad usage. 

The users of the RoboNewbie project can find all materials 
on the web page of Berlin United -- Nao Team Humboldt [7].  

Besides links to RoboCup, Nao (Aldebaran) and the 
SimSpark-Wiki, it contains resources for download: 

 Description of installation and first steps. 

 Sources of RoboNewbie agents programmed in JAVA 7 
and prepared for usage under Netbeans.  

 “Quick start tutorial”: Introduction to the features and the 
usage of the agent.  

 Motion Editor for the design of Keyframe Motions (needs 
JAVA 3D to be installed). 

 SimSpark RoboCup 3D Soccer Simulation (SimSpark 
RCSS) for Windows with an introduction to SimSpark 
RCSS as far as needed for RoboNewbie. 

All provided code is open source. Some parts of the 
RoboNewbie code use code of the RoboCup team 
magmaOffenburg [8].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

III. SIMSPARK ROBOCUP 3D SOCCER SIMULATION 

SimSpark RCSS is developed and used by the RoboCup 
community in the 3D simulation league. SimSpark is a generic 
physical multi agent simulator system for agents in three-
dimensional environments. It uses the Open Dynamics Engine 
(ODE [6]) for detecting collisions and for simulating rigid 
body dynamics. ODE allows accurate simulation of the 
physical properties of objects such as velocity, inertia and 
friction.  

 

 
 
Figure 1: SimSpark RoboCup 3D Soccer Simulation as used in the 

RoboCup competitions. The field size is reduced for RoboNewbie. 
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The Simulator SimSpark RCSS consists of two programs 
(server for simulation and monitor for visualization and 
interaction) together with configuration files. It models a soccer 
field with the player bodies (adapted from the robot hardware 
of Nao) and the ball. It also controls the rules of the soccer 
game, i.e. it controls the game according to the decisions of a 
simulated referee.  

SimSpark RCSS can be used as open source software. This 
was also an important criteria for its usage. It can be 
downloaded from [5] for different platforms. A complete 
preconfigured version for Windows 7 is provided for 
RoboNewbie which can be downloaded from the RoboNewbie 
web page [7]. Nevertheless, the RoboNewbie agents run with 
SimSpark RCSS under other platforms, too.  

By some small changes in the configuration files, the soccer 
rules are simplified for first usages with RoboNewbie. The 
SimSpark RCSS project itself is constantly evolving according 
to the progress in the RoboCup initiative. The version 
(compiled in June 2012) on the RoboNewbie web pages serves 
for stable usage and avoids potential incompatibility problems 
by new RoboCup versions.  

SimSpark RCSS is documented in a Wiki [5] with 
download links to the latest versions as used in the 
competitions. The Wiki documentation is thought to represent 
the actual state of the simulator by continuous updates. But 
since different developers are volunteering in parallel on 
different tasks in the project, the structure of the Wiki is not 
always optimal, and occasionally some outdated information is 
still present. Moreover, the Wiki is directed to experienced 
users. This makes it sometimes difficult to understand for 
novices. According to our experiences (cf. Section VI), the 
deeper knowledge is not needed by beginners. 

To provide an easy access, the downloads of the 
RoboNewbie project contain an introduction to SimSpark 
RCSS which refers to the provided version (as described 
above). It gives the user an overview about 

 Simulation using SimSpark RCSS: The SoccerServer and 
the Monitor. 

 The Nao-Model used by SimSpark RCSS. 

 Communication between Agents and SimSpark RCSS 
(with explanations of the message formats as background 
information). 

 \Synchronization between SimSpark RCSS and the Agents. 

 Monitor and User Interface. 

  Running a Game. 

Actually, our description of SimSpark RCSS provides also 
some ''background'' information which is not needed for 
beginners, e.g. details about the message formats. Since 
RoboNewbie permits an easy and direct access to the items of 
messages like sensor values and motor commands, the syntax 
of messages must not be known by users. Nevertheless, we 

have included the information for deeper understanding of 
RoboNewbie in case of interest.  

IV. COMMUNICATION BETWEEN AGENTS AND SIMSPARK 

SimSpark RCSS implements the soccer environment 
including the bodies of the Nao robots. It models all physical 
interactions between players, ball and environment. The agents 
implement the control of the players.  

The interface between the physical environment and the 
control of real robots is constituted by sensors and actuators: 
Robots perceive the world by sensory data (e.g. by vision, 
accelerometer, force sensors etc.), and influence the world by 
their actuators (motors, voice etc.). 

 

 

 

 

 

 

 

 

 

 

 

In simulation (Figure 2), the sensory data are calculated by 
the simulator according to the situation in the simulated world 
(e.g. observable objects) and sent via messages to the agent. 
Then, like a real robot, the agent can update its belief about the 
situation and decide for actions it wants to perform. A real 
robot would then activate its actuators (e.g. motors at the 
joints) to perform the intended actions. In simulation, the agent 
communicates with SimSpark RCSS again by messages which 
transmit the effector commands. Both are synchronized by a 
communication cycle of 20 milliseconds.  

In SimSpark RCSS, the message transfer is optimized for 
minimizing the server and the traffic load: All sensory data are 
packed in one server message to be sent at the beginning of a 
communication cycle. Vice versa, the agent can send all action 
commands by a single agent message before the end of a cycle. 
This trick makes it possible to run several agents together with 
the simulator even on a simple laptop. 

The message formats follow a special syntactic scheme 
based on symbolic expressions (S-expressions). As a 
consequence of collecting data into one message, the 
preparation of the data in an agent needs more efforts than in a 
real robot. It is a special feature of the RoboNewbie agents that 
this preparation is hidden from the user: The agents provide 
special getter- and setter-methods which allow the access to the 
perceptor (sensor) data and the setting of effector (actuator) 
commands in a similar way as in a real robot.  

 

 
 
Figure 2: Simulation scheme with message transfer between the 

agent and the simulated physical world. The simulated physical 

world consists of the robot hardware and the environment. The 

agent controls the actions of the robot. Messages contain data of 

the preceptors (sensors) and effectors (actuators).  
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The interaction between the server and the agents works as 
follows (see Figure 3): 

1. At the beginning of a cycle at a time t, the server sends 
individual server messages with sensations to the agents. 

2. During this cycle, the agents can decide for new actions 
depending on their beliefs about the situation. 

3. Before the end of this cycle, the agents should send their 
agent messages to the server for desired actions. 

4. The server collects the messages of all agents and 
calculates the resulting new situation (poses and locations 
of the players, ball movement etc.) according to the laws 
of physics and the rules of the game. This is done during 
the following cycle at time t+1, i.e., the server message 
sent at the beginning of this cycle regards the situation 
calculated in the previous cycle at time t. We have a 
reaction delay as in reality (see Figure 3).  

5.  At the beginning of the subsequent cycle, at time t+2, the 
sensor data in the server message is based on the effects of 
the actions at time t+1 which were chosen by the agent 
according the information from time t.  

 

 

 

 

 

 

 

 

 

A special feature of SimSpark RCSS is the use of so-called 
perceptors instead of sensors. The perceptor data can be 
regarded as already pre-processed sensor data. For example, 
the image data from the camera are not presented by a pixel 
matrix. Instead, the vision perceptor sends a collection of 
observable objects with egocentric coordinates relatively to the 
camera of the observing agent. In a similar way, action 
commands of the agent are encoded as so-called effector values 
and sent to the server which translates them to motor control 
commands. The calculation of perceptor values and the 
interpretation of effector values are part of the simulator, too. 

On the agent side, a server message has to be parsed for the 
contained perceptor values, and the action commands have to 
be collected to the agent message.  Both constitute a significant 
burden for a beginner while it provides only few insights to 
robotics. The RoboNewbie users need not to care about that, 
because the RoboNewbie agents do all this work in the 
background.  

Besides some effectors related to initial connection with 
SimSpark RCSS, there are hinge joint effectors for each of the 

22 hinge joints (see Figure 4) and a say perceptor (as of a 
loudspeaker with limited capacity). The following perceptors 
are available in SimSpark RCSS (for details see the Wiki or 
our SimSpark description): 

 Vision Perceptor (as of a camera in the center of the head). 

 Hinge Joint Perceptors at each of the 22 hinge joints. 

 Accelerometer in the centre of the torso. 

 GyroRate Perceptor in the centre of the torso. 

 Force Resistance Perceptor at each foot. 

 Hear Perceptor (as of a directed microphone with limited 
capacity). 

 Game State Perceptor (reporting the actual game state of 
the soccer match). 

 

V. ROBONEWBIE FRAMEWORK 

 
The RoboNewbie framework offers a comfortable interface 

for agents interacting with SimSpark RCSS. It includes sample 
agents which illustrate basic concepts and methods of Robotics 
and Artificial Intelligence. Users can start exercises with these 
agents and learn how to use RoboNewbie and what the 
programming of robots is like. They can make their own 
experiences with different topics and algorithms by 
modifications and extensions.  

It was a main goal of the project, to provide easily 
understandable concepts, methods and programs. There are no 
complicated structures, and all code is documented in detail. As 
a consequence, some more demanding concepts were replaced 
by simpler approaches (e.g. keyframe motions instead of 
inverse kinematics, approximated coordinates of observed 
objects etc.). Nevertheless, the clear structure of the project 
supports extensions for more challenging solutions if wanted.  

A. Low Level Interface Functionalities  

The framework includes interface functionalities on two 
levels. The lower one corresponds to the hardware-near 
functionalities of robots, while the higher one is concerned 
with more abstract control functionalities. Especially for the 
lower level, parts of the code of the team magmaOffenburg [8] 
were used by us as documented in our source files.   

The hardware-near layer encapsulates the network protocol 
for interaction with SimSpark RCSS and it allows access to the 
simulated hardware entities corresponding to sensors and 
motors. The access is implemented by getter functions for 
perceptor values of different perceptors which can be used 
similar to sensor signal queries of real robots. Related setter 
functions for effector values can be used for the control of 
actuators. Especially the low level interface functionalities for 
SimSpark RCSS are a hurdle for beginners and need time 
consuming work even for experienced users. 

 
 

 
Figure 3: Message exchange during the server cycles. 
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They concern tasks like network connection, 
synchronisation with the server, parsing of nested server 
messages, syntactical analysis of S-expressions, synthesis of 
agent messages with a lot of technical non-robotics details. The 
users of RoboNewbie need not to care about all this details, the 
framework offers ergonomic methods for the interaction with 
the simulated environment in an easily understandable way 
similar to the methods used by the operating systems of real 
robots. Users can learn to use these methods after a short 
training time (cf. the evaluation in Section VI).  

The synchronization protocol was already described in 
Section IV. The user needs not to care about the 
communication, except the delays by the protocol and the 
duration of the cycles given by 20 msec. It is necessary to fetch 
a server message at each cycle and to send the agent message 
before the end of the cycle. The related control structures are 
already implemented in the examples and explained by the 
tutorial. Hence, if the calculations during one cycle do not 
exceed the cycle time, there will be no problem. The time 
needed depends of course on the used computer. The example 
agents run without problems even on less powerful machines.  

The first example ''Agent_BasicStructure'' in the tutorial let 
the users start with an agent which already implements all low 
level communication. The agent simply rises an arm by setting 
related effector values. The user can experiment with other 
values and other effectors just to understand the basic 
structures. 

B. Perception  

The available perceptors were already listet in Section IV. 
All perceptor values can be queried by related getter methods 
using the perceptor names instead of the acronyms of the server 
messages. This allows a comfortable access to the perceptor 
data which corresponds to the access of sensor values by a 
related operating system of a real robot.  

The necessary conversions from the nested server messages 
to the perceptor values are already implemented in the 
RoboNewbie framework. For that, the server message are 
parsed for the constituents of a tree like structure (again, thanks 
to the code of the team magmaOffenburg [8]). According to the 
analyzed acronyms in the expressions of the tree, the 
corresponding perceptor values are filled in by RoboNewbie.  

The programs ''Agent_TestPerceptorInput'' and 
''Agent_TestLocalFieldView'' illustrate the usage of the related 
getter methods and the perceptor values. The examples serve 
also as an illustration to the usage of the logger functions 
described below in Subsection E. 

As an exercise of the tutorial, the user can implement an 
agent, which lifts the robots arm, when it senses another robot 
and moves the arm down, when it does not sense any robot. 
Which arm is lifted should depend on the side where the other 
robot is seen.  

Special efforts are needed for the vision perceptor. It 
provides coordinates of all objects in the vision range of the 
camera. SimSpark RCCS in its common version does not 
communicate image data. Instead, the communicated 

information can be understood as the result of basic image 
interpretation, it contains coordinates of the goal posts, the 
lines, the ball, and the body parts of robots.  

The vision perceptor provides values by egocentric 
coordinates relatively to the camera in the centre of the head. 
Since the head may be turned and tilted, further calculations are 
necessary to get the coordinates of objects relatively to facing 
forwards. To get the coordinates relatively to the feets on the 
ground, it needs further calculations. Accurate calculations 
would need the inspection of the cinematic chain. The 
necessary data are available by the hinge joint perceptors. 
Further calculations including self localization are necessary 
for the transformation into global coordinates. RoboNewbie 
does not provide related programs following the intended 
''minimalistic'' approach, because they would not be 
understandable by beginners without pre-knowledge about 
Robotics. But the implementation of related methods can serve 
as exercises during courses in Robotics. 

As a simple substitute, we have decided to provide only 
approximations for the conversion from camera coordinates to 
facing forward coordinates. They are documented in the 
sources and easily to understand. Users can make experiments 
according to the accuracy and draw own conclusions on 
cinematic relations.  

Visual information is provided by SimSpark RCSS only at 
each third cycle, and the robot would have to act blindly in 
between when there are no vision data available. Hence, the 
vision information should be stored for the following cycles. 
Moreover, the vision perceptor is limited by the camera view 
range of 120 degrees horizontally and vertically. The robot has 
to move its head to observe more objects in the world. 

Again it is useful to store objects seen before in other 
directions. In general, such updating and memorizing of 
observations is maintained as belief of the robot in a so called 
world model. Updates may regard corrections according to 
robot motion, guesses for movements of invisible objects and 
integration of information communicated by other robots.  

Again, a fully elaborated world model is far behind the 
scope of beginners. Hence, RoboNewbie provides a very 
simple version, where just the observed objects are stored in a 
simple form. The coordinates of those objects are referenced 
with respect to the facing forwards coordinates. Turnings of the 
head are already regarded by RoboNewbie, but only by the 
approximate calculations as described above. Other movements 
of the robot like turning or walking are not regarded. Time 
stamps indicate the last time of observing an object. The 
example ''Agent_TestLocalFieldView'' illustrates the 
perception features of RoboNewbie.  

C. Motions  

All intentional motions are performed by controlling the 
hinge joints (see Figure 4) by sending effector values (defining 
the speeds of motors) to SimSpark RCSS. Then the physics 
simulation engine calculates the effects of the commands 
regarding physical laws and updates the simulated world 
accordingly.  
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Simple motions like turning the head or rising the arms can 
be easily programmed by the users following the already 
mentioned examples. The motions can be controlled using the 
feedback of hinge joint perceptors. i.e. by sensor-actor 
coupling, where the delay of observing an action has to be 
regarded as described in Section IV. There is much room for 
own experiments of users.  

More complicated motions like walking need coordinated 
movements of different joints. Users may learn about these 
problems after some trials. We have decided to provide 
keyframe motions in RoboNewbie because they are easily to 
understand and to design. The interpolation mechanism for 
keyframe motions in RoboNewbie realizes a linear 
interpolation - users may implement other interpolation 
methods like splines if they want. Keyframes are stored as text 
files which can be edited by any text processing system. Users 
can even design and change motions while using the programs 
as a black box. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

RoboNewbie contains a set of predefined keyframe motions 
for walking, turning, stand up and others. Users can change 

these motions (the related text files). New motions need an 
integration as explained in the tutorial and the documentation.  

According to simplicity, there are no concepts implemented 
for interruption of motions: Each motion is performed 
completely until its end, and there are no cyclic motions, e.g. 
for walking. Instead, continuous walking can be performed by 
subsequent calls of a two-step-walk.  

The design of keyframe motions is supported by a graphical 
Motion Editor. It can be downloaded from the RoboNewbie 
Web page as well. It shows the postures of the robot for 
selected keyframes. Then the keyframes can be edited in two 
ways. In the graphical representation the posture can be 
kneaded into the desired posture with the mouse. Alternatively, 
each joint angle can be set to specified values which are 
immediately presented by the graphics. Transitions between 
keyframes can be defined with specific transition times 
resulting in a keyframe sequence as usual.   

The program ''Agent_KeyframeDeveloper'' helps designing 
keyframes. A robot performs the motion of the actually edited 
keyframe file. After each change, the new motion is performed 
immediately. If the robot falls down, it stands up by itself.  

The example ''Agent_SimpleWalkToBall'' illustrates the 
motion concepts. As an exercise of the tutorial, the users can 
change that program to implement obstacle avoidance (walk 
around the ball without touching it). They can  use motions for 
walk, stop and turn. Additionally, the agent must be able to 
recognize the ball and to decide for the appropriate motion 
according to the ball position. Another exercise is the design of 
a new motion for kicking the ball. Users can furthermore do 
their own experiments e.g. with dancing robots.  

In general, keyframe motions are useful for special motions 
like standing up, but they are not so well suited e.g. for 
walking. Walking is still a challenging problem in Robotics. 
The users of RoboNewbie will get some understanding about 
the task. Moreover, the framework is well suited as a basis for 
other implementations and for Machine Learning by more 
educated users. But according to our ''minimalistic'' approach, 
related implementations are not provided.  

D. Control Cycle and Decision Making  

The basic control cycle follows the classical centralistic 
deliberation approach, often denoted as the ''sense-think-act-
cycle'', or by similar names. This corresponds closely to the 
cycle given by SimSpark RCSS: At first, sensations are 
provided to the agent, then the agent decides for appropriate 
plans and then it sends the related action commands back to the 
server.  

To realize concepts of Embodied Robotics/AI it would be 
necessary to have local sensor actor coupling, distributed 
control, embodiment, situatedness, emergent behaviour etc. 
The real robot Nao as well as its simulated counterpart with the 
central control (i.e. our agent) is not primarily designed for 
such purposes. It is possible in principle to design sensor actor 
couplings and other behavioral concepts in the RoboNewbie 
framework. One might even split the agent into different 
''parallel'' acting parts (implemented e.g. by threads) to simulate 

 

 
Figure 4: Joints of  the robot. The range of the joint angles are 

given in degrees. Picture adapted from [5]. 
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distributed controls, but some synchronization is unavoidable 
by the server cycles of SimSpark RCSS.  

At the same time, thinking in terms of the ''sense-think-act-
cycle'' is quite natural for beginners because it reflects some 
causal dependencies. It provides an intuitive and easily 
maintainable structure in the design of robots. Therefore, the 
control cycle in RoboNewbie adopts the related terms for 
structuring the run-methods of the agents by cyclic calls of 
methods sense, think and act. The think-method is sometimes 
omitted in case of simpler (''reactive'') agents.  

The sense method is responsible for receiving and 
processing the perceptor data by the related RoboNewbie 
methods. The act method calls the transfer of the agent 
message with the effector commands. The think method 
between sense and act does the analysis of the perceptor data 
(e.g. a more elaborated world model) and the decision for plans 
and actions to be performed by the robot now and possibly in 
the future. The think method can of course be split into more 
dedicated deliberation methods which may be organized 
hierarchically if needed. All this can be worked out at the 
exercises during related courses. RoboNewbie provides just a 
simple example for illustration, the Agent_SimpleSoccer. 

The Agent_SimpleSoccer is able to perform a very simple 
soccer play: As long as it is behind the ball and sees the 
opponent goal, it walks forward while pushing the ball with its 
feet. If the condition is not fulfilled, it turns around until it sees 
the ball, walks to the ball, turns around the ball until it sees the 
opponents goal, and then it starts walking towards the goal 
again. The decisions are made by a simple decision tree 
whenever the previous keyframe motion is completed (note 
that keyframe motions should  not be interrupted).  

Agent_SimpleSoccer can be improved in many ways. This 
is just what we want: Users can collect many ideas for 
improvements. They may concern better perception (e.g. by a 
ball model guiding the search), improved motions (like faster 
walk), new motions (like kick or dribble), better control (like 
path planning). It is possible to have more players on the soccer 
field such that players can cooperate (e.g. by positioning and 
passing).  This gives room for simple contests during a course. 

E. Logger  

Runtime debugging of programs may be difficult because it 
affects synchronization with the server. Even simple debug 
messages printed on System.out may need too much time such 
that the agent cannot respond in time. It is possible to use the 
so-called sync mode which lets SimSpark RCSS wait until all 
agents have sent their messages (cf. the documentation). 
Alternatively, all debug messages can be collected by the 
program ''Logger'' of RoboNewbie. After the agent has 
finished, the collected messages are printed out. The usage is 
shown by the programs ''Agent_TestPerceptorInput'' and 
''Agent_TestLocalFieldView''. Both programs provide also 
examples for the usage of the getter methods for perceptors. 

 

VI. EXPERIENCES 

 
The RoboNewbie framework was tested at different places. 

for introductory Robotics courses of about 30 hours during 5-8 
days at Ohrid, Warsaw, Novi Sad, Rijeka, Sarajevo, and 
Plovdiv. 20 hours were planned for lectures, 10 hours for 
introduction and first usages of RoboNewbie. Additional 10-20 
hours were used for further experiments by homework [9].  

RoboNewbie served for illustrating experiments and for 
exercises in connection with the theoretical instructions. The 
participants of the courses learned to use RoboNewbie during 
short time and they programmed an improved soccer player at 
the end. The work with RoboNewbie was helpful to understand 
the theory. The final evaluation of the courses by the 
participants resulted in high marks. Especially the competitions 
with the improved soccer agent were motivating.  

As  RoboNewbie is intended for easy usage by beginners in 
Robotics, the requirements for the users are as minimal as 
possible, while the framework gives maximal support. For 
simplicity, approximations are used instead of complex 
calculations (e.g. simple offsets instead of linear algebra for 
determining the camera coordinates).  

Since most of the courses had only a short duration, 
organisational issues were important for the success. We have 
asked the local organizers to prepare the technical resources 
accordingly. In the following, we describe some requirements 
in more detail. 

A. Local Requirements for the Courses 

Participants: Users are expected to have some 
programming skills in Java, such that they are able to 
understand and modify the agent programs. The programs are 
already prepared for usage under Netbeans, therefore the 
participants should be familiar with such tools.  Users should 
be able to download and install programs from the web 
according to given instructions. Some physical and 
mathematical background is needed to understand the 
theoretical and practical issues of Robotics.  

Participants should work in teams (as useful for 
programming exercises in general). Each team might consist of 
3-5 participants, preferably mixed by different skills of its 
members. It helps for a smooth course if there are no big 
differences between the teams (e.g. each team should have at 
least one of the good programmers of the course, good 
mathematicians etc.).  

Technical Resources: The participants should have their 
own computers where they can install and use the programs. 
Participants need access to the computers during the courses as 
well as for their homework. Hence, laptops are preferable. 
They are sufficient to run all the programs. Alternatively, 
participants may use computers in a lab (which have to be 
prepared accordingly if students are not allowed to install their 
own software).  

The list of needed installations is given on the RoboNewbie 
webpage. Instructions for installation and functionality tests are 
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found there, too. If possible, students should get information 
before starting the course. They should be asked to install the 
programs by themselves and test if the programs can be started. 
If students cannot be asked before, an on-site test by some 
responsible person should be performed.  It helps to save time 
during the courses if on-site problems with hardware or 
software are solved before. Nevertheless, if computers are 
ready, installation of programs needs only short time and can 
be done at the beginning of a course.  

Organisational Issues: A good schedule is necessary for 
smooth courses. This includes early information (as far as 
possible) of participants as described above. Then the lectures 
and exercises are mixed appropriately. After a short overview 
about Robotics, participants start their first exercises as given 
by the “Quick Start Tutorial” (also found on the RoboNewbie 
web page). Later, more explanations are given as far as the 
theoretical lectures proceed. Thus, theoretical introductions to 
sensors can be connected to explanations of perceptor usage in 
RoboNewbie, introductions to motions are connected to the 
development of keyframes etc. 

B. Competition 

Our courses end with a competition, which serves as a 
motivation for the participants. The successful participation at 
the competition can also be a substitute for an examination if 
students need some certificate.  

The competition is announced at the beginning of the 
course, and it should be performed by the teams. This helps for 
the integration inside the teams from the very beginning. The 
number of competing teams should be not more than 10 in 
order to make the contest not too long. This is also an argument 
to form teams if the number of participants is larger. The level 
of teams should be comparable for fairness reasons.  

Until 2014, the task for the competition was an 
improvement of the program Agent_SimpleSoccer to get a 
better performance. It was up to the teams, what they wanted to 
improve. Agent_SimpleSoccer performs very poorly as 
described before.  It needs about 10 minutes to find the ball and 
to push it into the goal. It was designed this way just to 
motivate the participants for improvements.  

To make the competition a success (and a fun), it must be 
organized by strict and transparent rules. It should have a tight 
schedule to emphasize the aspects of sports. Therefore, each 
team has only one trial of only 3 minutes. The ranking of teams 
is determined by fastest scoring times. For teams who did not 
score, the ranking is given by minimal distances to the goal 
after the 3 minutes have elapsed.  

At the competition, each team gives a short description of 
its efforts and expected results. This is also a possibility to 
check the engagement of each team member. Moreover, each 
participant can be asked to provide a written report of his/her 
individual efforts.   

At the course in Plovdiv 2014, a student group 
implemented a very powerful kick which allowed scoring 
immediately. Thus this kind of task is considered to be solved 
finally (in times of internet, copying this solution could make 

following competitions too simple). Thus, a new kind of 
competition with penalty kicks (attacker vs. goalkeeper) is 
tested in our recent courses.  

C. Evaluation and Results 

The participants of the courses were asked to give feedback 
on a prepared form at the end of the course. They could 
evaluate different aspects of the course and the framework.As 
the evaluation shows, the exercises with the simulated robots 
were motivating and helpful, the participants wanted to have 
more time for exercises and especially for own experiments. 

As expected, the participants with less experience in 
Robotics gave higher marks related to motivation and help. The 
usage of the framework was intuitive. Interestingly, the 
participants with more experience in Java programming gave 
significantly higher rankings to the framework. The level of the 
exercises was considered as adequate, but for that the 
proportion of exercises was adapted by us accordingly.  

As a unique observation, participants wanted to have more 
time for exercises than for lessons. This may have several 
reasons. The individual work load resulted in a bias for 
exercises: The participants had to fulfill given requirements, 
and many of them spent much time for preparing the final 
competition. Furthermore, the lectures tried to give a broad 
overview about the actual state of art in Robotics. There was 
not enough time to exercise on all these topics.  

The ''minimalistic approach'' is useful especially for short 
courses and for introductions to longer courses. Later on, the 
disposability of non-minimalistic more sophisticated methods 
could be useful for higher level integrative tasks. It is 
impossible to let students implement all desirable algorithms in 
the limited time of a course. Joint activities of robots, for 
example, depend heavily on the available bodily skills and on 
the capabilities for interaction and coordination.  

VII. CONCLUSION  

The RoboNewbie framework can be used without special 
hardware. It simply needs a computer for simulation of the 
robot soccer scenario. The soccer scenario with humanoid 
robots is more complex than experiments by many hardware 
equipments. Nevertheless, RoboNewbie is easy to understand 
and to use after a short introduction. No special knowledge 
(except basic programming in Java) is required to start with 
own experiments, and while the users acquire more knowledge, 
they can work on more challenging tasks.  

The practical evaluations have confirmed our expectations 
on the RoboNewbie project. Beginners in Robotics were able 
to use the framework after short introductions. They were able 
to program own methods in parallel to the theoretical concepts 
and methods provided by classes. 
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Abstract—Frame Technology (FT) and Generative Programming (GP) are two widely accepted paradigms of software product lines 

development. While GP addresses the automatic generation of source code, FT advocates its adaptation to diverse reuse contexts. With 

an aim to utilize benefits of both approaches, this paper presents the SCT dynamic frames model that supports the automatic generation 

of Web 2.0 applications. The SCT model encompasses three essential components: Specification (S), which refers to application features, 

Configuration (C), which describes application development rules, and Template (T), which denotes application building blocks. Owing 

to its flexibility, readability, interactivity, and other object-oriented features, the Python scripting language was selected for the 

implementation of the generator. In order to demonstrate the appropriateness and usefulness of the proposed approach, an example that 

illustrates the generation of a Web 2.0 application for database management is provided. 

Keywords—Web 2.0 Applications; Dynamic Frames; Generative Programming 

I.  INTRODUCTION 

The term Web 2.0 refers to a second generation of web 
applications which enable users to interact with functionalities 
of their interfaces in a desktop-like fashion. Being dynamic in 
nature, Web 2.0 applications encourage users to create, share, 
publish, organize, and integrate a variety of artefacts thus 
contributing to the development of knowledge repositories. 
Given that Web 2.0 applications provide support for 
asynchronous and synchronous communication among users as 
well as collaboration on artefacts, they are commonly referred to 
as social web applications. According to Orehovački et al. [13], 
the  most popular  representatives  of  Web  2.0  applications  are  
wikis,  blogs, microblogs, social  bookmarking  sites,  social  
networking  sites, mashups,  podcasting  applications,  e-
portfolios,  virtual  worlds, online  office  suites,  and  knowledge  
management  applications. Considering that evaluation presents 
indispensable part of every development process, recent 
research effort was focused on modelling their adoption [15], 
classification of quality in use metrics [42], measuring quality of 

collaborative editors [19][20], evaluating the quality in use of 
mind mapping [17][18][20] and diagramming services [17] by 
means of both objective and subjective instruments, assessment 
of mashup tools [16], as well as evaluation of artefacts [21] 
which represent an outcome of their use.      

From technical perspective, Web 2.0 applications are 
flexible services implemented in client-side Asynchronous 
JavaScript and XML (AJAX) frameworks. On the server side, 
scripting languages such as PHP, Perl, Python, Ruby, and JSP 
are used for delivering content from files and databases to the 
client. Despite the fact that Web 2.0 applications are widely used 
for both private and business purposes, there is a lack of 
comprehensive models and methodologies for their systematic 
development. Namely, the majority of current approaches deals 
with the model driven interface design (e.g. [11][12]), 
development (e.g. [3][10]), and code generation (e.g. [1][4]) of 
Rich Internet Applications (RIAs).  

Considering the complementariness of different software 
development paradigms, a number of authors (e.g. [23], [30]) 
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have merged two or more approaches into one thus yielding 
significant synergy effects. With an objective to achieve similar 
results in the context of Web 2.0 applications, we integrated 
concepts of frame technology (FT) and generative software 
development (GSD). Frame technology is a textual pre-
processor which consists of two essential components: 
hierarchically organized code templates (frames), and a 
specification which contains particular features that can be 
adapted to different contexts [5]. On the other hand, generative 
software development supports mapping between a set of the 
features described by a domain specific language (DSL), and 
implementation components with all their possible 
combinations [2]. The aim of this paper is to illustrate 
appropriateness and usefulness of the use of SCT dynamic 
frames [7] in the generation of Web 2.0 applications. 

The remainder of the paper is organized as follows. 
Overview of current research is provided in the second section. 
Features of the SCT generator model and generator design steps 
in the context of Web 2.0 applications are explained in the third 
section. An example how SCT generator can be employed for 
the purpose of developing Web 2.0 applications is illustrated in 
the fourth section. Concluding remarks and future research 
directions are offered in the last section. 

II. BACKGROUND TO RESEARCH  

The purpose of this section is to provide a brief review of 
two software development paradigms which constitute the 
theoretical background to the dynamic frames-based generation 
of Web 2.0 applications. 

Software product line (SPL) denotes a group of software 
products that have a common set of features which meet 
stakeholders’ needs [14]. Drawing on frame technology (FT), 
frame based software development (FBSD) is focused on design 
of generalized and adapted components. FT refers to a language 
independent textual pre-processor whose aim is development of 
systems which can be easily modified and consequently reused 
in a variety of contexts [5]. There are two essential elements 
which constitute frame technology: code templates structured in 
a hierarchy of modules known as frames and a specification that 
consist of particular features specified by the developer. In the 
context of software engineering, the aforementioned 
infrastructure represents a sound architecture for deriving SPLs 
[24]. Grossman and Mah [22] found that the employment of FT 
results in a decrease of expenses and time to market for large 
software development projects while in the same time 
contributes to the increase of reuse levels. These productivity 
enhancements motivated Jarzabek and Zhang [26] to introduce 
the meta-programming technique called XML-based Variant 
Configuration Language (XVCL) that drawing on Basset’s 
frames [25] facilitates management of variability in SPLs. 
XVCL supports the decomposition of programs into generic and 
adaptable meta-components known as x-frames which as XML 
files represent domain knowledge in the form of SPL artefacts. 
An x-framework is a normalized layered hierarchical structure 
composed of x-frames that allows handling variants at different 
granularity levels. A configuration of a particular SPL member 
is managed by the topmost x-frame which is called the 
specification frame (SPC). Starting with the SPC call, the XVCL 

processor goes through an x-framework, interprets XML tags in 
visited x-frames and by conducting necessary adaptations 
assembles components of specific SPL members. Taking into 
account advantages of XVCL with the respect to the reusability 
improvement, its concepts have been thoroughly evaluated in 
the context of databases [27], fault tolerant architectures [28], 
computer aided dispatch domain [29], etc.         

The central role in generative software development (GSD) 
plays domain model which deals with mapping between 
problem space and solution space [2]. Problem space denotes a 
set of features of a SPL member that are described by means of 
the DSL. Implementation-based abstractions that constitute the 
specification of a SPL member are referred to as solution space. 
The mapping between the set forth spaces is carried out with the 
use of generator which calls a specification and eventually result 
in a corresponding implementation. Apart from XVCL, there are 
some other techniques that are also used for the purpose of 
generating software artefacts. One of them is GenVoca [31], a 
composition methodology meant for generating hierarchical 
SPL families. Fundamental features related to GenVoca are 
virtual machines, layers, realms, type equations, and a grammar. 
Virtual machines represent a set of methods, classes, and their 
objects that are employed for the implementation of SPL 
functionalities. An implementation of particular virtual machine 
is called layer. Realm is a set of layers that implement the same 
virtual machine. Each layer imports interface of the realm whose 
parameters it contains and exports the virtual machine of the 
realm it belongs to. Layer that imports and exports the same 
virtual machine is labeled as symmetric layer. The objective of 
layers is to encapsulate transformation that maps objects and 
operations between virtual machines. The structure composed of 
layers that are employed for modeling a particular software 
system is called a type equation. Realms together with their layer 
specify a grammar in which particular SPL member has a role 
of a sentence.  

 Current research related to the practical use of generators 
can be classified into several groups. The first group is focused 
on generating code snippets in a variety of programming 
languages that range from Python [39] and Java [6][8] to PHP 
[9]. The aim of the second group of generators is design of non-
code artefacts such as graphical interface [38], programming 
assignments [36], text [37], and 3D scenes [41]. The last group 
is composed of generators which are implemented in scripting 
programming languages such as Open PROMOL [34] and 
CodeWorker [35]. While Open PROMOL deals with specifying 
program modifications of a target language, CodeWorker is 
meant for both parsing of arbitrary grammars and source code 
generation. The generator presented in this paper adds to the 
extant body of knowledge which deals with generation of code 
artefacts. Details on features of generation architecture that was 
employed for that purpose in the context of Web 2.0 applications 
are provided in the following section. 

III. GENERATING THE WEB 2.0 APPLICATION 

The SCT generator model is based on dynamic frames [7] 
and can be used in the generation of a wide variety of 
applications. The SCT generator model defines the generator of 
source code from three core elements: Specification (S), 
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Configuration (C) and Templates (T). Specification contains 
features of the generated application in the form of attribute-
value pairs. Templates contain source code in a target 
programming language together with connections (replacing 
marks for the insertion of variable code parts). Configuration 
defines the connection rules between Specification and 
Templates. All three model elements together constitute the SCT 
frame. 

A particular SCT frame produces source code that could be 
either stored in a specific data file or included in another SCT 
frame. The basic idea of the generation process is shown in 
Figure 1. The initial SCT frame contains the initial source code 
template that includes connections. The generator of the source 
code creates a new SCT frame for each connection. While the 
source code of SCT frames located deeper in the hierarchy is 
included as the integral part of its superior SCT frame, the source 
code of the initial SCT frame is stored in a data file. 

Since an average application contains more data files, the 
SCT model implies the existence of a Handler. It represents a 
part of the SCT source code generator that aims to make the 
generator scalable in a way that it can produce more pieces of 
program code (e.g. program files) from the same set of 
Specification, Configuration and Templates. The SCT dynamic 
frames model enables the generation of various program units 
(e.g. files, classes, functions etc.) from the same Specification. 
Moreover, it enables the generation of code in a variety of 
programming languages (e.g. JavaScript, PHP, XML, Python, 
Java, etc.) and is consequently suitable for the generation of Web 
2.0 applications. The generated code can be stored in program 
files for later execution as well as in variables for immediate 
execution [32] [32]. 

Web 2.0 applications are specific since they use different 
technologies in an integrated manner. The flexibility of the SCT 
generator enables implementation of several technologies in the 
same application. This is achieved with cautious design of 
Specification, Templates and Configuration of the SCT 
generator. 

Model which reflects development process of Web 2.0 
application by means of SCT generator is illustrated in Figure 2. 
The first step is to identify Web 2.0 services and build one or 
several prototypes for each service. Based on experience 
obtained during development of prototypes, a set of templates is 
developed for each service. Those templates are input into SCT 
generator. Different applications have different set of services 
which is defined in Application specification. Each application 
has list of web services and other important data listed in its 
Application specification. How templates are combined 
together, based on Application specification, is defined in 
Application configuration. 

S C T S C T

#co
nn1# #connN#

. . . . .
. . . . .

S C T S C T

S C T

SCT source code generator 

Handler

S C T S C T

#co
nn1# #connN#

. . . . .
. . . . .

S C T S C T

S C T
- initial frames

- dynamically 

created frames

 

Fig. 1. The generating process 
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Fig. 2. Model of building Web 2.0 applications using the SCT generator 

The SCT Handler generates more data files which contain 
source code and implement both server and client side of Web 
2.0 application. Since Web 2.0 application employs different 
technologies, it is a challenge to make such templates that can 
be easily manageable and reusable. In that respect, the SCT 
generator model offers management of the whole set of code 
templates via relatively small Configuration.  

The process of building new generators begins with 
application prototype that is decomposed into SCT model 
elements through several steps. The SCT generator applies these 
elements in automatic assembling of different application 
variants. Steps in the design of a generator of Web 2.0 
application are as follows [40]: 

0. Prerequisite. The prerequisite for building the SCT 
generator is the application prototype in a form of a source code. 

1. Selection of new main templates and output types. The 
main templates are specified in the initial part of Configuration 
and define the type of code to be generated, e.g.: 
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#1#,,index.template  - entry HTML page 

2. Creating of Specification. Specification consists of 
attributes and their values. The hierarchy of attributes is 
specified by '+' sign, e.g.: 

field_combo:id_course  

+field_display:Course  - subordinated attribute 

3. Delineation of variable program parts. Variable program 
parts depend on Specification, so they will be later replaced with 
connections. 

4. Flexibilization of prototype. Variable program parts are 
being replaced by connections (in #-es). 

5. Adding new rule to Configuration. The configuration rule 
specifies all three elements of the SCT model: connection, 
specification attribute and used code template, respectively e.g.: 

#links#,title,links.template   

6. Building of code templates that are main constituent 
artefacts of generated applications. 

7. Generating, testing and adjusting in a generative 
development process.  

An outcome of the development process that begins with an 

application prototype is a generator that can be used in 

automatic design of different application variants. Obtained 

SCT model elements (Specification, Configuration and 

Templates) can be used in the further development of 

generators as well as applications.  

As shown in Figure 3, the development process of particular 

Web 2.0 application can be illustrated with spiral model that 

was originally proposed by Boehm [43].  

IV. THE EXAMPLE OF GENERATING 

The example1  includes a SCT based generator, implemented 
in Python, together with generated Web 2.0 application (also in 
Python; Ajax was used for user interface and PostgreSQL for 
database implementation). 

Specification of the given instance contains three output 
types: 

OUTPUT:out1  - used for index page 

OUTPUT:output  - CGI scripts (Python) 

OUTPUT:output_html  - HTML forms 

 

Each output type refers to one or more output files that will 
be generated. For instance, there are two files that are going to 
be generated from the following specification group: 

output:output/students.cgi   - CGI script 

output_html:output/students_form.html - HTML form 

table:ajax_students      - database table 

connection:exams      - link to another DB table 

+connection_field:student_id - subordinated attributes 

+connection_display:Exams      to link 

title:students       - group name 

+title_display:Students      - text to be displayed 

primary_key:student_id      - DB table primary key 

field_number:student_id      - table attribute+type 

+field_display:Student id    - text to be displayed 

                                                           
1 The example is available at gpml.foi.hr/SCT_Python_Ajax 

field_text:surname_name   

+field_display:Surname and name  . . . 

field_number:year_of_enrollment 

+field_display:Year of enrollment . . . 

field_number:year_of_study 

+field_display:Year of study 

Configuration contains rules for assembling software from 
Specification and Templates. The initial part of Configuration 
specifies the initial code templates that correspond to output 
types from Specification: 

#1#,,index.template - index page 

#2#,,script.template - CGI scripts 

#3#,,form.template - HTML forms 

Other lines of Configuration contain two- or three-element 
groups, e.g.: 

#table#,table      - link, attribute 

#title_field#,title,title.template - link, attribute,  

                                     template 

0. APPLICATION

PROTOTYPE

1. Main templates 

and output types

2. Creation of 

Specification

3. Identifying of 

variable program 

parts

4. Relaxing of 

prototype
5. Adding new rule 

to Configuration

6. Building of new 

code templates

7. Generating, 

testing and 

adjusting

GENERATOR

+

APPLICATION

VARIANTS

 
 

Fig. 3. Spiral generator/application development [40] 

The two-element group specifies direct replacement of the 
position of variable in Templates with value of attribute from 
Specification. The three-element group specifies that code 
template has to be used as many times as it occurs in 
Specification. Each code template employs connections (usually 
words in '#'-es) in order to specify variable parts that are going 
to be generated. The following example of a template is used in 
the generation of input/edit forms: 

<form id="myForm" action="" method="POST" > 

<input type="hidden" name="action" value="!operation!"> 

#fields_on_form# 

<td><input type='submit' name="Submit" 

value='Send'onclick="Perform2('#fields_getelementbyid#'

,'#title#.cgi?action=!operation!','R0')"></td> 

<td>&nbsp</td> 

</form> 

The example utilizes Ajax to route the output of the CGI 
script to a particular HTML element marked by id (here: 'R0'). 
As shown in Figure 4, this feature enables editing of particular 
row in database table, without the need of refreshing the whole 
web page. 

The aim of the SCT generator model is to achieve high 

reusability of features (attributes with their values) defined in 

Specification. These features can be distributed through 
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connections on many different places in diverse code templates, 

as shown in Table 1. 

TABLE I.  DISTRIBUTION OF SPECIFICATION FEATURES IN THE EXAMPLE 

APPLICATION 

Attribute 

Total number 

of occurrences 

in 

Specification 

Total number 

of occurrences 

in generated 

code 

Number of 

files where the 

value occurs 

application 1 2 1 

table 3 90 3 

title 3 52 3 

title_display 3 15 3 

field_number 6 397 3 

field_combo 2 70 1 

 

 

 

 

Fig. 4. Editing the particular row in database table 

The multi-distribution of specification features could be 

used in application updating. This can be performed by 

changing the Specification, which enables new features of 

applications inside the problem domain proposed by 

Configuration. Any modification in Templates changes the way 

Specification attribute values are used, including the 

programming language. Any update of Configuration changes 

the way the generator builds the program code, respectively. 

The introduction of a new line in Configuration could enable 

the use of a new Specification attribute and a new code 

template. The purpose of the set forth is to avoid any later 

modifications of the generated code. 

V. CONCLUDING REMARKS 

This paper illustrated the use of dynamic frames generator 
model in the development of Web 2.0 applications. There are 
numerous benefits of the proposed approach. The first one is the 
improvement of the development process productivity that is the 
outcome of reusability of program artefacts. The set forth 
productivity reflects in terms of enhanced efficiency in 
development of software product lines, as well as facilitated 

features specification at higher level of abstraction. The second 
one is simplified application update which results from 
definition of application in a higher abstraction language used 
by SCT generator. Inclusion of new features in application is 
performed by adding new definitions in application 
specification. The third one is the customization of application 
to the specific needs of particular user. Considering that network 
effects, perpetual beta, and lightweight user interfaces, 
respectively are essential design patterns of Web 2.0 
applications, the proposed approach supports the user-centered 
development of software product line members. 

Our future work will be focused on the employment of 

dynamic frames based generators in the development of some 

specific types of Web 2.0 applications such as mashups. More 

specifically, our research efforts will deal with interplay of 

different generator implementations and novel web 

technologies. 
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Abstract— As mobile devices are seeing widespread usage in the everyday life, the images from mobile devices can be used as 

evidence in legal purposes. Accordingly, the identification of mobile devices images are of significant interest in digital forensics. In this 

paper, we propose a method to determine the mobile devices camera source based on the grouping or clustering of images according to 

their source acquisition. Our clustering technique does not involve a priori knowledge of the number of images or devices to be 

identified or training data for a future classification stage. The proposal combines of hierarchical and flat clustering and the use of 

sensor pattern noise. Experimental results show that our approach is very promising for identifying mobile devices source.  
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I.  INTRODUCTION 

Nowadays, even suffering the impact of global financial 
crisis, the sales of mobile devices such as cell phones, 
smartphones or tablets, is still increasing. About 78.1% of 
mobile phones sold in 2010 have an integrated camera [1]. 
Integrated cameras in mobile devices outnumber traditional 
Digital Still Camera (DSCs). The sales of cameras integrated 
into mobile devices in 2013 exceeded 1800 million units. 
Similarly, there are predictions that the DSCs will disappear in 
favour of integrated mobile devices [2], since the quality of 
these cameras is growing at an unstoppable rate. Also, the 
emergence of cameras in mobile devices should not only be 
measured in sales figures, as in our daily life it is common to 
see how people use photographs from these devices for a 
variety of situations – personal life, news, legal evidence, 
software applications and so on. Therefore, forensic analysis of 
such images is particularly important in criminal investigations.  

The image source acquisition identification and malicious 
tampering detection are of significant interest in digital image 
forensic analysis. This work focuses on the first branch. Also, 
since mobile device cameras have some characteristics that 
make them different from the rest, this work focuses on images 
from this type of devices. The source acquisition identification 
has closed scenarios and open scenarios approaches regarding. 
A closed scenario is one in which the image source 
identification is performed on a specific and known beforehand 
set of cameras. In closed scenario approach normally use to 
train and predict process in order to classify like Support 
Vector Machine (SVM) classifier. Instead, in open scenarios 
the forensic analyst does not know a priori the camera set to 

which images whose source identification will be identified 
belong.  

In this paper, we propose a method that utilizes the 
hierarchical and flat clustering to image source identification in 
open scenarios. The objective of this approach is to group the 
different images into disjoint sets in which all their images 
belong to the same device. This approach is very close to real-
life situations, since in many cases the set of cameras to which 
a set of images may belong is completely unknown to the 
analyst. In addition, it is virtually impossible to have a set of 
images to train a classifier with all mobile device cameras 
existing in the world. In this case, being able to group images 
into sets that belong to the same device is very useful, as this 
can provide very valuable and in some cases conclusive 
information to judicial investigators. The remainder of this 
paper is organized as follows. Section 2 briefly presents 
previous work related to forensic techniques for mobile device 
image source acquisition identification. The proposed 
technique is presented in section 3. The experiments and their 
results are presented in section 4. Finally, in section 5 the 
conclusions drawn from this work are presented. 

A. Image Formation in Digital Cameras 

The first step is to understand and create image processing 
forensic algorithms is to thoroughly know the process of image 
acquisition in digital cameras. Fig. 1 summarizes this process. 
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Fig. 1. Image acquisition process in digital cameras [3] 

First, the lens system captures light from the scene by 
controlling the exposure, focus, and image stabilization. Next, 
the light passes through a set of filters that improve the visual 
quality of the image, and then the light gets to the image sensor 
called Color Filter Array (CFA); this is an array of light 
sensitive elements called pixels. Note that the choice of the 
CFA can influence the sharpness and the final appearance of 
the image since there are different CFA patterns.  

The most commonly used model is the Green-Red-Green-
Blue (GRGB) Bayer pattern; other models are: Red-Green-
Blue-Emerald (RGBE), Cyan-Yellow-Yellow-Magenta 
(CYYM), Cyan-Yellow-Green-Magenta (CYGM) or Red-
Green-Blue-White (RGBW). The incident light on the colored 
filters gets to a sensor which is responsible for generating an 
analogue signal proportional to the intensity of received light, 
keeping these values in an internal array.  

There are currently two types of sensor technologies that 
meet this latter purpose in digital cameras: CCD (Charge 
Coupled Device) and CMOS (Complementary Metal Oxide 
Semiconductor). Both types of sensors essentially consist of 
Metal Oxide Semiconductors (MOS) and they work in a 
similar way, although the key difference is in the way in which 
pixels are scanned and the way in which the reading of the 
charges is carried out. CCD sensors need an additional chip to 
process the sensor’s output information; this causes the 
manufacture of devices to be more costly and the sensors to be 
bigger. In contrast, CMOS sensors have independent active 
pixels, as they themselves perform the digitalization, offering 
speed and reducing the size and cost of the systems that make 
up a digital camera. Another difference between these two 
types of sensors is that the pixels in a CCD array capture light 
simultaneously, which promotes a more uniform output. 
CMOS sensors generally perform the reading as progressive 
scan (avoiding the blooming effect). CCD sensors are far 
superior to the CMOS in terms of noise and dynamic range; on 
the other hand, CMOS sensors are more sensitive to light and 
behave better in low light conditions. Early CMOS sensors 
were somewhat worse than CCDs, but nowadays this has been 
practically corrected.  

The CCD technology has reached its limit and it is now 
when CMOS is being developed and its weaknesses are being 
overcome, so much that the majority of smartphones contain 
CMOS sensors. Signals stored by the CCD/CMOS sensor are 
then converted into a digital signal and transmitted to the image 
processor, once the image processor receives the digital signal 
it eliminates noise and other introduced anomalies. Some other 

processes applied to the signal are color interpolation, gamma 
correction, and color correction. 

II. PREVIOUS WORKS IN IMAGE FORENSIC ANALYSIS 

Most research on image source acquisition identification 
focuses on traditional digital cameras or DSC; most of these 
techniques are not valid for mobile device images. In [4] an 
overview of this research can be seen. 

For any type of image classification, either in open or 
closed scenarios, it is necessary to obtain certain features that 
allow classification techniques to perform their task. According 
to [3], four groups of techniques can be established for this 
purpose: based on lens aberration, based on the CFA matrix 
interpolation, based on the sensor imperfections and based on 
the use of image features. Within the latter group a subdivision 
can be made based on color features, quality features, and 
wavelet domain statistics. This work uses techniques based on 
sensor imperfections, particularly those based on the sensor 
pattern noise (SPN). The main components of image noise are 
the Fixed Pattern Noise (FPN) and the Photo Response Non 
Uniformity (PRNU). There are several sources of 
imperfections and noise introduced at different stages of the 
creating pipeline of an image in a digital camera. Even if a 
uniform and fully lighted picture is taken it is possible to see 
small changes in the intensity between pixels. This is due to the 
shot noise is random and, in large part, the pattern noise is 
deterministic and is kept approximately equal if several 
pictures of the same scene are taken.  

The analysis of clusters, or clustering, aims to group a 
collection of objects into representative classes called clusters, 
without a priori information, in such a way that the objects 
belonging to each cluster keep a greater similarity to objects 
from other clusters. Image grouping can be performed using 
supervised or unsupervised learning techniques. In the first 
case it is essential to know the device information a priori, i.e., 
it is clearly identified with the classification in closed scenarios 
which requires a training stage with the features extracted from 
the images and a second classification stage in accordance with 
the previous result. However, in a real case it may be difficult 
to have the camera in question or a set of photographs taken by 
it to carry out training, hence the need for unsupervised 
learning techniques, which directly correspond to open 
scenarios.  

Traditional clustering has been known to be an 
unsupervised learning technique; however, there are some 
cases of supervised clustering where it is possible to apply an 
anterior or posterior approach to improve the grouping itself. 
This is to prevent that elements of different classes are in the 
same cluster, which requires having a priori knowledge of the 
data set. This issue is addressed in [6], although it is worth 
mentioning that this article is focused on the use of 
unsupervised techniques.  

In order to determine the similarity between objects 
belonging to the same cluster, there are distance measures such 
as Euclidean distance, Manhattan distance, and Chebychev 
distance, among others. Alternatively, it is possible to use 
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similarity functions 𝑆(𝑋𝑖 , 𝑋𝑗) which compare two vectors Xi 

and Xj symmetrically, i.e., 𝑆(𝑋𝑖 , 𝑋𝑗) = 𝑆(𝑋𝑗 , 𝑋𝑖). These 

functions reach their highest values as 𝑋𝑖 and 𝑋𝑗 are more 

similar. One of the most commonly used measures in image 
source identification is normalized correlation [7][8][17] 
defined in equation 1. 

  𝑐𝑜𝑟𝑟(𝑋𝑖 , 𝑋𝑗) =
(𝑋𝑖−𝑋𝑖)⊙(𝑋𝑗−𝑋𝑗)

‖𝑋𝑖−𝑋𝑖‖⋅‖𝑋𝑗−𝑋𝑗‖
 (1) 

Where 𝑋𝑖 and 𝑋𝑗 represent the mean vector, 𝑋𝑖 ⊙ 𝑋𝑗 is the 

scalar product of two vectors and ‖𝑋𝑖‖ is the 𝐿2 norm of 𝑋𝑖. 

According to the clustering algorithms classification 
proposed in [9], we find the hierarchical methods whose 
purpose is to achieve a structure called dendogram which 
represents the grouping of objects according to their levels of 
similarity. This grouping can be done in different ways: 
agglomerative or decisive. Agglomerative grouping initially 
considers each object as a separate class until iteratively 
grouping all the objects in a single class. Divisive clustering is 
based on the idea of starting from a single class until managing 
to separate all objects into individual classes. There are also 
partitioning algorithms, wherein starting a partition, the 
algorithm takes care of moving objects from one cluster to 
another to minimize certain error criterion. Within this 
category, the most famous method is k-means; however, most 
of these methods require knowing in advance the number of 
clusters, which is why they are not widely used in forensic 
image analysis. Finally, there are other clustering algorithms 
such as: [10] which produces clusters by means of graphs, [11] 
based on the density where the points within a cluster are given 
by a certain probability function, clusters based on models such 
as decision trees [12] or neural networks [13] and clustering 
with soft-computing methods such as fuzzy clustering [14], 
evolutionary clustering methods and simulated annealing 
clustering [15].  

There are previous works on image grouping by 
unsupervised methods; all of them consider SPN as the most 
reliable criterion for representing a device's digital footprint, 
hence the PRNU is used specifically as a footprint and 
normalized correlation as a similarity measure to achieve 
image grouping by device. 

[16] uses a classification technique with unsupervised 
learning where grouping is achieved by graph maximization. 
Clustering is performed from not-oriented graph with weights, 
starting with an affinity matrix where the connection weights 
between vertices is the correlation value between each SPN, 
starting with a random node. In each iteration, the remaining 
nodes are connected and the nodes closest to the central one are 
chosen, obtaining a new affinity matrix in each step; the 
algorithm stops when the number of closest nodes is less than a 
$k$ parameter. Subsequently, the graph is partitioned to the 
point where similarity in a set is maximum and minimum with 
respect to other sets. 

In [8] clusters are performed using Markov random fields. 
A clustering algorithm based on matrix containing all the 
correlations between the SPN of several cameras is proposed. 

In each iteration the algorithm groups within classes the most 
similar SPNs making use of the local features of Markov 
random fields and assigns a new class label to each SPN 
maximizing a probability function, the criterion to stop the 
algorithm is satisfied when there are no label changes after a 
certain number of iterations. 

The algorithm proposed in [17] and on which this research 
is based uses hierarchical clustering to group images. Prior to 
the clustering algorithm, the authors apply a function for sensor 
noise improvement, which strengthens the lower components 
and attenuates the high components in the wavelet domain in 
order to remove the scene details in it. With a similarity matrix 
containing all the correlations between different SPNs and 
taking as a starting point each image as a single cluster, the 
clustering algorithm groups the two clusters with the highest 
correlation value forming a single cluster and updates the 
matrix with a new row and column that replace the rows and 
columns of the grouped clusters. The link criterion chosen to 
mix two clusters was average linkage. In each iteration of the 
algorithm, cluster status at that time is stored on a partition and 
the global silhouette coefficient is calculated. At the end of the 
algorithm the partition whose silhouette coefficient value is the 
lowest is chosen, the number of clusters at that point should 
correspond to the number of devices that exist initially, as well 
as the content of each cluster to the SPN for each device. The 
authors carry out a training stage with the described algorithm 
and a classification stage for the remaining images, for this it is 
sufficient to obtain the average of the SPNs for each cluster and 
compare them against the remaining images, the image will be 
classified within the cluster whose correlation is highest. 

III. TECHNIQUE DESCRIPTION 

The proposed unsupervised clustering algorithm is based on 
the one proposed in [17]. It is a combination of a hierarchical 
clustering, and a flat clustering. That is, despite forming a 
dendrogram structure with each iteration of the algorithm, at 
the end the clusters are taken as unrelated entities since each of 
them must correspond to a specific device.  

Prior to performing the clustering, it is necessary to obtain 
sensor pattern noises of the image set 𝐼 using the extraction 
algorithm and the parameter of noise suppression 𝑠0 = 5 
proposed in [5]. Equation 2 shows this calculation. 

  n(i) = I(i) − F(I(i)) (2) 

Where 𝑖 = 1, … , 𝑁, 𝑁 is the number of images, 𝑛(𝑖) is the 

noise pattern of each image 𝑖, 𝐼(𝑖) is the image with sensor 
noise of each image 𝑖 and 𝐹 is the noise removal filter based on 
wavelet transform. For this, the algorithm developed by Goljan 
et al. in [18] was used. No noise improvement algorithm, such 
as those proposed by [8] and [17], has been used in our 
proposal. The Wiener filter in the frequency domain is 
sufficient to remove most of the scene details that are present 
when extracting the SPN.  

For each of the 𝑁 noises 𝑛1, … , 𝑛𝑁 the correlation value is 
obtained using equation 1 and this generates a similarity matrix 
𝐻 of 𝑁 × 𝑁. This matrix is symmetric and consists of ones in 
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its main diagonal (since the correlation of noise with itself is 
1). Once the matrix has been generated it will not be necessary 
to recalculate the correlations between noises along the 
clustering algorithm, saving time and processing power. 

The selected hierarchical clustering algorithm involves 
finding within the 𝐻 matrix the noise pair 𝑘 and 𝑙 with a 
highest correlation value. It is worth mentioning that the 
correlation values in the main diagonal are not taken into 
account. Then the rows and columns 𝑘 and 𝑙 are deleted and 
both a new row and a new column are added to the matrix. 
These new row and column values are the result of a linkage 
criterion. The function chosen for this work was the average 
linkage method since its results are more satisfactory than with 
other linkage methods such as single linkage or complete 
linkage, as is suggested in [17]. Equation 3 shows the function 
of the average linkage method between two clusters A and B. 

  H(A, B) =
1

‖A‖‖B‖
∑ corr(ni, nj)ni∈A,nj∈A  (3) 

where the 𝑐𝑜𝑟𝑟(𝑛𝑖 , 𝑛𝑗) value is calculated with equation 1 and 

can be taken from the matrix 𝐻 to simplify the computational 
processing. ‖𝐴‖ and ‖𝐵‖ is the cardinality of the 𝐴 and 𝐵 
clusters respectively. 

Each iteration of the algorithm takes the two clusters with 
the highest correlation value in the matrix and mixes the 
objects contained in them to create a new cluster, while storing 
the state of the different clusters in partition 𝑃0, … , 𝑃𝑁−1 with 
the aim of knowing the contents of the cluster at any time. In 
the hierarchical clustering, the final result of the algorithm is a 
cluster containing all objects. However, in this work each 
cluster should represent a device at the end of the execution. 
For this reason, the silhouette coefficient as a measure of 
validation of clusters was used. The silhouette coefficient 
measures the similarity index between the elements of a single 
cluster (cohesion) and the similarity between the elements of a 
cluster with respect to the others (separation). Unlike Caldelli 
et al. [17], in our proposal the calculation of the silhouette 
coefficient is performed for each cluster contained in the 𝑃𝑖  
partition and not for each pattern noise, as noted in Equation 4. 

  sj = max (bj) − aj (4) 

where 𝑎𝑗 (cohesion) is the average correlation between all 

noise patterns within the 𝑐𝑗 cluster. 𝑏𝑗 (separation) is the 

average correlation of noise patterns contained in the 𝑐𝑗 cluster 

with respect to noise patterns in the remaining clusters. The 
nearest neighboring cluster is taken, namely the one with the 
highest correlation.  

For each iteration 𝑞 of the algorithm a global measure of all 
the silhouette coefficients calculated from the 𝐾 clusters is 
obtained, this is equivalent to averaging the 𝑠𝑗 values in 𝑞. 

Equation 5 shows this calculation. 

  SCq =
1

K
∑ sj

K
j=1  (5) 

Upon completion of the hierarchical clustering, the 𝑆𝐶𝑞 

with the lowest value is searched for, which indicates that the 

partition 𝑃𝑞
∗ clusters are at a greater correlation level. The 

number of clusters at that moment should correspond to the 
actual number of devices. The aim of storing the partition at 
each time of the algorithm is to avoid rerunning the clustering 
because information of all the clusters in each iteration 𝑞 is 
known. Next algorithm shows the proposal's pseudocode. 

1. Calculate 𝑛(𝑖) of each image where 𝑖 ∈ 1, … , 𝑁; 
2. Generate the similarity matrix 𝐻 ∈ 𝑅𝑁×𝑁; 
3. Foreach 𝑞 ∈ 1, … , 𝑁 − 1 𝑑𝑜 
4. Find cluster 𝐻(𝑘, 𝑙) with the highest similarity; 
5. Remove the pair of rows and columns corresponding to 

clusters 𝑘 and 𝑙; 
6. Calculate the values of the new cluster using average 

link criteria and add the row and its corresponding 
column; 

7. Determine the overall silhouette coefficient 𝑆𝐶𝑞; 

8. Store the partition 𝑃𝑞; 

9. Find the partition where 𝑚𝑖𝑛𝑞(𝑆𝐶𝑞). 

 

IV. EXPERIMENTS AND RESULTS 

The experiments were performed with a total set of 1050 
photographs from 7 different mobile device camera models. 
The total set contains 150 photographs from each model. 7 
devices are from different manufacturers (Apple iPhone 5, 
Huawei U8815, LG E400, Samsung GTS5830M, Zopo ZP980, 
Sony ST25a and Nokia 800 Lumia). 

All the images were cropped to 1024×1024 pixels, all 
images have a horizontal orientation. The scenes of the 
photographs were chosen randomly, both indoors and outdoors, 
and they were also taken at different times and places in order 
to simulate a more realistic scenario. In the extraction of the 
noise pattern from all images, the zero - mean of rows and 
columns was used, 3 RGB color channels were converted to a 
single matrix in grayscale. Additionally, all experiments were 
conducted using the Wiener filter in the frequency domain.  

To measure the degree of certainty in the results, the true 
positive rate TPR was used. The mean TPR for each of the 
following experiments is calculated, computing for each cluster 
the number of photos that have been well classified (TPR of 
each cluster) and averaging the TPRs of all the resulting 
clusters (if there are fewer clusters than devices the average 
takes into account the number of devices). To calculate the 
TPR of each cluster, the device that has the largest number of 
images with respect to the total of images by device needs to be 
identified within the cluster, that being the predominant device 
cluster, then calculate the percentage of photos that have been 
well classified for that device in the cluster. Actually, in the 
vast majority of cases it can be seen that a cluster is associated 
with one or more devices, as it can observed in matrices such 
as the ones in Tables I, II and III. If there are multiple clusters 
with the same number of photos from a device or a cluster with 
the same number of photos from several devices and in turn 
these being the highest, the cluster that is taken as predominant 
for the device is one chosen among the different options. It 
may be the case that if there is an extra cluster, a cluster may 
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not be predominant for any device (see Table II) and its TPR 
for this cluster is 0. Or there might be one less cluster (see 
Table III), in this case the association of the cluster to a device 
will be taken into account and the number of devices will be 
used to calculate the average, as described above.  

In Tables I, II and III there are examples that illustrate the 
calculation of the TPR for the three cases that may occur. 

TABLE I.  TPR WITH EQUAL NUMBER OF DEVICES THAN CLUSTERS 

Brand - Model 
Clusters (%) Average 

TPR 1 2 3 4 5 

Apple Iphone 5 49 0 0 1 0 

99.2 % 

Huawei U8815 0 50 0 0 0 

LG E400 0 1 49 0 0 

Nokia 800 Lumia 0 0 0 50 0 

Samsung GT5830m 0 0 0 0 50 

TPR by cluster 98 100 98 100 100 

In the results of the experiments 3 possible cases are 
considered: a) The number of identified clusters is equal to the 
number of devices, b) the number of identified clusters is 
higher than the number of devices, and c) the number of 
identified clusters is lower than the number of devices. 
Although the first case is ideal, in the second case 
classifications that do not mix different types of devices in a 
same cluster can be obtained. 

TABLE II.  TPR WITH LESS NUMBER OF DEVICES THAN CLUSTERS 

Brand – Model 
Clusters Average 

TPR 1 2 3 4 

Apple I-phone 5 100 0 0 0 

99 % 

Huawei -U8815 0 100 0 0 

LG -E400 0 0 97 3 

TPR by cluster 100 100 97 0 

TABLE III.  TPR WITH MORE NUMBER OF DEVICES THAN CLUSTERS 

Brand – Model 
Clusters (%) Average 

TPR 1 2 3 4 

Apple Iphone 5 100 0 0 0 

80 % 

Huawei U8815 0 100 0 0 

LG E400 0 0 100 0 

Nokia 800 Lumia 100 0 0 0 

Samsung GT 5830M 0 0 0 100 

TPR by cluster 100 100 100 100 

V. CONCLUSIONS 

This paper has made an analysis of the main unsupervised 
image grouping techniques, which are of utmost importance in 
digital image forensic analysis. Despite the rise of mobile 
device cameras these days, there are still few references for 
unsupervised mobile device image grouping in the state of the 
art. Most of the works refer to the supervised classification and 
in many cases they are not focused on mobile device images, 
which have unique characteristics. The noise added in every 
photograph by the camera sensor, due to the faults in its 

manufacturing process or defects from daily use, has proven to 
be a reliable source of device identification. Likewise, the 
calculation of normalized correlation between sensor noises 
extracted from two or more pictures is also a measure of 
similarity commonly used in unsupervised image learning 
techniques, clustering techniques being the ones which obtain 
the best results. The algorithm of this proposal is based on the 
combination of a hierarchical clustering and a flat clustering for 
the separation between clusters. The use of the silhouette 
coefficient for cluster validation proved to report good results 
when obtaining high TPRs; also, the number of clusters 
corresponded to the number of actual devices in most cases. 
Experiments conducted in this work have revealed a great 
diversity of situations with regard to the symmetry or not of the 
photo sets, their size, the number of devices used and the use of 
devices of the same brand. After all the experiments, it is 
concluded that the results of the application of the technique 
are good (92.7% TPR on average for all the experiments). 
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Abstract—Object recognition and scene classification are generally considered one of the most important challenges in computer vision 

community, where, object recognition is a process of finding and identifying objects in a digital image or video sequence. One of the 

main problems in recognizing 3D object is extracting stable and consistent features vectors under different conditions, such as camera 

viewpoint, illumination and cluttered background. In addition, Processing and memory capacity of Smartphones still restrict the 

computational capacity of object recognition programs. In this paper, we propose a distributed 3D object recognition system to 

overcome computational capacity problem and improve scalability of objects that will simply be recognizable. The paper also proposes 

the use of k-Nearest Neighbors classifier with Speeded Up Robust Features algorithm to solve the problem of extracting stable and 

consistent features vectors. The system is remarkably capable of adapting to different network configurations and the wireless 

bandwidth, and improving the performance of recognizing multiple 3D objects using Smartphones devices. 
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I. INTRODUCTION  

One of the most significant developments in the last 

decade is the applications of 3D object recognition. Object 

recognition is a computer technology related to computer 

vision and image processing that deals with finding and 

identifying instances of semantic objects of a certain class in 

digital images or video sequence. The main factors that affect 

the accuracy of 3D object recognition systems are the 

variability in the illumination and the pose of the objects, in 

addition to time delay. The presence of these factors in 

recognizing 3D objects can lead to diminishing recognition 

reliability [1]. 

 

Obtaining 2D images from 3D scenes is the reverse   

process of reconstruction 3D Model from multiple 2D images. 

Thus, it can handle any 3D object as a sequence of 2D images. 

 

Selecting the most consistent, stable and reliable feature 

extraction technique and appropriate classifier for classifying 

number of categories, which contain large number of features 

is a hard task that will be overcome by using Speeded Up 

Robust Features (SURF) algorithm in extracting features and 

K-Nearest Neighbor classifier in classifying objects. 

 

Smartphones devices are very limited in executing high 

computational capacity programs such as objects recognition 

and image classifications programs, that’s because of the high 

computational capacity required for this type of applications, 

in addition to low capacity of memory and processors of 

smartphones devices up to this day. 

Offloading computations from smartphones to remote 

cloud resources has recently been rediscovered as a technique 

to enhance the performance of smartphone applications, while 

reducing the energy usage [2]. 

 

The rest of this paper is structured as follows: the next 

section presents the problem statement. Section 3 talks about 

some related works. Section 4 and 5 discuss the framework of 

the proposed recognition system. Section 6 explains the 

proposed distributed system. The comparative experiments 

and results are discussed in Section 7. Finally, the paper will 

be concluded in Section 8. 

 

II. PROBLEM STATEMENT 

Extracting stable and consistent features under different 

condition such as reflections, illumination and camera view 

point has been considered one of the main challenges in 

recognizing 3D objects. Besides that, Smartphones still restrict 

the computational capacity of object recognition programs, 

while,3D object recognition programs involve complex 

mathematical calculations and they require powerful memory 

and processor to cover their computational needs. Therefore, 

in this paper the proposed distributed 3D object recognition 

system can handle the computational capacity and scalability 

problems of smartphone resources. Moreover, using robust 
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and fast algorithm such as SURF can solve the recognition 

problems with high accuracy. 

 

III. RELATED WORK 

The most common way to tackle 3D detection is to 
represent a 3D object by a collection of independent 2D 
appearance models [3, 4, 5, 6, 7], one for each viewpoint. 
Several authors augmented the multi-view representation with 
weak 3D information by linking the features or parts across 
views [8, 9, 10, 11, 12]. This allows for a dense representation 
of the viewing sphere by morphing related near-by views [13], 
since these methods usually require a significant amount of 
training data. 

 

Two general approaches have been taken to solve 3D 
recognition problem: pattern recognition approaches and 
feature-based geometric approaches. The first approach uses 
low-level image appearance information to locate an object, 
while the second constructs a model for the object to be 
recognized, and matches the model against the photograph. 

 
The groundbreaking work of Schmid and Mohr showed 

that invariant local feature matching could be extended to 

general image recognition problems in which a feature was 

matched against a large database of images. They also used 

Harris corners to select interest points, rather than matching 

with a correlation window. The Harris corner detector is very 

sensitive to changes in image scale, so it does not provide a 

good basis for matching images of different sizes [14]. 

 

David G. Lowe extended the local feature approach to 

achieve scale invariance using Scale Invariant Feature 

Transform (SIFT) algorithm. This work also described a new 

local descriptor that provided more distinctive features while 

being less sensitive to local image distortions such as 3D 

viewpoint change. The high dimensionality of Lowe 

descriptors was a drawback of SIFT algorithm [14]. 

 

Speeded Up Robust Features (SURF) algorithm, on the 

other hand, is designed for much faster scale-space extraction. 

The detection of extrema is located on the determinant of 

Hessian approximated by Haar-wavelets. The descriptor is 

based on the polarity of the intensity changes. Sums of the 

gradient (oriented with the main orientation of the keypoints) 

and the absolute of gradient in horizontal and in vertical 

direction are computed [15]. 

 
However, some computation intensive applications cannot 

be run on smartphones since their computing power and 
battery life are still limited for such resources. Some of these 
applications including video encoding/decoding, image 
recognition, and 3D graphics rendering, could take a 
significant amount of time due to their computationally 
intensive nature. Processors on mobile devices are gradually 
getting faster year by year; however, without aid from special 

purpose hardware, they may not be fast enough for those 
computationally intensive applications [16]. 

 

Recently, it has been rediscovered that offloading 
computation using the available communication channels to 
remote cloud resources can help to reduce the pressure on the 
energy usage. Furthermore, offloading computation can result 
in significant speedups of the computation, since remote 
resources have much more compute power than smartphones 
[2]. 

IV. SPEED UP RUBOST FEATURES ALGORITHM 

Feature extraction is one of the most important steps in 

image pattern recognition tasks. As happens with any pattern 

recognition algorithm, the performance of recognition 

algorithm strongly depends on the feature extraction method 

and the classification systems used to carry out recognition 

tasks [17]. 

 

Scale Invariant Feature Transform (SIFT) is an approach 

for detecting and extracting local features descriptors that are 

reasonably invariant to changes in rotation, scaling, lighting 

conditions and small changes in view point. SIFT features are 

also very resilient to the effects of "noise" in the image [17]. 

Generally, the high dimensionality of the descriptor is a 

drawback of SIFT algorithm at the matching step. For on-line 

applications relying only on a regular PC, each one of the 

three steps (detection, description, matching) has to be fast 

[18]. 

 

Speeded Up Robust Features (SURF) is a robust local 

feature detector, first presented by Herbert Bay et al. in 2006, 

that can be used in computer vision tasks like object 

recognition or 3D reconstruction. It is partly inspired by the 

SIFT descriptor. The standard version of SURF is several 

times faster than SIFT and claimed by its authors to be more 

robust against different image transformations than SIFT [17]. 

 

In SURF algorithm, the most valuable property of an 

interest point “Detector” is its repeatability. The repeatability 

expresses the reliability of a detector for finding the same 

physical interest points under different viewing conditions. 

Next, the neighborhood “Descriptor” of every interest point is 

represented by a feature vector. This descriptor has to be 

distinctive and at the same time robust to noise. The 

dimension of the descriptor has a direct impact on the time this 

takes, where, less dimensions are desirable for fast interest 

point matching [18]. 

 

In SURF feature vector. In order to bring in information 

about the polarity of the intensity changes, we also extract the 

sum of the absolute values of the responses,| d x|and | d y|. 

Hence, each sub-region has a four-dimensional descriptor 

vector v for its underlying intensity structure 

 
v = (∑d x;∑d y; ∑| d x| ; ∑| d y|).     (1) 
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Where dx is the Haar wavelet response in horizontal direction, 

and dy is the Haar wavelet response in vertical direction. 
 

Concatenating this for all 4 x 4 sub-regions, this results in a 

descriptor vector of length 64.Figure 1 show the properties of 

the descriptor for three distinctively different image-intensity 

patterns within a sub-region [18]. 

 
 

 

 

 

 

Fig. 1. The descriptor entries of a sub-region represent the nature of the 

underlying intensity pattern. Left: In case of a homogeneous region, all values 

are relatively low. Middle: In presence of frequencies in x direction, the value 

of∑| d x| is high, but all others remain low. If the intensity is gradually 

increasing in x direction, both values∑d x and∑| d x|are high [18]. 
 

 

Table (1) and (2) show that, SIFT has detected more 

number of features compared to SURF but it is suffered with 

speed. SIFT is slow and not good at illumination changes, 

while it is invariant to rotation, and scale changes. SURF is 

fast and has good performance as much as SIFT. 
 

TABLE 1. COMPARISONS OF RESULTS OF SIFT AND SURF ALGORITHM [19] 
 

Algorithm Detected Feature 

Points 

Matching 

feature point 

Feature 

matching 

Time 
Image1 Image2 

SIFT 892 934 41 1.543 s 

SURF 281 245 28 0.546 s 

 

TABLE 2. COMPARISONS OF RESULTS OF SIFT,PCA-SIFT AND SURF 

ALGORITHM [20] 

 

Algorithm Time Scale Rotation Blur Illumination 

SIFT common best best best common 

PCA-SIFT good common good common good 

SURF best good common good best 

 

V. K-NEAREST NEIGHBOR CLASSIFIER 

K-Nearest Neighbor (KNN) is one of the most popular 

algorithms for pattern recognition, which has been proven to 

be a simple and powerful recognition algorithm. Many 

researchers have found that the KNN algorithm accomplishes 

very good performance in their experiments on different data 

sets [21]. 

 

K-Nearest Neighbor (KNN) is a supervised learning 

algorithm and it is a non-parametric method for classifying 

objects based on closest training examples in the feature space. 

In statistics, the term non-parametric covers techniques that do 

not rely on data belonging to any particular distribution [17]. 

 

The KNN classification algorithm predicts the test sample’s 

category according to the K training samples which are the 

nearest neighbors to the test sample, and then judges it to that 

category which has the largest category probability [21]. 
The process of KNN algorithm to classify sample X is as 
follow [21]: 

 Suppose there are j training categories C1,C2,…,Cj and 

the sum of the training samples is N after feature 

reduction, they become m-dimension feature vector. 

 

 Make sample X to be the same feature vector of the 

form (X1, X2,…,Xm), as all training samples. 

 

 Calculate the similarities between all training samples 

and X. Taking the ith sample di (di1,di2,…,dim) as an 

example, the similarity SIM(X, di) is as follows: 

 

SIM(X, d i) =

∑ X j. d ij
m

j=1

√(∑ X j
m

j=1
)

2

. √(∑ d ij
m

j=1
)

2

    (2) 

 

 Choose k samples which are larger from N similarities 

of SIM(X, di), (i=1, 2,…, N), and treat them as a KNN 

collection of X. Then, calculate the probability of X 

that belongs to each category respectively with the 

following formula. 
 

     P(X, C j) = ∑ SIM(X, d i)

 

d

. y(d i, C j)             (3) 

Where y (di, Cj) is a category attribute function, which 

satisfied 

y(d i, C j) = {
1, d i ∈ C j
 0, d i ∉ C j

 

Judge sample X to be the category which has the largest P(X, 

Cj) as shown in figure 2. 
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Fig. 2. K-NN Classification. At the query point of the 

circle depending on the k value of 1, 5, or 10, the 
query point can be a rectangle at (a), a diamond at 

(b), and a triangle at (c)[22]. 

 

The accuracy of the k-NN algorithm can be severely 

degraded by the presence of noisy and irrelevant features, or if 

the feature scales are not consistent with their importance. So, 

extracting consistent and relevant features using SURF 

algorithm can help k-NN algorithm in classifying 3D objects 

with high accuracy. 
 

VI. DISTRIBUTED 3D OBJECT RECOGNITION SYSTEM 

This paper follows another line of research on building 

distributed 3D object recognition system. This distributed 

system is a software system in which, components located 

on networked computers communicate and coordinate their 

actions by passing messages [23].Therefore, the proposed 

system tries to employ the power of using distributed system in 

recognizing objects. 

 

The proposed system for recognizing 3D objects consists 

of three steps. The first step is a sampling procedure that 

captures a finite set of candidate 3D locations in order to avoid 

the high computational cost of considering every potential 

location. The second step is extracting the most stable and 

consistent features of each captured image and merging them 

to create the marker of a captured object. The last step is 

matching the new image that was captured by a smartphone 

with stored markers list in a workstation and returns the result 

back to the smartphone. 

 

Figure 3 illustrates a scenario for capturing multi scene of 

the same object from different viewpoints. For each 3D object, 

18 (2*9) different vantage points have been selected to 

measure the 3D appearance of this object. 
 

 

 

 

 

 

Fig. 3. Capture multi scenes of the same object from different multiple 

viewpoints 

 

After extracting features of each object using SURF 

algorithm (local feature vectors for each image) and merging 

them, the obtained marker of each object has been ready to use 

in the matching process. Allocate all markers that have been 

created from extracting and merging features processes on a 

workstation to be used later in the features matching process.    

 

Figure 4 shows the main architecture of the proposed 

distributed system. It consists of a workstation, wireless router 

and many smartphones. Although this is very simple 

distributed system architecture, it is a very effective system. 

 
 

 

 
Fig. 4. The architecture of distributed 3D objects recognition system using 

smartphones. 

 

The workstation will be connected to the router using 
Ethernet cable “Wired network”, actually, wireless network 
can be used to connect the workstation and router instead of 
wired network, but it is better to connect them using a wired 
network because the wired network is faster and reliable than 
the wireless network. 

In the proposed distributed system, the workstation can be 

configured as follows, install one of the editions of Windows 

Vista or Windows 7 on which IIS 7 (Internet Information 

Services) and above is supported before you proceed. Also be 

sure that you have administrative user rights on the computer. 

 

After configuring the workstation, web services 

technologies can be used as a method of communication 

among many different electronic devices (smart phones and 

workstation) over a network. 

 
Web services provide an infrastructure for maintaining a 

richer and more structured form of interoperability between 
clients and servers. In particular, web services allow complex 
applications to be developed by providing services that 
integrate several other services [23]. 

 

In The proposed distributed system, the developed web 
service is responsible for executing three procedures. The first 
procedure is loading and caching all markers of all objects that 
have been allocated on workstation web service (once any 
smartphone connects to the web service).The second procedure 
is receiving images that have been captured using smart phones 
and extracting their features using SURF algorithm. The last 
procedure is matching the extracted features with the loaded 
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markers feature using KNN algorithm and sending result back 
to the smart phone as shown in figure 5. 

 

 

 

 

 

Fig. 5. Data flow diagram of the proposed distributed 3D object recognition 

system using smartphones. 

 

VII. EXPERIMENTSAND RESULTS 

In the experiments of the proposed system, we use some 

smartphone devices in testing system such as: 

 Lenovo Tablet A3000 (OS: Android, v4.1, Processor: 

Quad-core 1.2 GHz Cortex-A7, RAM: 1 GB and 

Camera: 5 MP, 2592 x 1936 pixels, autofocus). 

 HTC mobile phone Desire 816 (OS: Android, v4.4.2, 

Processor: Quad-core 1.6 GHz Cortex-A7, RAM: 1.5 

GB and Camera: 13 MP, 4160 x 3120 pixels). 

 Samsung mobile phone Galaxy Ace 3 (OS: Android, 

v4.2, Processor: Dual-core 1 GHz Cortex-A9,RAM: 1 

GB and Camera: 5 MP, 2592 х 1944 pixels, autofocus). 

 Samsung mobile phone Galaxy A5 Duos (OS: Android, 

v4.4.4, Processor: Quad-core 1.2 GHz Cortex-

A53,RAM: 2 GB and Camera: 13 MP, 4128 x 3096 

pixels, autofocus). 

 

The configurations of the workstation which is responsible 

for executing all features extracting and matching procedures is 

HP Pro 3300 powered by the 2ndgeneration Intel® Core™ i5 

processors running at 2.5 GHz, RAM: 4 GH, OS: Windows 7 

professional and IIS 7 server. Both the smartphone devices and 

the workstation are connected within the same network 

segment via Wi-Fi 802.11g. D-LINK DSL-2640T router 

supports wireless speed up to 54 Mbps and interoperability 

with 802.11b wireless devices on the 2.4GHz frequency band.  

 

The proposed system has been evaluated by real data 

provided by the Center for Documentation of Cultural and 

Natural Heritage (CULTNAT)as shown in figure 6.The 

experiment tested 440 different images of 11 objects whose 

sizes range from 120 KB to 200 KB and their dimensions are 

352 x 288 pixel. Those images are captured from different 

distances and multiple view points. 
 

 

Fig. 6. Examples of different 3D objects have been captured from different 

distances and multiple viewpoints. In (a), Sand Clock model, In (b), The 
astrolabe of As-Sahli model, In (c) world map of the geography of the caliph 

ma’mun , In (d),The newest astrolabe model , In (e) The astrolabe of gafar  al 

muktafi model, and In (f), Water clock Model 

 

The version of OpenCV is 2.2.0 which is used in the 

workstation side. The main classes have been used are SURF 

Detector class for extracting features and Flann class for 

matching features. 

 
During the experiment, no user applications on the 

smartphone devices other than the proposed system are 
launched. 

 
Using the proposed system we conducted several 

experiments and here we represent some results of our 
experiments. Figure 7 and 8 appear the results of recognizing11 
categories with different K values using K-Nearest Neighbor 
algorithm and 220 images as testing data. In this experiment 
we compare the results of recognizing different objects when k 
equals 2, 4, 8, 16, 32, 64 and 128. For readability we rename 
the used objects as class 0, class 1and so on, in addition to we 
separate the results in two charts. Figure 9 represents the 
average of success of this experiment. The best result was 
obtained when k = 64. 
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Fig. 7. Chart of recognizing the first 6 classes using different k values 

(Where K=2, 4, 8, 16, 32, 64,128) 

 

Fig. 8. Chart of recognizing the second 5 classes using different k values 

(Where K=2, 4, 8, 16, 32, 64,128) 

 

 

Fig. 9. The average of success of recognizing 11 objects using different k 

values 
(Where K=2, 4, 8, 16, 32, 64,128) 

 

The previous experiments lead us to conduct other experiments 
with different values of k to help us in deciding which k must 
be used.  Figure 10 and 11 represent the results of testing data 
when k=50, 100, 150, 200, 250 and 300. Figure 12 represents 
the average of success of this experiment. The best result was 
obtained when k =150.Increasing the value of k does not 
improve recognition performance but this consume more time 
than other experiments, so k=150 is the best one.  
 

 

Fig. 10. Chart of recognizing the first 6 classes using different k values 
(Where K=50, 100, 150, 200, 250, 300,350) 

 

Fig. 11. Chart of recognizing the second 5 classes using different k values 
(Where K=50, 100, 150, 200, 250, 300,350) 

 

 

Fig. 12. The average of success of recognizing 11 objects using different            
k values (Where K=50, 100, 150, 200, 250, 300,350) 

 

VIII. CONCLUSION 

In this paper we proposed a distributed 3D object 

recognition system using smartphones. The system uses 

selective Speeded Up Robust Features algorithm to extract 

salient properties of appearance descriptors of local image 

patches. Furthermore, K-Nearest Neighbor classifier has been 

used as a simple and powerful recognition algorithm. 
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Smartphones are only responsible for capturing images of 3D 

objects and sending them to the distributed workstation through 

a wireless network.  All other processes of extracting and 

matching features are performed by the distributed workstation. 

Consequently, the proposed distributed system can handle 

computational capacity problem of smart phones and improve 

scalability of objects that will accurately be recognizable. 440 

images have been used as a simple sample of testing data. Our 

experiments on a variety of 3D objects demonstrated the 

effectiveness of the proposed system. 

 

 

 

IX. FUTURE WORK  

A recent work shows that, extracting feature vectors can be 

accelerated using FREAK descriptors [24]. It will be 

interesting to try such methods to make our approach faster. 

Moreover, the accuracy could be improved by using support-

vector-machines (SVM) classifier instead of K-nearest-

neighbor classifier, as suggested by another recent work [22]. 
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Abstract— The fast growth in communication technologies and the increased availability of the public networks (Internet) facilitated 

data transfer. However the public communication channels are vulnerable to security attacks that may lead to unauthorized access to 

some information. Encryption has been used to persist and prevent these attacks. But when the information is decrypted it will be 

exposed to the attackers again and it will not have any security protection.  Steganography is the science of embedding the secret 

messages inside other medium files (text, audio, image, and video) in a way that hides the existence of the secret message at all. 

Steganography applies an embedding process in which the redundant bits of the medium are replaced by the bits of the secret message. 

Image Steganography is the field of steganography in which the medium that used to carry the secret data is a digital image. Image 

Steganography is an important area of research in the recent years. This article reviews the steganography based on digital images; 

illustration of the concept and the common approaches are discussed. Also Steganalysis which is the science of attacking steganography 

will be briefly discussed. 

 

Keywords— digital image steganography; spatial domain embedding; transform domain embedding; cover-image; stego-image;  wavelet 

transform; Steganalysis 

I.  INTRODUCTION  

Steganography comes from the Greek words Steganos 
(Covered) and Craptos (Writing) [16], Steganography has been 
used thousands of years ago, tattoos or invisible ink are an 
examples of the old techniques for steganography; in the 5th 
century BC a Roman general shaved a slave’s head and 
tattooed a message on it and after his hair grew back he sent 
him to deliver the hidden message (tattooed on his hair) [17]. 

The concept of “What You See Is What You Get” with 
respect to digital images is no longer accurate. Images may be 
more than what we can see using our Human Visual System 
(HVS); because it can hold an embedded data (secret 
messages) that cannot be seen if a steganography algorithm 
was applied to it. 

Nowadays Steganography can be defined as the science of 
communicating a secret data by embedding it in a multimedia 
carrier such as image, audio or video files to produce a stego-
file that contains the secret data and attempting to foil the 
human visual system (HVS) and the steganalysis algorithms.  

In steganography there exist two types of materials the first 
one is the message which is the secret data that will be 
embedded and transferred on the second material (carrier) 
which is the material that will hold the message. Modern 
steganography tries to be detectable only if secret information 
is known; secret keys [19] are shared between the sender and 
receiver.  

Cryptography is another method that is used for secret 
communication. Cryptography involves converting a message 
text into an unreadable cipher. Cryptography differs from 
Steganography in that steganography hides the message so it 
cannot be seen while the cryptography techniques scramble the 
message so it cannot be understood. However both of them can 
be combined to produce better security and protection of the 
message [20]. In this approach if the steganography fails and 
the message was detected, the steganalyser gets a message 
which was encrypted using cryptography techniques so that the 
message cannot be understood unless the cryptography 
technique used was also detected.  

Many surveys on image steganography have been 
published, the most popular one [38] was published six years 
ago; it provides a comprehensive view of image steganography 
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and includes the literature that have been published until the 
time the paper was published. But now it may be considered 
out of date because there are too many contributions published 
from that time, these new publications needs to be included 
into a new survey.  Also some common image steganography 
techniques in spatial and transform domains have been 
discussed by other surveys [21, 22] but both of them 
concentrated on defining the steganography and steganalysis 
types and provided a classifications of steganography and 
steganalysis techniques, also they did not provide neither a 
comparison between the related publication nor the advantages 
and disadvantages for each research that are discussed. Other 
surveys [39, 40] briefly discussed the image steganography’s 
definition, domains and techniques in a very concise form 
without discussing the huge amount of contributions of 
researchers on this field. In this paper we investigated the most 
recent researches on image steganography, critically analyzed 
them, provided comparisons if applicable and related the 
publications that have been emerged from previous same 
publication. 

The goal of this paper is to critically analyze the various 
image steganography techniques that have been proposed in the 
recent few years and also providing an overview of the digital 
image steganography major domains. By studying the literature 
on this topic especially the recent published researches, we can 
start our research to produce a new technique or provide an 
enhancements to existing one. 

In this paper, also we review steganography research based 
on digital images. The rest of the paper is organized as follows: 
Section II discusses the digital image steganography. Section 
III defines the major domains of image steganography; the 
spatial domain and transform domain embedding methods, also 
the hybrid approaches are discussed briefly. In section IV, the 
performance specification of image steganography is 
discussed. Section V provides critical analysis of the main 
discussed literature. Finally, Conclusions are drawn in section 
IV. 

II. IMAGE STEGANOGRAPHY  

The rapid development and enhancement on imaging 
technologies and devices that resulted on producing a high 
resolution and accurate images, also the fast growth and spread 
of the Internet has paved the way to transfer huge amounts of 
information including such images, many of these information 
needs to be transmitted in a secure and private way. Therefore, 
steganography gets a role on the stage of information security 
(information hiding). 

In digital image steganography almost all file types can be 
used but images have been proven to be the most suitable for 
embedding because of their high degree of redundancy [18].  

When we study, discuss or develop image steganography 
systems there are three factors [17] must be considered: 

 Capacity: refers to the amount of data that can be 
embedded into the cover image, sometimes it is called 
the payload. 

 Robustness: its resistance to various image processing 
and compression. 

 Security, imperceptibility or undetectability: 
minimizing the modifications to the cover image so 
that the resulted stego image can resist the steganalysis 
and the HVS. 

Fig. 1, Illustrates an overview of an image steganography 
system. The message is embedded into the cover image by 
using stego image encoder and a shared key to produce the 
stego image that will be transferred to the receiver and then the 
system stego decoder will use the same key to extract the secret 
message.  

 

Fig. 1. Overview of Steganographic system.[39] 

III. IMAGE STEGANOGRAPHY DOMAINS 

Image steganography has huge and continuous research 
contributions from the researchers around the word. As a result 
to these contributions from the research community; large 
number of embedding techniques have been proposed, some of 
them have been applied to gray-scale images and others to 
colored images. All of these techniques modify the cover 
image in different ways to embed the secret message bits. The 
common goals of all techniques are making embedding rate as 
the high as possible while preserving the undetectability 
against the steganalysis attacks as much as possible. 

All the proposed techniques can be classified into three 
major domains: spatial domain embedding, transform domain 
embedding or hybridization between them or with other 
approaches.  

A. Spatial Domain Embeddig 

Spatial domain steganography is based on physical location 
of pixels in an image. It involves encoding at the level of LSBs. 
In this technique only the least significant bits of the cover 
object is replaced without modifying the complete cover 
object. It is the simplest method for data embedding but is 
weak in resisting attacks such as compression and transforms 
[21]. However its payload is large. 
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Least Significant bit Replacement method (LSB): LSB is 
the most common approach, it is a simple approach in which 
some or all of the LSBs of the image pixels are changed to a bit 
of the secret message. [1] used LSB in colored images by 
replacing only the blue color bits to provides more efficiency 
and less distortion to the cover image. Fig. 2 provides an 
example of the LSB embedding method.  

            

Fig. 2. LSB embedding method.[38] 

References [2-5] take the advantage of edge detection 
techniques to increase the capacity (payload) of the secret 
message that the cover image can carry without affecting 
undetectability (imperceptibility). 

Reference [2] proposed a novel steganography scheme 
based on LSB and a hybrid edge detector by combining a fuzzy 
edge detector and canny edge detector to select various 
numbers of LSB’s for each cover image pixel that can be used 
to be replaced with the secret message bits, the results shows 
that it achieves high embedding payload and preserving the 
stego image quality. While  [4] takes advantage of sharp areas 
in images to hide large amount of information inside it, it also 
used a hybrid edge detector as [2] but the two detectors used 
are Sobel and The Laplacian filters. The results shows that the 
method proposed by [4] increases embedding capacity 
compared to [2] while the image quality is almost the same. 

Least Significant bit Matching algorithm (LSBM): In LSB 
replacement which embeds secret data by replacing the LSB’s 
bits of the cover image with the secret message bits directly 
which leads to imbalance in the embedding because modifies 
even pixel values only and leaves odd values unchanged it can 
be detected easily by current methods [6-10]. Hover LSB 
matching also modifies the LSBs of the cover image but it not 
simply replace them as LSB replacement do, it checks if the 
message bit does not match the cover image LSB bit it 
randomly increase or decrease one from the value of the cover 
pixel which increase the security. 

Least Significant bit Matching Revisited algorithm 
(LSBMR): Proposed by [11] as en enhancement to LSBM 
algorithm to minimize the changes that should be made on the 
cover image while still embedding the same payload by 

applying a new method in which a choice to set a binary 
function of two cover image pixels to the desired value; the 
experimental results shows that it eliminates the imbalance that 
results with LSB replacement and also decreases the 
modifications per pixel compared to the LSB matching.  

References [12-15] have used the LSBMR algorithm 
proposed by [11] by combining it with adaptive schemes and 
compared their work to each other. based on analysis and 
extensive experiments [12] noticed that the LSBMR does not 
take into consideration the relationship between the cover 
image and the size of the secret message to be embedded which 
will cause the smooth/flat to became distorted after hiding the 
message even at low embedding rates that implies poor visual 
quality and low security specially if the cover image contains 
many smooth regions; he proposed a novel scheme which can 
embed the secret message into the sharper edge regions 
adaptively based on a threshold value that depends on the size 
of the message and the gradients of the content edges by using 
an edge adaptive scheme to select the embedding regions based 
on the size of the secret message and the differences between 
consecutive pixels in the cover image. The experimental results 
prove that this scheme preserves the statistical and visual 
features of the stego image. 

References [13, 14] and [15] discovers  that on [12] the  
pulse distortion introduced in the histogram of absolute 
difference of pixel pairs can be detected [13] have performed 
extensive experiments on the scheme proposed at [12] and 
finds that the Discrete Fourier Transform (DFT) spectrum of 
pixel pairs differences histogram still reveals the existence of 
secret data even at a low embedding rates.  

Reference [13]  proposed a block-based adaptive 
steganography combined with the LSBMR in which the cover 
image with size m*n and 8 bits/pixel is divided into non 
overlapping B*B blocks where B is a random number, and the 
threshold value was determined by the size of the secret 
message and the total quantity of blocks that the total pixel-
pairs’ absolute difference.  The experimental results proves that 
it is more secure and keeps the visual quality better than EA-
LSBMR in higher embedding rates and it outperforms the other 
stenographic methods including LSBM, LSBMR, PVD and 
IPVD.  

To solve the pulse distortion to the histogram of the 
absolute difference of the pixel pairs resulted from [12] [14] 
proposed a steganalytic method based on B-Spline fitting to 
detect stego images with low embedding rate like the EA-
LSBMR. Experimental results shows that the new steganalytic 
method provides better performance than the other state of art 
steganalyzers also it can estimate the threshold that was used in 
the embedding process accurately. While [15] benefits from 
[14] to produce an improved algorithm for EA-LSBMR in 
which the adjacent pixel pairs for data hiding are selected 
randomly to solve the pulse distortion weakness discussed on 
[14] regarding the work presented on [12]. While [15] divided 
the image into 3*3 non-overlapping blocks (similar to work 
presented on [13] but with fixed size rather than random way) 
and the pixel pairs are randomly selected from each of these 
blocks, this technique cannot be attached because the pixel 
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pairs from each block are selected randomly also the 
introduced pulse distortion cannot be discovered any more as 
the experimental results shows. Thus the Improved EA-
LSBMR algorithm resists the steganalyzer proposed by [14] 
which was designed to detect pulse distortion by using a new 
scheme for selecting adjacent pixel pairs. 

Multiple Bit-planes Based Steganography (MBP): Proposed 
by [23] in which they developed the bit-plane complexity 
segmentation (BPCS) steganography. This method was 
designed to be secure against classical steganalysis attacks. But 
it is limited to compressed images only. 

Modulo Operation Based Steganography: it is an adaptive 
steganography scheme proposed by [24] which introduces a 
Multiple-Based Notational System (MBNS) depending on 
Human Vision Sensitivity (HVS). In this system the hiding 
capacity for each image pixel takes into consideration the 
factor of human visual sensitivity. This system allows more 
secret data to be hidden and the produced stego image 
degradation is very invisible to human eye. 

A novel approach proposed by [25]: a spatial domain 
steganography method for gray-scale images. In this approach 
the cover image is divided into equally size blocks and the 
hidden message bits was embedded in the edge of the blocks. 
The embedding process depends on the number of ones in left 
four bits of the pixel. This method was compared to PVD and 
GLM methods and gives best values for the PSNR measure 
which means that there is no difference between the original 
and the stego-images which implies a good visual quality of the 
generated stego-image. Also the experimental results show that 
this method hides more information. 

B. Transform Domain Embedding 

LSB embedding techniques are the easiest way to insert the 
secret message into the cover because the message bits are 
inserted directly to the image pixels bits but as discussed they 
are highly vulnerable to be detected by steganalysis. By the 
rapid development of information technology and the increased 
need for more secure steganography algorithms Transform 
domain embedding algorithms has been proposed [26-32]  
trying to provide more robustness against attacks than their 
ancestors (spatial domain embedding methods). Transform 
domain methods hides the messages in significant areas of the 
cover image to produce more efficient stego images. It 
manipulates the image indirectly by various transformation 
techniques; the most popular of these techniques are discussed 
below: 

Discrete Cosine Transformation (DCT): it is the most 
popular in the transform domain because that the DCT based 
image format (JPEG) are widely available and it is the common 
output of digital cameras. DCT transforms successive 8*8 pixel 
blocks of the image from spatial domain to 64DCT 
coefficients, and after calculating the coefficients they are 
altered to embed the secret message into them (i.e. modifying 
the LSB’s of each coefficient) [26]. Reference [27] proposes a 
steganography method based on Integer DCT and affine 
transformation and the experimental results shows that this 

method provides a stego images that is visually and statistically 
undetectable. 

Discrete Wavelet Transformation (DWT): the standard 
techniques of embedding using LSB still applied hear but the 
difference is that the secret message bits are embedded into the 
wavelet coefficient bits (LSB) rather than changing bits of the 
actual pixel bits.  

Reference [31] provide a method that retains the integrity 
of the wavelet coefficients even at high capacity embedding 
which was achieved by estimating the capacity of each DWT 
block and applying the embedding process to the whole block 
instead of the bit-planes. This method also guarantees that no 
noisy bit-plane left unused. Therefore achieving more capacity 
than other methods as proved in the experimental results.  

Reference [32] provides an algorithm to hide text in any 
colored image of any size using wavelet transform. The 
experimental results prove that this algorithm improves the 
image quality and imperceptibility. 

Integer Wavelet Transformation (IWT): embeds the secret 
image in frequency domain of cover image with high matching 
quality [29].  

Reference [29] used the IWT to transform both cover and 
secret images from spatial domain to frequency domain and 
then an assignment algorithm is used to select the best 
matching between blocks for embedding. There experimental 
results show that this method provides high robustness against 
different attacks and gives better PSNR. 

Reference [30] takes the advantage of iterative blending to 
propose a novel self-adaptive image steganography scheme 
based on IWT. This scheme provides excellent properties of 
invisibility and robustness also the capacity is increased by the 
use of iterative blending techniques as shown on their 
experimental results.  

C. Hybrid Approaches 

The In this type of steganography spatial and transform 
domains may be combined [33] with each other, also one or 
both of them maybe combined with other optimization 
algorithms or heuristic approaches  like Genetic Algorithms 
(GA) [34] and [35], or may be combined with other secure 
communication techniques like cryptography [36] and [37]. 
Aiming at producing a new schemes that will provide better 
results than if they used alone. 

Reference [33] combines both spatial and transforms 
domains to give greater security. They use LSB and DWT. The 
experimental results show that the proposed scheme provides 
high embedding capacity as well as high level of security. 

Reference [35] proposed a method that combines spatial 
domain steganography and genetic algorithm. The results 
shows that this method provide high embedding capacity and 
enhances the PSNR measure of the stego image, also [34] also 
combines genetic algorithm with the wavelet transformation 
scheme which also increase the capacity and imperceptibility 
of the stego image.  
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Both [36] and [37] used visual cryptography along with 
image steganography to achieve more security. 

IV. PERFORMANCE SPECIFICATION OF IMAGE 

STEGANOGRAPHY FACTORS 

The ultimate goal for all researchers in the field of image 
steganography is to find an algorithm that provide high 
embedding capacity that is also highly secure and 
imperceptible; there concepts are discussed earlier in the 
introduction.  

For the stenographer it is important to show and analyze the 
relation between the three factors to make them working 
together. This relation can be presented by the steganography 
triangle (Fig. 3). 

Fig. 3, represents a balance triangle each of its ribs specifies 
a factor associated with a steganographic method. So that for 
instance in order to improve capacity, you sacrifice security. It 
makes scenes that the more embedding in an image the more 
probability that an observer will notice the degradation and 
suspect something is out of place. It is obvious that improving 
one factor  will affect the other factors so that any 
steganography method must take care of the three factors at all 
times trying to keep the triangle as balanced as possible you 
have to change the other  two elements. 

 

Fig. 3. The Steganography Triangle.[40] 

V. CRITICAL ANALYSIS 

A critical comparison and analysis of the main researches 
that have been discussed from the three image steganography 
domains is presented in Table I.  

TABLE I.  CRITICAL ANALYSIS OF STEGANOGRAPHY LETRETURE 

Lit. 

Ref 

Analysis 

Domain Technique Advantage Disadvantage 

[1] Spatial ELSB Less distortion Robustness 

[2] Spatial 

LSB & 

Edge 
Detection 

High payload, 

Image quality 
Robustness 

[3] Spatial 
LSB & 
Edge 

Detection 

High Security Robustness 

Lit. 

Ref 

Analysis 

Domain Technique Advantage Disadvantage 

[4] Spatial 
LSB & 
Edge 

Detection 

High payload 
Robustness, 

Imperceptibility 

[5] Spatial 
Edge 

Detection 

High payload 

Imperceptibility 
Good 

Robustness 

PSNR 

Compression 

[11] Spatial LSBMR 

Decrease 

required 

modifications 
to the image  

Robustness, 

Poor visual 

quality, 
Low security 

[12] Spatial 

LSBMR 

& Edge 

adaptive 

Preserve image 

statistical and 

visual quality  

Detected by 

statistical 

steganalysis  

[13] Spatial 

Block-

Based 

edge 

adaptive 

High security  
Robustness, 

Payload 

[15] Spatial 
EA-

LSBMR 

 
High security, 

Imperceptibility 

  

Robustness 

 

[23] Spatial MBP 

High security, 

against 

classical, 
steganalysis 

Robustness, 

Compression 

[24] Spatial MBNS Imperceptibility Robustness 

[25] Spatial 
LSB & 

GLM 

High security, 
Imperceptibility

, 

High payload 

Robustness 

[27] Transform DCT 

Imperceptibility

, 

Robustness 

Payload 

[28] Transform DFT 
Imperceptibility 

Robustness 
Payload 

[29] Transform IWT 

High 

Robustness, 

High PSNR 

Payload 

[30] Transform 

IWT & 

Iterative 
blending 

Imperceptibility 

Robustness 

Good 
embedding 

capacity  

Payload still 

less than LSB  

[31] Transform DWT 

Good 

embedding 

capacity 

Payload still 
less than LSB 

[32] Transform DWT 
Imperceptibility 

Robustness 
Payload 

[33] 
Spatial & 

Frequency 

LSB & 

DWT 

High security, 

High 

embedding 
capacity 

Robustness 

[34], 
[35] 

Hybrid 
DWT & 
Genetic  

High 

embedding 
capacity, 

Imperceptibility 

Robustness 

[36], 
[37] 

Hybrid 
LSB & 
Visual 

High security Robustness 
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Lit. 

Ref 

Analysis 

Domain Technique Advantage Disadvantage 

cryptogra

phy 

 

VI. CONCLUSION 

This article discussed the digital image steganography and 
steganalysis. Steganography is the science that involves 
communicating secret data in an appropriate multimedia 
carrier, e.g., image, audio, and video files. While Steganalysis 
is the science of attacking steganography, also is not the focus 
of this survey but nonetheless it was briefly discussed.  Being 
different from cryptography technique, steganography provides 
an approach for solving the increased security problems, and it 
has become the new research hotspot in the field of 
international information security. Robustness, 
imperceptibility, and hiding capacity are the three main 
evaluation standard of steganography technique [17]. The 
inevitable conflict between the three steganography factors was 
discussed. Take imperceptibility and hiding capacity as the two 
factors for example, the larger hiding capacity, which means 
more modifications will be implemented with cover image, 
which implies lower imperceptibility.  

The main image steganography domains is Spatial domain 
and Transform domain also the Hybrid approaches have been 
discussed concluding that the spatial domain schemes provides 
high payload embedding and good visual quality but it is 
simple and highly vulnerable to security attacks specially the 
statistical steganalysis. On the other hand the transform domain 
schemes have many advantages, including its persistence 
against statistical attacks along with strong robustness 
however; they usually hide less capacity of secret information. 

The hybrid approaches also provide some security and 
capacity enhancements but still in its beginning and need more 
and more research.   

Finally a question pops to our minds, when guaranteeing 
excellent imperceptibility, how to increase the hiding capacity? 
or vice versa. More in-depth research is needed.  
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Abstract— According to the Department for Transport statistics in UK, around 100.000 accidents were reported in 2013 [13], and 

almost 25% of them were related to impairment or distraction factors. Advanced Driver Assistance Systems (ADAS) are a powerful tool 

for road safety that can help to mitigate this problem. This paper presents a robust road lane detection and classification algorithm, one 

of the most important tasks in ADAS. This paper describes a road line detection algorithm based on a segmentation algorithm designed 

according to the constraints defined in the legal regulation for road marks. Later, pairs of lines, separated a fixed distance,  are 

searched in the bird view of the road image.  The bird view transformation is applied to the captured images, using the extrinsic 

parameters estimation algorithm reported in [10]. After the extraction of the road lines profiles, they are characterized using a 

specifically designed descriptor based on both space and frequency values. The descriptors are used in the supervised training of a 

Support Vector Machines classifier, whose performance is compared against the previous version of the module, a heuristic based 

approach. The performed tests showed a considerable increase of the system performance using  the SVM approach, in comparison 

with the previous heuristic approach. 

 

Keywords— Road Line Segmentation; Road Line Classification; Support Vector Machine, Bird Eye View 

I. INTRODUCTION 

Nowadays, interest in Advanced Driving Assistance 
Systems (ADAS) is growing due to their contribution to 
effectively reduce human error related accidents; therefore, 
they have become a differentiating element in the automotive 
market.  

One of the key points in ADAS applications are automatic 
and intelligent algorithms and strategies such as machine 
learning. Among the multiple tasks that might take advantage 
of these useful techniques are: Detection and identification of 
road signs [1], vehicle [2] and pedestrian [3] detection, 
estimation of driver distraction [4], and environment 
interpretation and understanding [5]. 

The present work is focus on the extraction and detection of 
road lane delimitation lines. This task must be reliable in order 
to build a complete model of the road environment, that is, 
determine the type of road, number of lanes, type of lanes, and  
vehicle position with reference to  the current lane, among 
many other characteristics. 

Several works have already addressed this issue on the 
basis of different techniques with promising results: in [6] road 
lines are classified as solid or dashed, by analyzing the gaps 

between measurement points, which are predicted throughout a 
projected model lane and a complex kalman filter. In [7], line 
boundaries detection is performed based on a priori 
information about its position in the processed image; a ROI at 
the initial position of each boundary is used to get a statistic 
intensity model and built a binary path for each line. Next, a 
cascade classifier is applied, and the sub-classifiers are tuned 
for dashed, dashed-solid, solid-dashed, single-solid and double-
solid line patterns, they are based on measure like fraction of 
marking-related pixels and temporal autocorrelation. Another 
approach using off-line information of the road curvature is 
proposed in [8], where a priori information, together with 
external sensors measurements from GPS and gyroscope, allow 
tracking model estimation by the use of an AMF 
(Approximated Median Filter). 

This paper presents the Road Lane Classification module of 
the IvvI 2.0 project (Intelligent Vehicle based on Visual 
Information) [12]. Its goal is to automatically detect the 
position, type, and number of the road lanes with a stereo on-
board camera inside of the Intelligent System Lab at Carlos III 
University experimental vehicle. In this work, three types of 
lane boundaries are considered, namely: solid, dashed and 
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merge, using classification by heuristic classifier [9] and 
support vector machine, SVM classifier. 

The article is divided into the following sections: Section II 
explains how lane boundary lines are segmented. Section III 
focuses on the algorithms for line description and 
classification. Section IV describes the performance tests 
executed for the classifiers, and Section V presents some 
conclusions for the work.  

II. SEGMENTATION OF IN-ROAD LANE SEPARATOR LINES 

The process starts with the capture of a pair of stereo 
images, from where a three-dimensional representation of the 
road environment is built. This representation is called Point 
Cloud (PC), and is a collection of points in the space referred to 
a system of coordinates located in the reference camera of the 
stereo pair. As described in [10], it is possible to obtain the 
parametric definition of the most populated plane in the PC. 
Some information obtained from this plane determines the 
spatial position of the camera that records the images. The 
parameters that define this spatial position are called “extrinsic 
camera parameters”, and together with the intrinsic camera 
parameters, that is, sensor and optical system specifications, 
allows the conversion of the actual perspective of the captured 
scene into a more convenient perspective for road lines 
detection. In this new perspective, called “bird view 
perspective” or “upper view”, the parallel geometry between 
road lines in the real world is visually preserved. This 
perspective transformation or homograph is shown in Equation 

 

s ∗ P 
c = Ps 

c = H 
c

bv P 
bv  

where a relation is established between every pixel position 

it the bird-view P 
bv

iand pixels P 
c

i in the original image, s is an 
scaling factor which appears as the third component of the 
point resulting from the homographic transformation, Ps 

c . 

The matrix H 
c

bv is decomposed as seen in Equation (2), 
details are shown in Table 1. 

H 
c

bv = K ∗ Tm 
c ∗ Tbv 

m ∗ K−1 

TABLE I.  PARAMETRIC DESCRIPTION OF A HOMOGRAPHIC 

TRANSFORMATION. 

Parametric 

Matrix 
Meaning 

𝐾 Intrinsics matrix 

𝑇𝑚 
𝑐  

Spatial transformation from road plane into 

camera position 

𝑇𝑏𝑣 
𝑚  

Spatial transformation from bird view 

position into road plane 

 

The result of the transformation can be seen in Fig. 1. 

 

Fig. 1. Homographic transformation from road image into bird view and road 

lines detection. 

After the homographic transformation, a detection of the 
pixels meeting the characteristics of a road line is performed. 
For the present approach, these characteristics were defined on 
the basis of variations of the intensity gradient, direction 
gradient, and the road line width, in order to create a road line 
mask as shown in Fig, 2. 

 

Fig. 2. Road line mask in bird view perspective. 

A. Road lines and lanes detection 

Using the Hough Transform, line detection is performed in 
the bird view image over road line mask. The direction of the 
lines belonging to the road is not known a priori, so the 
assumption that the angle θR of the searched lanes  will match 
the angle with the highest magnitude in a histogram of 
orientations computed over the total of detected lines will be 
made. 

From the set of detected lines, the pairs of lines separated a 
specific distance ( i.e. lade width ± road mark width threshold)  
parallel to each other and whose orientation matches the road 
angle, θR, are identified. These characteristic were based on 
Spain’s IC 8.2 standard [11]. The filtered lanes are not 
necessarily consecutive, but may be overlapping as shown in 
Fig. 3. 

 

Fig. 3. Lines detected with Hough Transform and non-consecutive lanes 
segmented. 

B. Identification of lanes on the road in adjacent fashion 

In order to create a spatially ordered structure, i.e. a road 
with consecutive lanes, the detected lanes are chained using a 
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separating line identifier, thus it is possible to find their order in 
the road. 

Two successive ordering processes are performed. A first 
ordering is made, starting at a random lane. Initially, one of the 
two directions, θR+⁄- π in which adjacent lanes are labeled from 
an initial lane. Once the search in one direction is finished, a 
new search is performed, starting from the first lane in the 
opposite direction. 

The lanes obtained from the search are stored in 
consecutive order. Each one is composed of a pair of lines 
matching the aforementioned separation constraints. 
Information from common boundaries is fused and unique lines 
between lanes are created as shown in Fig. 4. 

 

Fig. 4. Lane Boundaries defined by fusing spatially adjacenct lanes. 

III. LINES EXTRACTION AND CLASSIFICATION 

Road lines classification starts with the extraction of 
detected line profiles, f(pix). Profiles are vectors of binary 
values whose size matches the length of the detected line. The 
array is initialized by scanning the positions of the detected line 
on the road lines mask. An example of a detected line profile 
can be seen in Fig.  5. 

 

Fig. 5. Detected line profile, 𝑓(𝑝𝑖𝑥). 

The detected lines are obtained from the road lines mask, 
which may contain noise and spurious elements. Thus, a fuzzy 
logic strategy called center of gravity, is employed in order to 
defuzzify an end-of-line profile into a corrected concrete value. 

C. Adjustment by center of gravity 

The position of each end-of-line is corrected by computing 
the center of gravity of its profile, which is taken in the 
direction perpendicular to the line checked, in a neighborhood 
of two road line widths, as depicted in Fig. 6. 

 

Fig. 6. Correction by center of gravity of the end of line coordinates for each 

lane in the road ordered structure. 

D. Descriptor 

The next step in the machine learning based strategy for 
road lines classification is the unequivocal description of the 
elements to classify, that is, to find  a representation that 
unambiguously identifies all the possible elements to classify. 
Two different elements can’t share the same descriptor; 
furthermore, the descriptors must be as small as possible in 
order to allow efficient training and prediction processes. 

The descriptor chosen in this case is based on a mix of 
features in both spatial and frequency domain. The two first 
features are the mean value of the line profile, and its length,in 
meters. The remaining features correspond to the frequencies 
of the n first power peaks, in descendent order. The selected 
features take into account the difference in the spatial 
frequency representation of the different line types, as seen in 
Fig. 7. 

Line type Spatial representation Frequency representation 

Solid  
 

Dashed 
 

 

Merge  
 

Fig. 7. Line profiles characterization in spatial and frequency domains. 

Fig. 8 shows the power spectrum F(f(pix)) for a detected 

line, f(pix). Two different methods were developed for line 
classification:  A heuristic method, based on the behavior of the 
intensity peaks in the descriptor, and a second method based on 
Support Vector Machines, a classification machine learning 
algorithm. 

  

Fig. 8. Power spectrum 𝐹, for a detected line, 𝑓(𝑝𝑖𝑥). 

0.5 1 1.5 2
10

-40

0 1 2
10

-5

10
0

0 1 2
10

-5

10
0

0 50 100 150 200 250
0

0.2

0.4

0.6

0.8

1
Line profile

Lenght, Pixel

In
te

n
s
it
y
 l
e
v
e
l

0 0.5 1 1.5 2

10
-4

10
-2

10
0

Power spectrum of line profile

Frecuency, Hz

P
o
w

e
r 

in
te

n
s
it
y

 

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

Correction by Center of Gravity

Two line widths neighborhood

In
te

n
s
it
y
 l
in

e
 m

a
s
k

Page | 118



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0017   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 

E. Heuristic classifier 

In the case of the heuristic classifier, the decision rules are 
obtained by analyzing a great collection of sampled lines, along 
with their corresponding space and frequency spectrum, as 
shown in Fig. 9 and Fig. 10. 

 

 

Fig. 9. Feacture Space for descriptor lines. 

 

Fig. 10. Feacture frecuency for descriptor lines. 

The decision algorithm is a sequence of three binary 
classifiers, C1, C2 y C3. shown in Fig. 11. 

 

 ω1: The distance from 0.5 Hz to some of the 3 first 
peaks of F is smaller than 0.05 Hz?  

 ω2: The mean of f is greater than 0.4 and smaller than 
0.8? 

 ω3: The length of f is greater than the three lengths of a 
dashed line segment? 

 ω4: The mean of f is greater than 0.52? 

 ω5: The length of f is greater than the length of a 
dashed line segment? 

 ω6: The mean of f is greater than 0.2 and smaller than 
0.52? 

 ω7: The length of f is greater than the 2 lengths of a 
dashed line segment and smaller than 3.3 lengths of a 
dashed line segment? 

 ω8: The length of f is smaller than the length of a 
dashed line segment? 

 

Fig. 11. Decision algorithm for heuristic classification. 

F. SVM classifier 

SVM, the machine learning based method, uses the same 
descriptor, and associates each line type to a different class. 
The learning and prediction approaches are shown in Fig. 12. 

 

Fig. 12. Stages of the machine learning classification process. 

Two different processes were necessary to develop the 
SVM classification algorithm. The first one refers to the 
database creation, populated with an adequate amount of 
manually labeled descriptors, some of them are later used as a 
ground truth. This information database also provides the 
supervised learning examples that iteratively adjust an optimal 
parametric SVM structure. The classifier is then implemented 
using a radial base kernel and a multiclass strategy. Four binary 
classifiers are trained, one per class. 

After the training process, the trained SVM structures are 
stored for recovery in the prediction stage of new non-trained 
descriptors. The detection is made by checking how close is an 
input descriptor to each classification region given by a 
different classifier. The closest region to the descriptor 
determines the selected class. A visual representation of the 
classification regions, using line profile mean and first power 
peak frequency as classification features, is shown in Fig. 13. 

C1: if w1 and 
w2 and w3 

then merge 
line

C2: If not, If 
w4 then 

solid line.

C3: If not, if 
w5 and w6 
or (w7 and 
w8) then 

dashed line.

If not: 
unknown 

line.
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Fig. 13. Road lines classification using multiclass SVM. 

IV. TESTS AND RESULTS 

Tests of the road lines classifiers are made over a database 
of 1000 images. Based on them, a  collection of 4100 manually 
labeled descriptor-class pairs were made. 80% of data was used 
for training and 20% of data was used for validation. 

Table 2 depicts the confusion matrix associated to each 
classification process with SVM descriptor. Table 3 shows the 
confusion matrix associated to heuristic classification. These 
are the results of prediction versus ground truth comparisons 
over the validation data. 

TABLE II.  CONFUSION MATRIX SVM CLASSIFIER. 

 Solid Dashed Merge Unkown 

Solid 298 24 6 13 

Dashed 17 375 0 3 

Merge 5 2 25 0 

Unkown 7 10 1 19 

TABLE III.  CONFUSION MATRIX HEURISTIC CLASSIFIER. 

 Solid Dashed Merge Unkown 

Solid 193 78 40 30 

Dashed 3 334 13 45 

Merge 2 2 16 12 

Unkown 2 6 5 24 

 

Finally, based on the classification results, classification 
methods performances can be measured using percentage of 
true positives per class, as shown in Fig. 12. and Table 4. 

 

Fig. 14. Performance of the analized classifiers: Heuristic and SVM. 

TABLE IV.  PERCENTAGE RECOGNITION LINE CLASS BY CALSSIFICATION 

METHOD. 

Method 
Percentage Recognition Line Class 

Solid Dashed Merge Unknown 

Heuristic 0.566 0.8456 0.5 0.6486 

SVM 0.8739 0.9494 0.7813 0.5135 

 

V. CONCLUSIONS 

An improved version of the IvvI 2.0 road lines detection 
and classification module is presented. The road lanes 
segmentation procedure shown has proven to be a robust 
method, invariant both to high shapes changes and to 
occlusions. This segmentation stage is appropriate for further 
lane tracking. 

The main stage of the work, that is, road line classification 
using SVM over a 1000 images collection, shows a significant 
improvement in true positive detections. Success rates 
increased a 31% for solid lines, 10% for dashed lines, and 28% 
for merge lines. This classification strategy is a systematic 
method that allows for the inclusion of further images 
characteristics, such as changes in illumination conditions or 
new road signs. 

The remarkable detection line results obtained in the 
aforementioned tests were achieved based on single frame 
detection. Further steps will be focused on developing a 
tracking method that will help to overcome difficult situations 
and exceptional misclassifications by adding time consistency.  
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Abstract— Independent Component Analysis (ICA) is a generalization of Principal Component Analysis (PCA), and it looks for 

components that are both statistically independent and non-Gaussian. ICA is sensitive to high-order statistic and it expected to 

outperform PCA in finding better basis images. Moreover, with face recognition, high-order relationships among pixels may have more 

important information than those of pairwise relationships on which base images found by PCA depend. Two different representations 

can be applied by ICA; ICA architecture I and ICA architecture II. A new classifier that combines the two ICA architectures is 

proposed for face recognition. By the new classifier, the similarity measure vector was employed in which the similarity measure vectors 

for both ICA representations were resorted in descending order and then integrated by merging the corresponding values of each 

vector. The new classifier was performed on face images in the AR Face Database. Cumulative Match Characteristic was taken as a 

measure for evaluating the performance of the new classifier with illumination variation, expression, and Occlusion. The proposed 

classifier outperforms both ICA architectures in all cases especially in later ranks. 

 

Keywords— ICA; PCA; face recognition; ICA representations 

I.  INTRODUCTION 

Human face recognition is a very important issue in the 
field of Computer Vision. It has gained a lot of attention during 
the last decades [1]. Current 2D face recognition systems can 
achieve good performance in constrained environments. 
However, they still encounter difficulties in handling large 
amounts of facial variations [2]. Extensive research is ongoing 
to make face recognition systems robust to typical operational 
environments where uncertainties such as occlusion, 
illumination and other variations are common [3]. In the last 
decades, a number of biometric face recognition algorithms 
have been proposed by computer scientist, neuroscientists and 
psychologist's efforts. The computer scientists seek to develop 
methods for face recognition whereas the psychologists and 
neuroscientists work on biological perception of human face 
recognition process i.e. face recognition is done holistically or 
feature analysis etc. [4]. There are two important matters in 
face recognition algorithms, feature representation and 
classification based on features. Based on feature 
representation; face recognition methods can be classified into 
two groups i.e. face and constituent. Face-based methods 
(appearance based technique) use raw information face pixel, 
whereas constituent based approaches use the relationships 
between face features i.e. nose, lips, and eyes. Compared to 
face-based methods, the constituent-based methods are more 
flexible but the performance depend on features [4]. 

Bio-inspired evolutionary search was presented in [4] 
where a constituent-based method was employed with fixed 
fiducial points extracted from the face image. GA was then 
used to search best feature combination that gives minimum 
training error. However, in this work, we used the appearance 
based technique so as the image is considered as 2D pattern. 
Among appearance based representation, PCA based method is 
one of the most powerful methods successfully applied in face 
recognition [4]. Principle Component Analysis (PCA) is a 
popular unsupervised statistical method used for dimension 
reduction and face recognition.  The goal of PCA is to find a 
set of basis images so that the PCA coefficients are linearly 
independent. The performance of PCA depends on the task 
statement, the subspace distance metric, and the number of 
subspace dimensions retained. Independent Component 
Analysis (ICA) can be seen as a generational of PCA and its 
basic idea is to represent a set of random variables using basis 
functions, where the components are statistically independent 
or as independent as possible [5]. 

There are many algorithms used for performing ICA [6], 
[7]. In this study, the information maximization learning 
algorithm developed by [8], [9] is employed. The algorithm 
was developed from the principle of optimal information 
transfer in neural networks with sigmoidal transfer functions. It 
has been shown that this algorithm has proven successful for 
separating electroencephalogram (EEG) signals [10] and 
functional magnetic resonance imaging (fMRI) signals [11]. 
The non-locality of the learning algorithm is interesting when 
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Fig. 1. Finding statistically independent basis images 

 

biological significance of the learned filters is considered [9].  
However, the biological plausibility of the algorithm is limited 
when the learning rule is nonlocal. The performance of ICA 
depends on the task, the algorithm used to approximate ICA, 
and the number of subspace dimensions retained. There are two 
different approaches of ICA to face recognition. ICA can be 
applied so as to treat images as random variables and pixels as 
observations, or to treat pixels as random variables and images 
as observations. In consistence with [12], [13], we refer to 
these two alternatives as ICA architecture I and architecture II, 
respectively. 

The two architectures of ICA were performed by Bartlett et 
al. [13] on face images in the FERET database. They 
developed a classifier that combine the ICA representations to 
give better performance in comparison with the two 
architectures. The combined classifier was employed in which 
the similarity between the test image and the gallery image has 
been defined as the summation of the similarity measure of 
both ICA1 and ICA2 (ICA1+2). 

In this study, we developed a new classifier that combine 
both ICA1 and ICA2 in different way. The classifier was 
adopted in which the similarity measure vectors for both ICA1 
and ICA2 were resorted in descending order and then 
integrated by merging the corresponding values of the two 
vectors to reconstruct a new similarity measure vector. AR 
database has been used to train and test the new combined 
classifier.  

This paper is organized as follows: Section II gives brief 
introduction on ICA. In Section III, the proposed classifier will 
be demonstrated, whereas in Section IV the Experiment results 
and discussion are reported. In the last section, the paper is 
summarized. 

II. INDEPENDENT COMPONENT ANALYSIS (ICA) 

ICA is a generalized form of Principal Component Analysis 
(PCA), which is able to separate independent sources linearly 
mixed in several signals. The Information Maximization 
algorithm proposed by Bell and Sejnowski [8] has been used 
by [13] to perform ICA. The algorithm was derived from the 
principle of optimal information transfer in neurons with 
sigmoidal transfer functions. It finds the matrix that represents 
the statistically independent vectors of the face images. Given 
that X is an input matrix, in which each row represent an 
image, then U = WX is the output matrix of independent 
representation of the images, where W is an invertible weight 
matrix such that  X' = W-1U. The weight matrix, W, was found 
through an unsupervised learning algorithm that maximizes the 
mutual information between the input and the output of the 
nonlinear transformation [8]. The algorithm has proven 
successful for separating randomly mixed auditory signals and 
has been applied to natural scenes. 

Regardless of which algorithm is used to compute ICA, 
there are two fundamentally different ways to apply ICA to 
face recognition. In Architecture I, the images are considered 
as random variables and the pixels as outcomes, while 

Architecture II treaded the pixels as random variables and the 
images as outcomes. 

A. Architecture I(ICA1): Statistically Independent Basis 

Images 

In this architecture, the face images are variables and the 
pixel values provide observations for the variables. The images 
are organized as a data matrix Xm×n, where m is the number of 
training images and n is the number of pixels. The input face 
images in X are considered to be a linear mixture of statistically 
independent basis images S combined by an unknown mixing 

matrix A. The weight matrix W is learnt by ICA algorithm such 
that the rows of U=WX are as statistically independent as 
possible. The source images estimated by the rows of U are 
then used as basis images to represent faces (Fig. 1). The 
source separation, therefore, is performed in face space. 
Projecting the input images onto the learned weight vectors 
produces the independent basis images. The compressed 
representation of a face image is a vector of coefficients used 
for linearly combining the independent basis images to 
generate the image. Bartlett et al. [13] first apply PCA to 
project the data into a subspace of dimension m to control the 
number of independent components produced by ICA. The 
Information Maximization algorithm [8] is then applied to the 
eigenvectors to minimize the statistical dependence among the 
resulting basis images. Using PCA as preprocessing allows 
ICA to create subspaces of size m for any m. Liu and Wechsler 
[14] argue that applying ICA on the projected data enhances 
the performance by 

 Discarding small trailing eigenvalues before whitening. 

 Reducing the computational complexity by minimizing 
pair-wise dependences. 

Let X be the matrix containing the zero-mean images and V 
be the matrix containing (in its columns) the first m eigenfaces 
that have the m highest eigenvalues. Then the PC 
representation of X is defined as Rm = XV. ICA is performed on 
V to produce the independent basis images matrix U, weight 
matrix W and sphering matrix Wz. The IC representation of the 
face images based on the set of m statistically independent 
basis images U is given by the rows of the matrix 
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Fig. 2. Finding statistically independent coefficients 

 

F = RmWI
-1, 

where WI = WWz such that WIVT = U. The representation for 
test images is obtained by the following equation 

Ftest = RtestWI
-1, 

where Rtest = XtestV. 

 

 

B. Architecture II(ICA2): A Factorial Face Code 

In Architecture II the coefficients that represent the images 
are represented by ICA such that they are statistically 
independent. The data matrix X is organized so that rows 
represent different pixels and columns represent different 
images. The inverse matrix A = WI

-1 contains the basis images 
in its columns. The statistically independent source coefficients 
(ICA representations) in S that comprise the input images are 
recovered in the columns of U = WIX (Fig. 2). Each column of 
U contains the coefficients of basis images in A for 
reconstructing each image in X such that each face x = u1*a1 + 
u2*a2 + ...+ un*an where the column of U (u1, u2, ... un) is the 
ICA factorial representation. The representational code for test 
images is obtained by WIXtest = Utest, where Xtest is the zero-
mean matrix of test images, and WI is the weight matrix found 
by performing ICA on the training images. 

C. Combined ICA Reconstruction System 

A combined classifier "ICA1+2" was employed by [13] in 
which the summation of the similarity measures c1 and c2 of 
ICA1 and ICA2 respectively has been used as the similarity 
between test images and gallery (training) images. The 
similarity measure was evaluated by the cosine of the angle 
between the coefficient vector of the test image and the 
coefficient vectors of the training images 

 

               (3) 

 

The cosines was used as a similarity measure because ICA 
performs significantly better than when using Euclidean 
distance [13]. The combined classifier was defined as c1 + c2, 
where c1 and c2 correspond to the similarity measure c in (3). 
According to [13] the classifier that combined the two ICA 
representations improved the performance of both ICA1 and 
ICA2 and outperformed PCA on all test sets. However, and 
according to extensive experiments, we found that many faces 
can be recognized using ICA1 while it cannot be recognized 
accurately using ICA2 and vice versa. Accordingly, we 
proposed a new classifier (Merging Distances) to utilize the 
advantages of both ICA architectures. It also utilizes the 
improvement of ICA1+2 in which the smallest similarity 
measure value resulted by ICA1+2 is integrated in the first rank 
of the new classifier. 

III. THE PROPOSED CLASSIFIER (MERGING DISTANCES) 

The proposed classifier was adopted in which the similarity 
measure vectors for both ICA1 and ICA2 were resorted in 
descending order and then integrated by merging the 
corresponding values of the two vectors to reconstruct a new 
similarity measure vector. The two similarity measure vectors 
vc1 and vc2 were combined as follows 

(4)           

 

where vc1 and vc2 is the similarity measure vectors for ICA1 
and ICA2, respectively, i = 2, ..., n/2, n is the number of ranks 
for both ICA1 and ICA2. By this way we ensure that the 
smallest similarity measure values of vc1 and vc2 will be in the 
early ranks of recognition which means that improvement in 
later ranks is guaranteed. In our experiments n has been chosen 
to be 30 ranks. To further utilizes the improvement of the 
combined classifier ICA1+2 [13], the smallest similarity 
measure value resulted by ICA1+2 is added in the first rank of 
the new similarity measure vector vc. Consequently, the 
proposed classifier has the advantages of ICA1, ICA2, and 
ICA1+2. The combined classifier (Merging Distances) is 
deployed on vc as a similarity measure. 

IV. EXPERIMENTS AND DISCUSSION 

This paper proposed a new classifier that combines the 
similarity measures of both ICA architectures ICA1 and ICA2 
for face recognition across facial variation. We evaluated the 
performance of the proposed classifier compared with that of 
ICA1, ICA2, and ICA1+2. The AR Database has been used in 
the evaluation since it contains faces with different expression, 
illumination condition, and occlusions. 100 preprocessed 
subjects are used for training and testing. The first three images 
of each subject were used for training while 6 classes out of the 
23 remaining images for testing. The 6 classes were chosen 
from the two sessions and contain expressions, illumination, 
and occlusions. 
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Fig. 3. Face Images for one subject from the AR face database: 

Examples of 12 expression recoded in the first session. 

 

 

Fig. 4. Face recognition performance of (Merging Distances) compared 
to the individual classifiers ICA1 and ICA2 and the combined classifier 

ICA1+2 using images with scream expression 

 

Fig. 5. Face recognition performance of (Merging Distances) compared 
to the individual classifiers ICA1 and ICA2 and the combined classifier 

ICA1+2 using images with illumination 

 

 

 

A. AR Face Database  

A case study is conducted using AR Face database [15]. 
This database includes more than 4000 color images for 126 
subject (70 men and 56 women). All images are frontal view 
faces with different facial expressions, illumination conditions, 
and occlusions (sun glasses and scarf). The pictures were taken 
at the CVC under strictly controlled conditions. Every subject 
has 26 face images recorded in two separate sessions. Fig. 4 
shows 12 expressions out of 13 recorded in the first session for 
one individual from the AR face database. The data set was 
divided into training and testing groups, ICA was trained from 
the first session on first three images per subject, which 
represent neutral expression, smiling, and anger. While the 
algorithm is tested with 6 images per subject including "4: 
scream", "7: all side lights on", and "9: wearing sun glasses and 
left light on" from the first section, and "17: scream", "20: all 
side lights on", and "22: wearing sun glasses and left light on" 
from the second session. 

B. Face recognition performance  

The different Architectures of ICA (ICA1 and ICA2), and 
the combined classifier ICA1+2 were evaluated using AR 

database. The recognition performance of the two architectures 
was evaluated by the nearest neighbor procedure using cosines 
as the similarity measure. The combined classifiers were 
deployed in which the similarity between a test image and a 
gallery image depends on both c1 of ICA1 and c2 of ICA2, 
where c1 and c1 correspond to the similarity measure. To 
analyze the performance of the two architectures of ICA 
algorithm we used Cumulative Mach Characteristic CMC. 

 

1) Face images with scream expression and illumination: 

Fig. 4 and Fig. 5 show the Cumulative Mach Performance 

(CMC) of the performance of the ICA1, ICA2, ICA1+2, and 

the proposed classifier (Merging Distances) using face images 

with scream expression and illumination (e.g. all side lights 

on) taken in the same day and different day. As shown in the 

two figures, the proposed classifier consistently outperformed 

ICA1, ICA2, and ICA1+2 especially after rank 3. 

 

2) Face images with occlusion: In case of face images 

with sun glasses, the proposed classifier has been tested using 

2 testing sets including "wearing sun glasses and left light on" 

taken in the same day and different day. Fig. 6 shows the 

CMC using face images with sun glasses and left light on. The 

performance of the proposed classifier outperforms ICA1, 

ICA2, and ICA1+2 in later ranks. While in earlier ranks the 

performance of ICA1+2 is comparable with the proposed 

classifier. For the all testing faces taken in two different days, 
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Fig. 6. Face recognition performance of the proposed classifier (Merging 

Distances) compared to the individual classifiers ICA1 and ICA2 and the 

combined classifier ICA1+2 using images with sun glasses and 
illumination 

 

it was noted that ICA1+2 performed better than both ICA1 

and ICA1+2 in all ranks. However, it was combarable with 

"Merging Distances" in earlier ranks. By higher ranking, 

however, "Merging Distances" outperformed ICA1, ICA2 and 

ICA1+2. The overall results show that the proposed classifier 

has a consistence performance through different classes of the 

images in the database. While, the performance of ICA1 and 

ICA2 can be differ by changing the testing sets (See Fig. 4 and 

Fig. 5) 

 

V. CONCLUSION 

We have proposed a new classifier that merges the two ICA 
representations ICA1 and ICA2 for face recognition. The 
proposed classifier (Merging Distances) was employed in 
which the similarity measure vectors for both ICA 
representations were integrated by joining the corresponding 
values of the two vectors to reconstruct a new similarity 
measure vector. The two architectures of ICA were performed 
on face images in the AR Face Database. The new classifier 
that combined the two ICA architectures were tested using 
faces with occlusion, illumination and different expressions. 
Cumulative Match Characteristics was taken as a measure for 
evaluating the performance of the new classifiers. In the early 
ranking, the proposed classifier was comparable with ICA1, 

ICA2 and the combined classifier ICA1+2 developed by [13], 
while it outperformed them in higher ranking (After rank 3). 
The new combined classifier achieves reasonable results in 
recognizing faces in all test cases. Future work will consider 
recognizing the face by using any non-occluded facial area. 
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Abstract—in this paper, we propose a general design of circular microstrip antenna printed on isotropic or anisotropic substrate, 

based on artificial neural networks (ANN) in conjunction with spectral domain formulation. In the design procedure, synthesis ANN 

model is used as feed forward network to determine the resonant characteristics. Analysis ANN model is used as the reversed of the 

problem to calculate the antenna dimension for the given resonant frequency, dielectric constant, and height of substrate. The effective 

parameters were combined with artificial neural network in the analysis and the design of circular antenna to reduce the complexity of 

the spectral approach and to minimize the CPU time necessary to obtain the numerical results. The results obtained from the neural 

models are in very good agreement with the experimental results available in the literature. Finally, numerical results of the anisotropy 

substrate effect on the resonant characteristics are also presented. 

Keywords—Circular Microstrip Antenna (CMSA), Artificial Neural Network (ANN), design and modeling, spectral domain approach, 

uniaxial anisotropy substrate. 

I. INTRODUCTION 

The microstrip antenna (MSA) is an excellent radiator for 

many applications such as mobile antenna, aircraft and ship 

antennas, remote sensing, missiles and satellite 

communications [1]. It consists of radiating elements (patches) 

photo etched on the dielectric substrate. Microstrip antennas 

are low profile conformal configurations. They are lightweight, 

simple and inexpensive, most suited for aerospace and mobile 

communication. Their low power handling capability posits 

these antennas better in low power transmission and receiving 

applications [2]. The flexibility of the Microstrip antenna to 

shape it in multiple ways, like square, rectangular, circular, 

elliptical, triangular shapes etc., is an added property. Various 

methods and commercial software are available for analysis 

and synthesis of microstrip antennas. These commercial design 

packages use computer intensive numerical methods such as, 

Finite Element Method (FEM), Method of Moment (MoM), 

Finite Difference Time Domain (FDTD) method, etc. These 

techniques require high computational resources and also take 

lot of computation time [3]. Even though all the losses can be 

directly included in the analysis, produced results may not 

provide satisfactory accuracy for all the cases. Because of these 

problems, Mishra and Patnaik have introduced the use of 

neural networks in conjunction with spectral domain approach 

to calculate the complex resonant frequency [4] and the input 

impedance [5] of rectangular microstrip resonators, this 

approach is named the neurospectral method. In reference [4], 

the computational complexity involved in finding complex root 

is reduced, whereas, in reference [5], the neural network 

method evaluates the integrals appearing in the matrix 

impedance. Later on [6], Mishra and Patnaik have 

demonstrated the force of the neurosperctal approach in patch 

antenna design by using the reverse modeling to determine the 

patch length for a given set of other parameters. 

The increase in complexity of device modeling has led to 

rapid growth in the computational modeling research arena. To 

accommodate computational complexity, several computer 

aided design (CAD) modeling engines such as artificial neural 

networks (ANNs) were used [7-11]. ANNs, emulators of 

biological neural networks, have emerged as intelligent and 

powerful tools and have been widely used in signal processing, 

pattern recognition, and several other applications [9-10]. ANN 

is a massively parallel and distributed system traditionally used 

to solve problems of nonlinear computing [4, 12]. 

The objective of this work is to present an integrated 

approach based on artificial neural networks and 

electromagnetic knowledge (effective’s parameters). We 

introduce the artificial neural networks in the analysis of 

circular antenna to reduce the complexity of the spectral 

approach and to minimize the CPU time necessary to obtain 

the numerical results. We have demonstrated the force of 

neurospectral approach in antenna modeling using ANN 

combined with EM knowledge to develop a neural network 

model for the calculation of resonant characteristics (resonant 

frequencies and bandwidths) of circular patch antenna printed 
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on isotropic or uniaxially anisotropic substrate. Using reverse 

modeling, ANN is built to find out the antenna dimensions for 

the given resonant frequency, dielectric constant and height of 

substrate. The models are simple, easy to apply, and very 

useful for antenna engineers to predict both patch dimensions 

and resonant characteristics of circular microstrip antenna 

taken into account the anisotropy in the substrate. To the best 

of our knowledge, this subject has not been reported in the 

open literature; the only published results on analysis of 

rectangular microstrip-patch resonators using neurospectral 

approach [4-6]. 

II. SPECTRAL DOMAIN FORMULATION 

As seen in Fig. 1, the circular microstrip antenna (CMSA) 

consists of a patch of radius a, which is parallel to the ground 

plane; and this patch is separated from the ground plane by a 

dielectric substrate with relative permittivity εr, and thickness 

h. If we want to take the substrate uniaxial anisotropy’s into 

account, the number of inputs increases; since the relative 

dielectric permittivity εr will be replaced by the pair of relative 

permittivities (εx,εz), where εx and εz are the relative dielectric 

permittivity along x and z axis, respectively (Fig. 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Geometry of circular-disk microstrip antenna. 

With the increase of design parameter’s number, the 

network size increases, resulting in an increase in the size of 

training set required for proper generalization. Because of the 

different natures of the additional parameters, data generation 

becomes more complicated, a solution to this problem seems 

necessary. For the case of uniaxially anisotropic substrate, re  

given in [13-14] there resulting values are: 
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In such an approach, the spectral function of Green, 

which binds the fields with the tangential electrical currents 

according to various plans of the drivers, must be given.  

Several techniques we proposed to evaluate the spectral Green 

function [14-15]. 
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In Eq. (5), )(H kn is the kernel of the vector Hankel 

transform (VHT) [14-16], (.)nJ  is the Bessel function of the 

first kind of order n, and the prime denotes differentiation with 

respect to the argument. The dagger implies conjugate 

transpose.  

The relationship which relates the current on the conducting 

patch to the tangential electric field in the corresponding 

interface: 

)(K)(G)(e  kkzk nn ,  

Where )(G k dyadic Green’s function in the vector Hankel 

transform domain [16]. Note that in the vector Hankel 

transform domain, the dyadic Green’s function is diagonal and 

it is independent of the geometry of the radiating patch. 

Note that, the tensor of Green for the considered structure 

can be easily determined. The tangential electric field is null on 

the conducting patch, which leads to an integral equation. To 

solve the integral equation, we apply the procedure of Galerkin 

which consists in developing the unknown distribution of the 

current on the circular patch is expanded into a series of basis 

functions [14-16]. The basis functions chosen in this article for 

approximating the current density on the circular patch are 

obtained from the model of the cavity. Boundary conditions 

require that the transverse components of the electric field 

vanish on the perfectly conducting disk and the current 

vanishes off the disk, to give the following set of vector dual 

integral equations: 
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domain allows the resolution of the system of dual integral 

equations. The current on the disk is expressed in the form of a 

series of basis functions as follows: 

 )(Φ)(Ψ)(K  
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P and Q correspond to the number of basis functions of 

)(Ψ np and )(Φ nq , respectively, npa and nqb are the mode 

expansion coefficients to be sought. The corresponding VHT 

of the current is given by 
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Substitute the current expansion (10) into (7). Next, 

multiplying the resulting equation by )(Ψ  nk
 (k=1,2..., P) 

and by )(Φ  nl
  (l=1,2...,Q), and while integrating from 0 to 

a, and using the Parseval’s theorem for vector Hankel 

transform [16], we obtain a system of linear P+Q algebraic 

equations for each mode n which can be written in the matrix 

form: 

0C.Z nn   

where: 
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Each element of the submatrices is given by: 
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0

,  

where V and W represent either Ψ or Φ. For every value of 

the integer n, the system of linear equations (11) has non-trivial 

solutions when 

  0det )(Z n   

 This equation (14) is called characteristic equation of 

the structure (figure. 1).  For the search of the complex roots of 

this equation, the method of Müller is used.  It requires three 

initial guesses which must be close if possible to the sought 

solution to ensure a fast convergence. 

Generally the real part (fr) of the solution represents the 

resonant frequency of the structure, the imaginary part (fi)  

indicates the losses of energy per radiation and the ratio (2fi/ fr) 

gives the band-width (BW) and the quantities Q=(fr/2 fi)  stands 

for the quality factor [14-16]. 

In the following section, a basic artificial neural network is 

described briefly and the application of neural network to the 

prediction the resonant characteristics of the microstrip antenna 

are than explained.  

III. NEURAL NETWORK MODELING 

ANN learns relationships among sets of input-output data 

which are characteristic of the device under consideration. It is 

a very powerful approach for building complex and nonlinear 

relationship between a set of input and output data [17]. 

Artificial neural networks (ANNs) have been used frequently 

in signal processing applications, speech and pattern 

recognition, remote sensing, etc. for the last two decades [18]. 

Ability, adaptive capability and ease of implementation have 

made ANN a popular tool for many design problems in 

today’s communication world [19]. More importantly, ANNs 

can generalize and respond correctly to slightly deviant input 

values, not presented during the training process [20]. These 

networks directly give good approximation to simulated and 

measured value, thereby avoiding the need for possibly a more 

complex and time-consuming conventional problem-specific 

algorithm [19]. In the present scenario, neural network models 

are used extensively for wireless communication engineering, 

which eliminates the complex and time-consuming 

mathematical and simulation procedures for designing 

antennas [21-23]. 

Multilayer perceptrons have been applied successfully to solve 

some difficult and diverse problems by training them in a 

supervised manner with a highly popular algorithm known as 

the error back propagation algorithm [23].  

As shown in Fig. 2, the MLP consists of an input layer, one 

or more hidden layers, and an output layer. Neurons in the 

input layer only act as buffers for distributing the input signals 

xi to neurons in the hidden layer. Each neuron in the hidden 

layer sums its input signals xi after weighting them with the 

strengths of the respective connections wji from the input layer 

and computes its output yj as a function f of the sum, namely 

)( ijij xwfy              

Where f can be a simple threshold function or a sigmoid or 

hyperbolic tangent function [24]. The output of neurons in the 

output layer is computed similarly. 

Training of a network is accomplished through adjustment 

of the weights to give the desired response via the learning 

algorithms. An appropriate structure may still fail to give a 

better model unless the structure is trained by a suitable 

learning algorithm. A learning algorithm gives the change Δwji 

(k) in the weight of a connection between neurons i and j at 

time k. The weights are then updated according to the formula 

)()()( 11  kwkwkw jijiji          

MLP can be trained using many different learning algorithms 

[25]. In this article, the following back propagation learning 

algorithm described briefly was used to train the MLP. 
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Fig. 2.  General form of multilayered perceptrons. 

The back-propagation algorithm is based on the error 

correction learning rule. Basically, error back propagation 

learning consists of two passes through the different layers of 

the network, a forward pass and a backward pass. In the 

forward pass, an activity pattern is applied to the sensory 

nodes of the network, and its effect propagates through the 

network layer by layer [25]. Finally, a set of outputs is 

produced as the actual response of the network. During the 

forward pass the synaptic weights of the networks are all 

fixed. During the backward pass, on the other hand, all the 

synaptic weights are adjusted in accordance with an error 

correction rule. The actual response of the network is 

subtracted from a desired response to produce an error signal. 

This error signal is then propagated backward through the 

network against the direction of synaptic connections. The 

synaptic weights are adjusted to make the actual response of 

the network move closer to the desired response in a statistical 

sense [23]. ANN models accuracy depends on the amount of 

data presented to it during training. A well-distributed, 

accurately simulated or measured and sufficient data are the 

basic requirement to obtain an efficient model. All the 

numerical results presented in this paper we obtained on a 

Pentium IV computer with a 2.6-GHz processor and a total 

RAM memory of 2 GB. 

In this work, the patch geometry of the microstrip antenna 

is obtained as a function of input variables, which are height of 

the dielectric material (de), dielectric constants of the substrate 

(εre), and the resonant frequency (fr), using ANN techniques 

“Fig. 3”. Similarly, in the analysis ANN, the resonant 

frequency of the antenna is obtained as a function of patch 

dimensions (a), height of the dielectric substrate (de), and 

dielectric constants of the material (εre) “Fig. 4”. Thus, the 

forward and reverse sides of the problem will be defined for the 

circular patch geometry in the following subsections. 

Synthesis of the patch geometry of the microstrip antenna is 

a problem for which closed-form solutions exist. Therefore, 

this example is very useful for illustrating features and 

capabilities of synthesis ANN. Details of the problem are 

presented next. 

A. The forward side of the problem: The synthesis ANN 

The input quantities to the ANN black-box in synthesis 

“Fig. 3” can be ordered as: 

• de: height of the dielectric substrate; 

• εre: effective dielectric substrate; 

• fr : resonant frequency of the antenna. 

 

 

 

 

Fig. 3.  Synthesis Neural model for predicting the patch geometry of circular 

microstrip antenna with effective parameters. 

The following quantities can be obtained from the output of 

the black-box as functions of the input variables: 

• a: radius of a circular patch; 

B. The reverse side of the problem: The analysis ANN 

In the analysis side of the problem, terminology similar to 

that in the synthesis mechanism is used, but the resonant 

frequency and the half-power bandwidth of the antenna are 

obtained from the output for a chosen dielectric substrate and 

patch dimensions at the input side as shown in “Fig. 4” 

 

 

 

 

 

Fig. 4.  Analysis Neural model for calculating the resonant frequency and 

half-power bandwidth of circular microstrip antenna with effective 

parameters. 

The details of the network parameters for both these cases 

(analysis and synthesis) model are given in Table 1. 

 

TABLE .1 COMPARISONS OF PERFORMANCE DETAILS OF ANALYSIS AND 

SYNTHESIS MODELS. 

Algorithm details 

Neurospectral approach 

Analysis model 
Synthesis 

model 

Activation function sigmoid sigmoid 

Training function (back-propagation) trainrp trainrp 

Number of data 280 280 

Number of neurons (input layer) 3 3 

Number of neurons (hidden layers) 12-8 8-8 

Number of neurons (output layer) 2 1 

Epochs (number of iterations) 8000 8000 

TPE (training performance error) 10-4 10-4 

Time required 97 min 86 min 

LR (learning rate) 0.6 0. 5 

MC (momentum constant) 0.7 0.6 

εre 

fr 

  de 

 

 

Synthesis 

ANN Model a 

fr 

 

 

Analysis 

ANN Model 

εre 

  de 

a 

BW 
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IV. NUMERICAL RESULTS AND DISCUSSION 

In order to confirm the computation accuracy of the 

neurospectral method, our results are compared with 

experimental and recent theoretical data [26-28].  

Experimental and numerical evaluations have been performed 

with a patch for different radius a, printed on isotropic 

substrate (εx=εz=2.43) and thickness d=0.49mm. The Table 2 

summarizes our computed resonant frequencies and those 

obtained for TM11 mode via spectral domain formulation [26-

28]. The comparisons show a good agreement between our 

results and those of literature [26-28]. 

 

In the synthesis, neurospectral model give the best 

approximation to the target values. The results of the synthesis 

and comparison with targets are given in Table 3. 

With the aim of confirming the computation accuracy for 

the case of uniaxially anisotropic substrate, we compare in 

Fig. 5 our results with theoretical data previously published 

[29]. 

TABLE 2. THEORETICAL AND EXPERIMENTAL VALUES OF THE RESONANT 

FREQUENCY FOR THE FUNDAMENTAL MODE OF CIRCULAR MICROSTRIP 

ANTENNA. 43.2 zx  , d= 0.49mm. 
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Fig. 5.  Resonance frequency as a function of radius patch of a circular 

microstrip antenna on anisotropic substrate; Epsilam-

10  31013 .zε,xε  , d=1.27mm. 

 

 

TABLE 3. REVERSE MODELING FOR THE PREDICTION OF ANTENNA 

DIMENSIONS. 

Input parameters Target  ANN  

d (mm) zx     fr (GHz) a(mm) a(mm) 

1.588 2.5 1.57 34.93 34.967 

3.175 2.5 1.51 34.93 34.930 

2.35 4.55 0.825 49.5 49.583 

2.35 4.55 1.03 39.75 39.634 

2.35 4.55 2.003 20 20.076 

2.35 4.55 3.75 10.4 10.415 

2.35 4.55 4.945 7.7 7.695 

1.5875 2.65 4.425 11.5 11.565 

1.5875 2.65 4.723 10.7 10.622 

1.5875 2.65 5.224 9.6 9.596 

1.5875 2.65 6.074 8.2 8.185 

1.5875 2.65 6.634 7.4 7.402 

 

It is seen from figure .5 that our results are close to those 

given in [29]. This validates the proposed model for the case 

of anisotropic substrate. 

 

In Figure 6, results are presented for the resonant frequency 

and bandwidth of circular microstrip patch printed on an 

anisotropic dielectric substrate (PTFE).  

 

In this figure, the results obtained for the resonant 

frequency and bandwidth of patch on anisotropic PTFE 

( 432882 .zε,.xε  ) are compared with the results that would 

be obtained if the anisotropy of Boron nitride were neglected 

( 432.zεxε  ). The patch has a radius of 6.35 mm. 
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(a) 

a 

(mm) 
a/d 

Experiment 

(GHz) [26] 

Computed (GHz) 

[26] [27] [28] Present 

1.9698 4.02 25.60 25.30 25.92 25.40 25.56 

3.9592 8.08 13.10 13.30 13.55 13.30 13.18 

5.8898 12.02 8.960 9.13 9.25 9.20 9.017 

8.0017 16.33 6.810 6.80 6.87 --- 6.823 

9.9617 20.33 5.470 5.49 5.54 5.60 5.509 
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Fig. 6.  (a) Resonant frequency; (b) bandwidth of circular microstrip patch 

printed on anisotropic PTFE, the patch has a radius of 6.35mm. 

The differences between the results obtained considering 

anisotropy and neglecting anisotropy reach 4.03 percent in the 

case of resonant frequencies and 32.34 percent in the case of 

half-power bandwidths. Thus, it can be concluded that the 

effect of uniaxial anisotropy on the resonant frequency and 

bandwidth of a circular microstrip patch antenna cannot be 

ignored and must be taken into account in the design stage. 

  

V. CONCLUSION 

A neural network-based CAD model can be developed for the 

analysis of a circular patch antenna printed on isotropic or 

anisotropic substrate, which is robust both from the angle of 

time of computation and accuracy. A distinct advantage of 

neuro-computing is that, after proper training, a neural 

network completely bypasses the repeated use of complex 

iterative processes for new cases presented to it. In the design 

procedure, syntheses ANN model is used as feed forward 

network to determine the resonant characteristics of circular 

microstrip antenna printed on anisotropic substrate.  Analysis 

ANN model is used as the reversed of the problem to predict 

the antenna dimension for the given resonant frequency, 

dielectric constant and height of substrate. The spectral 

domain technique combined with the ANN method is several 

hundred times faster than the direct solution. This remarkable 

time gain makes the designing and training times negligible. 

Consequently, the Neurospectral method presented is a useful 

method that can be integrated into a CAD tool, for the 

analysis, design, and optimization of practical shielded 

(Monolithic microwave integrated circuit) MMIC devices. 
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Abstract—Recently, the mobile agent-based paradigm has received more attention especially in distributed systems where it 

provides multiple solutions to several problems which can’t be resolved by the object-based paradigm. Unfortunately, this paradigm 

lacks the interconnection with semantic web standards such as the language OWL (Ontology Web Language) which make it far from 

profiting from research results and advances in this area. We try in this paper to bridge the gap between the two domains by proposing 

an integrated approach for modeling mobile agent-based software systems using a transformation of mobile class diagrams into OWL 

ontologies. The developed approach allows interconnection of mobile agent and Semantic Web technologies can be used in a mobile 

agent-based application where such interconnection is needed. We use the meta-modeling and graph grammars tool AToM3. 

 

Keywords—M-UML; OWL; MDA; Graph Transformation; AToM3 

I.  INTRODUCTION 

Mobile agent-based software systems are increasingly very 
complex; actually the development of such systems is a 
difficult task since the great number of constraints that are 
evolved during the development process such as the mobility 
and security. Modeling and designing of mobile agent-based 
software systems have received important attention in the last 
years to deal with previous problems [18]. M-UML [19] has 
been introduced as an extension of UML [7] for modeling 
mobile agent-based systems [26]. Researchers have tried to 
relate mobile agent paradigm to the object oriented paradigm 
using the standard of object oriented modeling to model mobile 
agents by introducing to it the appropriate artifacts in order to 
support the new paradigm.  

In other side, the ontologies provide explicit and formal 
specifications of shared conceptualizations; they are described 
formally using description logics implemented in OWL 
language. The knowledge generated from an M-UML diagram 

during the software development process is a valuable asset in 
particular in the analysis and design tasks. In order to profit 
from it, they must be represented and stored in ontologies and 
will be used for reasoning on mobile agent based software 
systems.  

In this paper, which extends our previous work [20], we 
propose a set of rules for transforming mobile class diagrams 
into ontologies described in OWL language in order to profit 
from the power of ontologies. So, the knowledge described by 
those diagrams can be reused, shared and linked with other 
information. The meta-modeling tool AToM3 is used to create 
meta-models for mobile class diagram and OWL models. A 
graph grammar is proposed for automatic transformation 
between the two formalisms.  

The rest of the paper is organized as follows. In Section 2, 
we present some related works. In Section 3, we present some 
basic notions about M-UML, OWL, and graph grammars. In 
Section 4, we describe our approach of transforming M-UML 
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class diagrams to OWL ontologies. In Section 5, we illustrate 
our approach through an example. Finally concluding remarks 
and perspectives are presented in Section 6. 

II. RELATED WORKS 

Several works exist in the literature in the context of 
extracting ontologies from UML diagrams. In [14] the authors 
have proposed a transformation of UML towards DAML by 
showing similarities and differences between the two parts of 
the translation. In [15] the authors have proposed a 
transformation of a profile UML OUP (Ontology UML Profile) 
towards an ontology OWL. In [6], the OMG remarks the 
interest of such subject, it then immediately proposed the ODM 
which provides a profile for writing RDF and OWL within 
UML. The ODM also includes partial mappings between UML 
and OWL. It should be noted that several works are performed 
as  answer to the call of the OMG and gathered in the ODM 
and it is impossible to evoke all of them here. In [9], an 
implementation of the ODM using ATL language is presented. 
In [5], the author has applied a style sheet on a XMI file which 
represents a model of a class diagram to generate an ontology 
OWL DL represented as RDF/XML format. In [16], a detailed 
comparison between UML and OWL has been developed.  

On the other hand, AToM3 has been adopted to be a very 
powerful tool which the meta-modeling and the 
transformations between formalisms. In fact, in [21] the 
authors have proposed a formal framework and a tool for the 
specification and verification of G-Nets models using graph 
transformation. In [20] the authors have developed an AToM3 
based approach for the automatic generation of OWL 
ontologies from UML diagrams. In [23], the authors have 
developed an approach for modeling and analysis of mobile 
agent-based software systems by transforming M-UML 
statecharts models to nested nets models. In [22], an approach 
for transforming mobile activity diagrams to nested Petri nets 
models has been proposed. Also in [1, 2, 3, 17, 18, and 25] we 
can found treatment and translation of multiple UML diagrams. 
In these works the Meta modeling allows visual modeling and 
graph grammar allows the transformation among them. 

In contrast to all these previous works, we have the first 
who think to relate the modeling of mobile agent-based 
systems and semantic web by translating a profile of UML 
class diagram for mobile systems into the OWL. 

III. BACKGROUND 

The main contribution of the paper is to develop an 
integrated environment based on meta-modeling and graph 
grammars for modeling and analysis of mobile agent based 
software systems which are modeled as a set of mobile class 
diagrams. We recall here some notions about M-UML and 
OWL. 

A. Mobile Class Diagram 

A M-UML Class Diagram [19] has been introduced to 
describe the static structure of a mobile system by showing all 
relationships between different types of classes. Mobile 
objects/agents are created by the instantiation of a mobile class 
shown with a box (M). A class inherits the mobility by the 

relation of inheritance while not necessarily true by 
aggregation relation. An affected class shown with a dashed 
box (M) is a class that contains methods (behavior) which 
communicate with other mobile classes. A remote class shown 
with a dashed box (R) is a class that contains methods 
(behavior) which communicate with a remote mobile 
object/agent. A mobile object/agent invokes methods which 
will be labeled depending on the location of it with either (M) 
or (R) and a class that includes the two types will show with 
dashed boxes (M) and (R). Figure 1 [19] shows an example of 
a mobile class diagram. 

 

Fig. 1. A mobile class diagram. 

B. OWL 

OWL (Ontology Web Language) is a language for 
representing ontologies by defining the concepts of a domain 
and the relations between them what will allow automatic 
reasoning about the domain knowledge using their formal 
semantics. OWL1 offers three sublanguages with increasing 
expression oriented for specific communities of developers and 
users: OWL Lite, OWL DL, and OWL Full [10] whereas 
OWL2 defines three new profiles: OWL2 EL, OWL2 QL, and 
OWL2 RL [13]. 

C. Graph Grammars 

Graph transformation was largely used for the expression of 
model transformation [4]; particularly, transformations of 
visual models can be naturally formulated by graph 
transformation, since the graphs are well adapted to describe 
the fundamental structures of models [17]. The set of graph 
transformation rules constitutes what is called the model of 
graph grammar. A graph grammar is a generalization, for 
graphs, of Chomsky grammars. Each rule of a graph grammar 
is composed of a left hand side (LHS) pattern and of a right-
hand sided (RHS) pattern. Therefore, the graph transformation 
is the process to choose a rule among the graph grammar rules, 
apply this rule on a graph pattern that matches the LHS pattern 
to produce the RHS pattern, and reiterate the process until no 
rule can be applied [4]. We have adopted the AToM3 tool [1] 
which is a visual tool for model transformation to implements 
our approach. In the next sections, we will discuss how we use 
AToM3 to meta-model mobile class diagrams and how to 
generate OWL models by applying a graph grammar. 
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IV. OUR APPROACH 

A.  Overview 

Mobile agent-based software systems are very difficult to 
design and to implement, although of this, we are urgently and 
still need this type of software systems to resolve some huge 
problems in different domains that the object oriented 
paradigm could not deal with them. We propose in this paper 
integrated approach M-UML class diagram/OWL ontology for 
modeling and analysis of mobile agent-based software systems 
by direct transformation of the mobile class diagram to OWL 
ontology. A mobile class diagram describes statically and in a 
very rich way the entities evolved in a mobile agent-based 
software system and all relationships among them. This 
ontology generated contains the knowledge extracted from the 
M-UML diagram and will be used for reuse purpose, 
knowledge sharing, conversation, integration and reasoning on 
mobile agent-based software systems.  

The architecture of the proposed approach (Figure 2) is 
based on meta-modeling and graph grammars. For the 
realization of this application, we have to propose a meta-
model of mobile class diagrams that allows us to edit visually 
mobile class diagrams on AToM3 canvas. In addition, we have 
to develop a graph grammar made up of several rules which 
allows transforming progressively all what is modeled on the 
canvas towards an OWL ontology in RDF/XML format stored 
in a disk file. The graph grammar is based on transformation 
rules; each rule deals with some constructs in the left hand side 
(LHS) to transform them to others constructs in the right hand 
side (RHS). For ontology, the choice among OWL profiles is 
made on OWL DL because it places certain constraints on the 
use of the structures of OWL such as separation between 
classes, data types, data type properties, object properties, 
annotation properties, ontologies properties, individuals, data 
values, and integrated vocabulary [11][12].  

 

 

Fig. 2. Architecture of the proposed approach.  

B.  Transformation rules  

We propose a set of rules to transform classes, 
enumerations, associations, roles, dependencies, association 
classes, and all the elements of a mobile class diagram that are 
important to store in the OWL ontology. For lack of space, we 

have presented class (and their extensions) transformation rules 
in table 1.  

Concerning the transformation of data types, all data types 
used in M-UML are transformed into XML schema (XSD) data 
types because OWL uses the majority of the datatypes 
integrated into XML schema. The calls of these data types are 
done through data type URI address reference 
http://www.w3.org/2001/XMLSchema[11]. The instances of 
the primitive types used in M-UML itself include: Boolean, 
Integer, String, Unlimited Natural[7].  

 

TABLE I.  TRANSFORMATION RULES. 

 

<owl:DatatypePropertyrdf:ID="isRemote"> 

<rdfs:domainrdf:resource="#Remote-ClassName"/> 

<rdfs:rangerdf:resource="http://www.w3. 

org/2001/XMLSchema#boolean"/> 

</owl:DatatypeProperty> 

 

<owl:Classrdf:ID="Remote-ClassName"> 

<rdfs:subClassOf> 

<owl:Restriction> 

<owl:onPropertyrdf:resource= "#isRemote"/> 

<owl:mincardinalityrdf:datatype="http://www.w3. 

org/2001/XMLSchema#nonNegativeInteger">1 

</owl:mincardinality> 

</owl:Restriction> 

</rdfs:subClassOf> 

</owl:Class>… 

 A remote class is represented by a data type property and a class OWL. A 

remote class can contain behaviors affected by multiple remote mobile 

agent, we use the restriction mincardinality to indicate this. 

 

<owl:DatatypePropertyrdf:ID="isMobile"> 

<rdfs:domainrdf:resource="#Mobile-ClassName"/> 

<rdfs:rangerdf:resource="http://www.w3. 

org/2001/XMLSchema#boolean"/> 

</owl:DatatypeProperty> 

 

<owl:Classrdf:ID="Mobile-ClassName"> 

<rdfs:subClassOf> 

<owl:Restriction> 

<owl:onPropertyrdf:resource= "#isMobile"/> 

<owl:cardinalityrdf:datatype="http://www.w3. 

org/2001/XMLSchema#nonNegativeInteger">1 

</owl:cardinality> 

</owl:Restriction> 

</rdfs:subClassOf> 

</owl:Class>… 

 A mobile class is represented by a data type property and a class OWL. A 

mobile class can contain exactly one property concerning the mobility of 

their objects.  

M-UML to OWL 

Remote Class 

Mobile Class 

Affected Class 

ClassName 

M 

ClassName 

R 
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<owl:DatatypePropertyrdf:ID="isAffected "> 

<rdfs:domainrdf:resource="#Affected-ClassName"/> 

<rdfs:rangerdf:resource="http://www.w3. 

org/2001/XMLSchema#boolean"/> 

</owl:DatatypeProperty> 

 

<owl:Classrdf:ID="Mobile-ClassName"> 

<rdfs:subClassOf> 

<owl:Restriction> 

<owl:onPropertyrdf:resource= "#isAffected"/> 

<owl:mincardinalityrdf:datatype="http://www.w3. 

org/2001/XMLSchema#nonNegativeInteger">1 

</owl:mincardinality> 

</owl:Restriction> 

</rdfs:subClassOf> 

</owl:Class>… 

An affected class is represented by a data type property and a class OWL. 

An affected class can contain behavior (methods) that is affected 

(communicating with) by mobile objects, we use the restriction 

mincardinality to indicate this. 

 

 

C. Meta-model of UML Class diagram 

To build M-UML class diagrams in AToM3, we have to 
define a meta-model for them. Our meta-model is composed of 
two classes and four associations developed by the meta-
formalism (CD_classDiagramsV3), and the constraints are 
expressed in Python [8] code (Figure 3). 

 
Fig. 3. Mobile class diagram meta-model 

After building our meta-model, it remains only its 
generation.  The generated meta-model comprises the set of 
classes modeled in the form of buttons which are ready to be 
employed for a possible modeling of a class diagram. Figure 4 
shows an example of a mobile class diagram of a mobile voting 
system [19] modeled in our mobile class diagram environment. 

 
Fig. 4.  Generated tool for mobile class diagram. 

D.  The Proposed Graph grammar 

To perform the transformation between class diagrams and 
OWL ontologies, we have proposed a graph grammar 
composed of an initial action, ten rules, and a final action. For 
lack of space, and because we used python code to specify the 
transformation in the condition and action of each rule, we 
have not presented all the rules. 

Initial Action: Ontology header 

Role: In the initial action of the graph grammar, we create a 

file with sequential access in order to store generated OWL 

code. To do that, we used Python. We begin by writing the 

ontology header which is fixed for all generated ontologies 

(Figure 5). 

 

 
Fig. 5.  Ontology header definition. 

Final Action: the end of ontology 

Role: In the final action of the graph grammar, we end our 

ontology. So, we will have to open our file and to add 

‘</rdf:RDF>’ (Figure 6). 

 

ClassName 

M 
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Fig. 6.  End of ontology. 

Rule 1: Class transformation 

Name: class2class 

Priority: 1 

Role:This rule transforms an M-UML class (all type of classes) 

towards an OWL class (cf. Table 2). In the condition of the rule 

we test if the class is already transformed. If not yet, we reopen 

the OWL file to add the adequate OWL code of this class in the 

action of the rule. 

 

 

TABLE II.  TRANSFORMATION OF DIFFERENT TYPES OF M-UML 

CLASSES. 

 

V. EXAMPLE 

Let us apply our approach on the mobile class diagram 
illustrated in figure 4which is borrowed from [19]. It models a 
mobile voting system, where a mobile agent VC (vote 
collector) gets a list of voters from a stationary agent VM (vote 
manager) and visits the VO’s (voters) stations those already 
have the list of candidates to collect votes and return them to 
the VM that mandated the VC in action. It should be noted that 
this example does not claim to be exhaustive but it gathers 
most important elements of a mobile class diagram such as: 
mobile class, affected class, remote class, association, attributes 
and different types of methods. By applying our graph 
grammar on this example, we have first obtained the 
intermediate graphs shown in figure7.  

 
Fig. 7. Intermediate graph 

Then we have obtained the graph of figure8 after the 
termination of execution of the graph grammar. 

Condition 

 

 

 
 

:= 
 

 
Action 
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Fig. 8. Class diagram after execution                                            

In parallel, there is an automatic generation of the file 
containing OWL code stored on hard disc validated and 
visualized using SWOOP [24] (Figure  9, 10, 11): 

 

Fig. 9. The OWL ontology classes. 

 

 

Fig. 10. The OWL ontology properties. 

VI. CONCLUSION 

The objective of this work is to develop an integrated 
environment for modeling and analysis of mobile based 
software systems by the transformation of M-UML class 
diagrams to OWL ontologies.The approach has been 
implemented using the AToM3tool. For the realization of this 
application we have developed a meta-model for M-UML class 
diagrams, and a graph grammar named “M-UML2OWL” 
composed of several rules which enables us to transform a 
mobile class diagram to an OWL ontology stored in a hard disk 
file. The generated ontology will be used for reuse purpose, 
knowledge sharing, conversation, integration and reasoning on 
mobile agent-based software systems. 

In future work, we plan to generalize the extraction of 
OWL ontologies from others M-UML diagrams since they 
represent different aspects of the systems. We plan also to 
realize this transformation using other graph transformation 
tools such as Triple Graph Grammars [27] which provide 
bidirectional transformations.   
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Fig. 11. The generated OWL ontology. 
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Abstract— This paper proposes a pixel based multi-focus image fusion method which consists of two main steps: detection of point 

spread functions of the source images by using artificial bee colony algorithm and fusion of the source image by making use of estimated 

point spread functions. The main advantage of the proposed method is it directly fuses the source images without any transformation 

that modifies the original pixel values. Experimental results demonstrate the superiority of the proposed method in terms of 

quantitative and visual evolution. 

Keywords—multi-focus image fusion; artificial bee colony, blur estimation 

I. INTRODUCTION 

Images taken by digital cameras usually suffer from limited 
depth of field (DoF) problem. Limited DoF disallows the 
digital cameras to take all-in-focus images. Therefore the 
obtained image appears partially blurred. Multi-focus image 
fusion techniques solve this problem by taking multiple images 
with different focus points and fusing them together to obtain 
an all-in-focus image [1]. Multi-focus image fusion techniques 
have been used widely in digital camera and microscopy 
applications. 

The multi-focus image fusion methods generally divided 
into two groups: spatial domain methods are based on direct 
fusion of pixels of the input images; transform domain 
processing methods are based on fusing the transforms of the 
images [2]. 

Transform domain based methods consist of three main 
steps: applying a transform to the each input images, fusing all 
transforms to produce the fused representation, and at last 
applying the inverse transform to the fused representation to 
obtain the final fused image. The most generally used 
transform based methods can be listed as Laplacian Pyramid 
(LP) [3], Discrete Wavelet Transform (DWT) [4],  and 
Discrete Cosine Transform (DCT) [5]. However, applying a 
transform prior to fusion modifies the original pixels of input 
images. Therefore, brightness and color distortions may occur 
on the fused image [6].  

Different from the transform domain based methods, spatial 
domain based methods directly fuse the input images by taking 
their spatial features into account. These methods search for 
sharp pixels or regions to be transferred in order to construct 
the fused image. Spatial domain based divided into two main 
groups: region based and pixel based methods. The former 
methods such as block selection method [7], Differential 
Evolution based block selection [8], region selection [9], 
initially segment the input images by a segmentation algorithm 
and then produce fused image by selecting the sharper regions. 

The latter methods such as spatial frequency based method [10] 
determine the sharp pixels that form the fused image.  

In this paper, a pixel based spatial domain method is 
proposed. The proposed method has two main steps: estimating 
the point spread functions (PSF) of input image and fusing 
input images by using the estimated PSFs. In the multi-focus 
image fusion applications, a collection of images with different 
focus points is captured. Each image of this collection includes 
both blurred and sharp regions. While a particular object in the 
scene appears in focus in one image, it appears out of focus in 
others. In other words, both blurred and sharp images of each 
object in the scene exist in the collection. Blurred image of an 
object can be defined as the convolution of the same object 
with a particular PSF [11]. This means if the both blurred and 
sharp images exist, then the PSF can be calculated. However, 
there is no prior knowledge about which region of the input 
images are blurred or sharp. Therefore a novel technique that 
using ABC to estimate the PSFs of the input images is 
proposed in this paper. ABC is simple yet effective. Therefore 
it is straightforward to solve optimization problems. ABC has 
been also employed to solve several problems in image 
processing area. A good review can be found in [12]. The 
proposed method, firstly calculate the PSFs of the input images 
by using ABC. Then, it detects sharp pixels by making use of 
estimated PSFs. Finally, it forms the fused image by 
transferring the detected sharp pixels.  

The rest of paper is organized as follows. Section II 
explains the proposed method in detail. Experimental results 
are given in Section III. Finally, Section IV concludes the 
paper. 

II. FOCUS FUSION BASED ON ARTIFICIAL BEE COLONY 

In this section, firstly, the ABC algorithm is briefly 
described.  Then, the ABC based PSF estimation and focus 
fusion methods are introduced. 
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A. Artificial Bee Colony (ABC) Algorithm 

Artificial Bee Colony (ABC) is a swarm based 
meta-heuristic global optimization algorithm that was defined 
by Karaboga [13]. It is motivated by the intelligent foraging 
behavior of the honey bees. ABC has only three control 
parameters: population size, maximum cycle number and limit. 

In ABC algorithm, each possible solution is represented by 
a food source and the nectar amount of the food sources 
represent the quality of the corresponding solution. The 
artificial bee colony consists of three groups of bees: employed 
bees which are employed at a specific food source, onlooker 
bees that watch the dance of employed bees to choose a food 
source, and scout bees that search the environment randomly. 
Both of the onlookers and the scouts are also called as 
unemployed foragers. Initially, all food sources are explored by 
scout bees. Then, the nectar of food sources are exploited by 
employed and onlooker bees and this cause them to become 
exhausted. Afterwards, the employed bees whose food source 
is exhausted become a scout bee. The number of the employed 
bees is equal to the number of food sources (solutions).  

At the first step, the initial population of the SN food 
sources is initialized by the scout bees where SN denotes the 
number of employed bees. Each food source xm(m=1,2,…,SN) 
is a solution vector with n variables xmi(i=1,2,…,n) which are 
the optimization parameters. In order to initialize the food 
sources the following formula is used. 

 (0,1)*( )mi i i ix l rand u l    (1) 

where li and ui are the lower and the upper bounds, 
respectively.  

After the initialization, there are three phases of ABC 
algorithm. First one is employed bees phase. Employed bees 
search for the new food sources (vm) that have more nectar, in 
the neighborhood of the food source (xm) in their memory. 
They determine a neighbor food source using the following 
definition. 

 ( )mi mi mi mi kiv x x x    (2) 

where xk is randomly chosen food source, i is a randomly 
selected parameter, ϕ is a random number. After producing the 
new food source vm, its fitness value is calculated and the food 
source that has the best fitness value is selected between xm and 
vm. 

Second phase is the onlooker bees phase. As mentioned 
above, there are two kind of unemployed bees: onlooker and 
scout bees. Employed bees share the information about their 
food source with the onlooker bees. Then onlooker bees choose 
their food source by considering the probability value that 
calculated using the fitness value providing by employed bees. 
The probability value pm is calculated by using the following 
expression. 
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where f is the fitness function.  

After food source (xm) is selected, a neighbor food source 
vm is found out by using the eq. (2). As in the previous phase, a 
greedy selection is applied between xm and vm . 

The last phase is the scout bees phase. Scout bees are the 
unemployed bees that search their food sources randomly. If an 
employed bee cannot improve its solution through a predefined 
number of iterations called limit, it becomes scout bee and its 
solutions are deserted. Thereafter, converted scout bee start to 
search for new food source by using (1).  

B. ABC Based PSF Estimation 

In this section a novel method that uses ABC to estimate 
the PSF function of the multi-focus input image is presented. 
Each input image of multi-focus collection includes both 
focused (sharp) and defocused (blurred) regions. For the 
simplicity, assume that collection contains two input images. 
Input images (I1 and I2) can be defined by following 
definitions. 

 
1 1 1

2 2 2

( , ) ( , )

( , ) ( , )

I f x y g x y

I f x y g x y

 

 
 (4) 

where f(x, y) and g(x, y) represent the focused and 
defocused pixels of input images, respectively. Since 
defocused image of an object is equal to convolution of the 
focused image of same object with a particular PSF, defocused 
image g(x, y) can be written as following equation. 

 ( , ) ( , ) ( , , )g x y f x y h x y σ   (5) 

where h(x, y, σ) is the PSF function. The PSF of an imaging 
system describes the shape of the blur formed when a point 
object is imaged. PSF best fit to a 2D Gaussian model [14]: 

 
2 2 2 2( , ) (1/ 2 )exp( ( ) / 2 )h x y πσ x y σ    (6) 

where σ denotes the spread parameter (SP). 

Proposed PSF estimation method employs the ABC in 
order to estimate the PSFs of the input images. As can be seen 
from (6), the only parameter of the PSF is spread parameter (σ). 
Thus, SPs of the input images are searched for each input 
image in the optimization process. In our example, each 
individuals of ABC consist of two parameters that are the SPs 
(σ1 and σ2) of PSFs of the input images (h1 and h2).  

Initially, the control parameters of the ABC maximum 
cycle number, population size and limit are defined. Then 
initial population is generated randomly by using (1). 

In the each cycle of ABC, for each individual following 
steps are repeated until stopping criteria is met. First, fitness 
value of the each individual is calculated. To this end, PSFs are 
produced by substituting spread parameter of each individual in 
(6). Artificially blurred images are produced by convolving 
each input image with the other's PSF. In our example, I1 is 
convolved with h2 and I2 is convolved with h1 to generate 
artificially blurred images Î1 and Î2, respectively. 
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1 1 2 1

2 2 1 2

( , ) ( , ) ( , , )

( , ) ( , ) ( , , )

I x y I x y h x y σ

I x y I x y h x y σ

 

 
 (7) 

Then, difference images (D1 and D2) are obtained by 
subtracting I1 from Î2 and I2 from Î1. 

 
1 1 2

2 2 1

D I I

D I I

 

 
 (8) 

If the optimum PSFs are obtained, the dot product of the 
difference image should be equal to zero. Thus the following 
definition is used as the fitness function. 

In order to generate the next generation of the population, 
employed bees, onlooker bees and scout bees phases are 
executed, respectively. If the stopping criterion is not met, the 
above steps are repeated. 

C. Fusion of Input Images Using Optimal PSFs 

After the estimation of optimal PSFs of the input images, 
sharp images can be determined. First artificially blurred 
images (Î1 and Î2) are produced by substituting optimally 
estimated PSFs in (7). Since the PSFs that are used to generate 
the artificially blurred images are optimal, blurred regions of 
input images are obtained blurred with same degree in 
artificially blurred ones. In other words, pixel values of the 
blurred regions of the input images are equal to values of the 
corresponding pixels in the artificially blurred ones.  

Once the artificially blurred images are produced, 
difference images (D1 and D2) can be calculated by using (8). 
Since optimal PSFs are used, blurred regions (g(x, y)) of input 
images (I1 and I2) are canceled out in difference images (D1 and 
D2), respectively. In this manner, each pixel of the difference 
images is compared as following expression. 

 
1 1 2

2 1 2

( , ) ( , ) ( , )
( , )

( , ) ( , ) ( , )
F

I x y D x y D x y
I x y

I x y D x y D x y


 


 (9) 

Fused image (IF) is generated by transferring pixels from 
input image which corresponding value of difference image is 
bigger. 

III. EXPERIMENTAL RESULTS 

In this section the visual and quantitative evaluation about 
fusion performance of the proposed method is reported. The 
results of the proposed method are compared with three 
well-known methods: Discrete Wavelet Transform (DWT) [4], 
Discrete Cosine Transform (DCT) [5] and Pixel based method 
(PB) [10]. The parameters of the methods are selected as: for 
DWT filter is “Sym8” and decomposition level is 7; for PB 
sharpness value is spatial frequency (SF). For the proposed 
method, as a result of many experiments control parameter of 
ABC is selected as: NP=16, L=20.   

To assess the performance of the fusion methods 
quantitatively, three objective quality metric: quality of edges 
(QE) [15], mutual information (QMI) [16] and structural 

similarity (QSSIM) [17] are used. Experiments are conducted on 
three different multi-focus image sets: Clock, Matches and 
Watch. The input images of these sets are illustrated in Fig. 1.  

 

 

Fig. 1. Input image sets: (a) Watch, (b) Matches, (c) Clock. 

The first experiment is carried out on the Watch image set. 
In this image set there is a watch on a paper. In the first image 
watch is focused and in the other background is focused. The 
fusion results and the difference images that are obtained by 
subtracting fused image from each input image, of the Watch 
image set is given in Fig. 2. The small parts of the watch make 
this image set challenging. As can be seen from the Fig. 2. 
transform domain based methods DWT and DCT produce 
artifacts around the detail parts of watch. This artifact can be 
easily seen in difference images of these methods. Although 
there are also some minor artifacts in the fused image of PB 
method, it introduces an acceptable result. By contrast, the 
proposed method does not produce any artifacts and well 
preserve detail parts of the watch. 

The experiments are also performed on the Matches image 
set. In this image set match sticks are arranged in order and a 
matchbox is also located at the background of the images. 
Fused and difference images of the fusion methods are shown 
in the Fig. 3. As can be observed from the images DCT method 
produces reasonable result. However, first match is blurred in 
the fused image. On the other hand, some major artifacts exist 
in the results of DWT and PB methods. These especially 
cannot preserve the match heads. On the contrary, proposed 
method well preserves matches and the matchbox on the fuse 
image. 

The last experiments are conducted on the Clock image set. 
In this image set there are two clocks on a table. In the each 
image one of the clocks is focused. The fusion results of the 
Clock image set is given in Fig. 4. Difference images of DWT 
reveal that DWT cannot well preserve the details of the clocks 
and modifies the original pixel values. On the other hand DCT 
and PB methods introduce blocking artifacts. By contrast, the 
proposed method can effectively fuse the images and preserves 
the details.  
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The objective performance of the methods is also 
evaluated. Table 1 gives the objective quality values of the 
methods in terms of QE, QMI and QSSIM metrics. From the table, 
it can be seen that the proposed method provides the best 
fusion results in terms of QE, QMI and QSSIM metrics. For Clock 
image DCT produce a better QMI result. However this results 
does not coincide with the visual result.  

 

TABLE I.  QUANTITATIVE ASSESMENT OF FUSION METHODS 

Images Metrics 
Methods 

DWT DCT PB Proposed 

Watch 

QE 0,6488 0,7167 0,7217 0,7226 

QMI 5,6141 9,3345 9,2185 9,3398 

QSSIM 0,9514 0,9766 0,9755 0,9771 

Matches 

QE 0,7215 0,7658 0,7826 0,7895 

QMI 7,6860 12,5990 12,3110 12,3948 

QSSIM 0,9810 0,9753 0,9834 0,9852 

Clock 

QE 0,6710 0,7387 0,7386 0,7388 

QMI 5,8839 9,0800 9,0406 9,0413 

QSSIM 0,9590 0,9806 0,9790 0,9812 

 

IV. CONCLUSION 

In this paper, an effective multi-focus image fusion method 
is proposed. Furthermore, a method that estimates the PSFs of 
the multi-focus input images by using ABC is also introduced. 
The proposed multi-focus image fusion method initially 
estimates the PSFs of the input images. Then each input image 
is artificially blurred by convolving estimated PSFs. By using 
these artificially blurred images, sharp pixels of the input 
images are determined. Eventually, the all-in-focus fused 
image is generated by gathering the sharp pixels. Experiments 
show that the proposed method can produce fused images that 
have high visual quality. Moreover, the effectiveness of the 
proposed method is demonstrated by quantitative metrics. 

 

 

 

 

Fig. 2. Fused and difference images of the Watch image set: (a) DWT (b) DCT (c) PB (d) Proposed method. 
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Fig. 3. Fused and difference images of the Matches image set: (a) DWT (b) DCT (c) PB (d) Proposed method.  

 

Fig. 4. Fused and difference images of the Clock image set: (a) DWT (b) DCT (c) PB (d) Proposed method 
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Abstract—In the paper some methods of ontology-based knowledge recognition in service-oriented virtual research environment are 

proposed. These methods are about export of knowledge, qualification level and study domain of students, and about automatic 

evaluation of their skills. The research is situated in different disciplines. Using domain ontology as an instrument for student skills 

evaluation is set forward. Web services and ontologies provide reuse of these methods in other applications. A prototype automatic 

tutor has been developed to support e-learning. 

Keywords—knowledge management, intelligent e-learning, ontology, virtual research environment, knowledge recognition 

I.  INTRODUCTION  

Virtual Research Environments are providing a lot of 
possibilities for distributed knowledge management to be 
applied in different study domains. Implementing knowledge  
management in modern universities is a challenge when they 
are providing a mix of traditional and on distance education. 
Knowledge management process can be organised in different 
ways. The following steps are often identified: acquisition, 
creation, storage, validation, and utilisation of knowledge. 
These steps can be found in e-learning projects setup to 
increase the learning process effectiveness. 

Knowledge acquisition about the qualification level and the 
learners’ skills is a main problem. This problem can be seen as 
a particular case of pattern recognition. The information object 
describes the qualification and the skills of the learners.   An 
approach based on ontologies is widely used for solving these 
problems.  In our research we are proposing a method of 
reference domain ontology to be used as an instrument to 

evaluate students’ qualification and skills. The students- or 
course-ontology is compared with the reference one based on a 
set of different concepts and relation ratings.  

II. VIRTUAL RESEARCH ENVIRONMENTS  

We believe that more research about generating new 
knowledge and cost-effective technologies , mainly based on a 
number of ICT-related disciplines, will offer a number of 
possibilities, which have not been exploited yet in Virtual 
Research Environments (VREs) supported by e-infrastructures. 
In particular, state-of-the-art methods and technologies in fields 
like the Semantic Web, Computing, Networks, Artificial 
Intelligence, among others, will be integrated into the SMART-
VRE solution.  

We are analyzing in this research only the VRE 
functionality on top of real use cases, and by the way make it 
possible to take into account the privacy aspects. the 
communication and dissemination strategy of the VRE have a 
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key role into the accomplishment of its main technical 
objectives by: (1) reporting to Universities and Research 
Institutes, to the general public and to the media; (2) exploiting 
the VRE outcomes and results in order to help reinforcing the 
EU industrial base in the domain of e-infrastructures; (3) 
communicating about SMART-VRE benefits in VRE’s so as to 
ensure the exploitation.  

In table 1 we present an overview of the challenges faced 
by the implementation of a virtual research environment. 

TABLE I.  CHALLENGE FACING 

Challenge  Way(s) to be faced  

Integrate 

resources 

across all 

layers of the 

e-infrastruc-

ture 

(networking, 

computing, 

data, 

software, 

user 

interfaces)  

 

-Adopting open data (fulfilling privacy requirements), 

open science and open innovation as main principles 

and implementing an advanced dedicated software 
application to facilitate e-infrastructure networking 

resources integration.  

-Encompassing several physical e-infrastructures and 
computing models, including HPC, grid and cloud 

computing models.  

-Performing semantic annotation of data for further 
semantic integration into ontologies using 

standardized ontological languages.  

- Using semantic web services and intelligent agents 
for integrating software applications.  

-Adopting a bottom-up approach in user interfaces 

integration, so achieving High-Fidelity prototypes of 
user interfaces that will reflect the scalability features 

used in the previous stage (Low-Fidelity prototypes)  
Foster cross-

disciplinary 

data 

interoperabil

ity  

-Data will be semantically annotated so that these can 

be interoperated amongst VRE (web) services and 
users overcoming possible disciplinary-related 

terminological discrepancies.  

- Semantic web services will be utilized so that VRE-
provided services and resources are decoupled with 

respect to both the data provided by such services and 

the (user) services requested  
Provide 

functions 

allowing data 

citation and 

promoting 

data sharing 

and trust  

Metadata will be semantically annotated for each data 

for those ones further processing so that they will 

include features like authorship and source of 
publication  

Provide 

functions 

promoting 

data sharing  

Maximizing the use of ontologies and semantic web 

services in carrying out the (services, networking and 
joint research) activities in the VRE platform  

VREs should 

provide 

functions 

promoting 

trust  

- We will seek endorsement of the SMART-VRE 

privacy concepts by consumer stakeholders and 
propose an European privacy standard for VRE 

solutions.  

- The developed software modules integrating the 
VRE platform in the project will be continually tested 

and user-evaluated.  

- The VRE platform will encompass security 
mechanisms and protocols against external attacks.  

The overall aim of the VRE is the generation, validation, 
communication and exploitation of the VRE platform for 
ageing. In particular, the VRE platform will be conceived in 
such a way that: (1) it will be conceptually defined on a set of 
underlying ageing-relevant e-infrastructures; (2) it will re-use 
existing project theme-relevant knowledge and solutions (e.g., 

tools and services from existing infrastructures and projects) at 
both European and national levels; (3) standardized software 
building blocks and workflows, well-documented APIs and 
interoperable software components will be used for designing 
and implementing the VRE; (4) at least 1.000 potential users 
will be targeted.  

The VRE platform manages data in such a way that their 
corresponding metadata semantics will be formally defined in a 
machine-understandable and interoperable manner. They will 
support proof of concept, prototyping and deployment of 
advanced data services and environments, and access to top-of-
the-range connectivity and computing.  

 

III. RESEARCH AND INNOVATION ACTIVITIES OF 

THE VRE 

 

The following main types of research- and innovation- 
activities, covering a variety of research topics about the trans-
disciplinary nature of the VRE, have been linked to the 
problem and the resulting solution.  

A. Computer networks 

1. High Performance Computation 

High Performance Computation (HPC) is set forward.  The 
current e-infrastructure services related to HPC, Grid and 
Cloud, which have been funded by national or European 
funding agencies (like FP7 PRACE for HPC, EGI-Inspire for 
Grid, BonFIRE for Cloud services), are focused on 
computational intensive services,  rather than on data 
processing [1], [7].  

As underlined in the PRACE report (“The scientific case 
for high-performance computing in Europe 2012-2020”), 
handling large data volumes generated by research is a major 
challenge and opportunity for future HPC systems and 
integrated environments for computing and data management.  
SMART-VRE intends to provide a showcase of an integrated 
environment that can serve a specific community, the one 
engaged in ageing research. Offering HPC services to various 
research communities is and was subject of multiple e-
infrastructure projects funded by EC. The most remarkable 
ones are the communities around the PRACE initiative. The 
UVT team has offered HPC services in multiple EC projects 
(starting with the early FP6-Infra SCIEnce, for symbolic 
computing community until the latest FP7-eInfra HP-SEE, for 
computation physics, computational chemistry and life 
sciences). SMART-VRE is offering the opportunity to show 
how a particular health community can benefit from the 
availability of HPC resources.  

Since specialized data services are becoming complex and 
expensive to maintain by datacenter management, a recent 
trend is their deployment in Private or Public Clouds. The 
migration and deployment is nowadays not straightforward and 
requires specific knowledge and manual intervention. [8],[9]  
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2. Networking. 

Networking, or co-sharing computing services [10], is 
fostering forms of shared information thanks to the engagement 
of agents and resources improving participatory approaches 
and direct involvement.  Networking is also critical to enforce 
and materialize the interrelations between innovation and 
processes of change whose role have been widely 
acknowledged and studied in literature.  Dynamics and impacts 
of collaborative systems may also highly vary according to the 
action of varieties of well-known pathologies in social systems 
creating specific peculiarities of these networks. These 
pathologies have the potential capability of creating  profound 
effects in inhibiting link formation, to turn positive links into 
ineffective or negative ones and to enhance the non-linear 
system behavior.  And as a result these pathologies are deeply 
influencing the quality of the interactions among network 
agents. The possibility of providing a correct diagnosis of these 
network pathologies can alert about actual and potential 
possibility of the occurrence of a system collapse caused by 
deterioration in the link value and in the eventual link losses. It 
can also support in preventing a system collapse. 

B. Data management 

1. Open Science and Open Innovation. 

Open Science and Open Innovation are key concepts, 
which have become very popular in the last years [11],[12].  

Open Science refers to dynamic systems of knowledge 
production, characterized by a more or less high degree of 
accessibility of information and by knowledge of researchers 
and scientists. These systems act as dynamos, generators and 
stimulators of knowledge for future research. Open Science  
implies the creation of effective networks based on shared 
collaborative resources using technical tools that are able to 
distribute the information. The collaborative technologies are 
facilitating also the distribution  resources including protected 
data (proprietary data and materials, trade secrets, legal 
protections, intellectual property rights, patents, copyright, 
etc.).  

The Open Innovation concept is one of the central aspects 
of the processes of diffusion of innovation and technology 
transfer. This concept involves many disciplines including 
economics, psychology, sociology, cultural anthropology and 
management. In general, Open Innovation can be defined as 
the result of the use of purposive inflows and outflows of 
knowledge to accelerate internal innovation, and to expand the 
markets for external use of innovation. In literature, several 
international case studies are cited from which it is possible to 
understand the concrete operation of these processes and to 
identify the most important factors involved.  

Both concepts of open innovation and of open science will 
guide the high-level strategy to carry out the networking 
activities in SMART-VRE (fig.1).  

 

Fig. 1. The VRE Framework 

2. Data management and Semantic Web technologies 

To ensure the exploitation of data, data must be available and 
accessible in a network environment. However, the nature of 
data (research, administrative, academic) is variable and 
dependent of the scientific discipline,  the application scope 
and the life cycle. A critical point in data management is the 
metadata representation of datasets catalogs [13] for which the 
vocabulary DCAT [14] is used. From a technical point of view, 
an open dataset has a life cycle that includes data extraction, 
storage, review, interconnection with other open data, 
classification and maintenance [15].  

The correct management of research data is a fundamental 
part of the research process. This management involves making 
decisions and actions before the creation of the data, during its 
creation and use and throughout its life cycle. Management of 
data should involve 5 actions.  

1. plan of  data management, as part of the budgets of the 
organization, that anticipates management challenges and that 
proposes solutions to them;  

2. treat of appropriate ethical and legal issues relating to 
sensitive personal data, to copyright and to license about access 
and use of data;  

3. the organization and documentation of data according to 
disciplinary and international standards that allows to know the 
nature of the data and how the data was created and how it can 
be reused;  

4. the appropriate storage, back-up and security mechanisms to 
ensure the confidentiality, integrity and availability of 
information;  

5. standards about sharing the data when cited 

6. archiving of a final copy of the data in specialized services, 
taking the necessary measures for its preservation and 
dissemination.  
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All these steps will be realized in a data management policy, 
which will be adopted in this proposal.  

3. Ontologies. 

Another analytic perspective of data management comes 
from their conceptual dimension. Conceptual systems, which 
are typically represented by concepts and categories, can be 
modeled by universal constraints independent of cultural 
variations [7], in which case the quality of the categorizations 
is positively correlated with the level of simplicity of these 
categorizations [9, 16].  

Ontologies, which are commonly conceived as explicit 
formalizations of shared conceptual systems [17], are the most 
widely used approach to represent knowledge, due to their 
intrinsic properties of structure, reuse, sharing and 
formalization. All these properties enable them even for the 
automatic integration of knowledge once this has been 
represented [18]. Ontologies provide a common vocabulary of 
an area and define – with different levels of formality - the 
meaning of the terms and the relations between them. 
Knowledge in ontologies is mainly formalized using classes, 
relations, functions, axioms and instances [19]. 

C. Semantic Web 

 
1. Ontologies to add semantics to the data on the web 

Ontologies form the backbone on which to build the future 
Web, namely, the Semantic Web [20],[21].  

Ontologies and reasoning techniques are leading to the 
achievement of a more intelligent Web [9] or to the automation 
of science [13]. The purpose of the Semantic Web (SW) is to 
add semantics to the data on the Web (for example, establish 
the meaning of the data using metadata), so that machines can 
process these data like humans can do. In order to achieve this 
aim, ontologies are expected to be used to provide structured 
vocabularies that describe the relationships between different 
concepts, allowing computers (and humans) to interpret their 
meaning in a flexible way and unambiguously. Although there 
are several ontological languages, OWL [18] is the de facto 
SW standard ontology language.  

 

2. Semantic Web (SW). 

Most of the techniques and inference engines developed for 
SW data are focusing either on reasoning over instances of an 
ontology with rules support (e.g. rule-based approaches) or on 
reasoning over ontology schemas (DL reasoning). Reasoning 
over instances of an ontology, for example, can derive a certain 
value for an attribute applied to an object, while reasoning over 
concepts of an ontology can automatically derive the correct 
hierarchical location of a new concept in a given concept 
hierarchy. Nowadays, the integration of rule and DL-based 
reasoning approaches has also gained a lot of attention and 
several ontology reasoning systems are currently available, 
including non-licensed versions like Hermit.  

 

3. Multi-agent systems and intelligent agents 

On the other hand, the multi-agent systems and intelligent 
agents area has received increasing attention by researchers 
since the end of last century and is currently very SW-relevant. 
An „Agent” could be defined as a computer system situated in 
some environment and capable to action autonomously in this 
environment in order to meet its design objectives. Agents 
having reactivity (i.e. the ability to perceive its environment 
and respond to changes to it in a timely fashion), pro-activeness 
(i.e. the ability to exhibit goal-directed behavior by taking the 
initiative), and social ability (i.e. the ability to interact with 
other agents) have been called as the weak notion of agency. 
Intelligent agents can exhibit some other properties such as 
temporal continuity (i.e. an agent functions continuously and 
unceasingly), reasoning (i.e., decision-making mechanism, by 
which an agent decides to act on the basis of the information it 
receives, and in accordance with its own objectives to achieve 
its goals), rationality (i.e. an agent`s mental property that attract 
it to maximize its achievement and to try to achieve its goals 
successfully), veracity (i.e. mental property that prevents an 
agent from knowingly communicating false information), 
mobility (i.e. the ability for a software agent to migrate from 
one machine to another), etc.   

 

4. Learning ability of an intelligent agent and of a multi-
agent system (MAS) 

In particular, one main characteristic of an agent is the learning 
ability, that is, the capacity to adapt or modify its behavior 
based on learning experiences. Agents can be useful as 
standalone entities that are delegated particular tasks on behalf 
of a user. However, in the majority of cases, agents exist in 
environments that contain other agents, constituting Multi-
agent Systems (MASs). MAS can be seen as a group of agents 
that can potentially interact with each other. MASs present 
several advantages over isolated agents, such as reliability and 
robustness, modularity and scalability, adaptively, concurrency 
and parallelism, and dynamism.  

 

5. Standardization and integration of agent technology 
with semantic web services 

Efforts toward the standardization of agent technologies have 
been taken. Organizations such as FIPA (http://www.fipa.org/) 
and OMG Agent PSIG (http://agent.omg.org/) are leading this 
process.  In particular, FIPA has become an IEEE Computer 
Society standards organization aimed at producing standards 
for the interoperation of heterogeneous software agents FIPA 
has developed some specifications with a group of normative 
rules that permit an agent society to operate among themselves. 
This model identifies some necessary agent’s roles for the 
platform and agent management: the AMS (Agent 
Management System) and the DF (Directory Facilitator), which 
should act as white and yellow pages respectively, and the 
MTS (Message Transport System), which manages the 
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interoperability among agent platforms. There exist different 
FIPA compliant agent platform implementations, like FIPA-
Open Source, JADE and ZEUS are the most popular. The 
agent community is facing the problem of integrating agent 
technology with Semantic Web Services.  

 

6. Our research about the agent platform required by our 
VRE.  

We are doing research in defining the features of an agent 
platform organization, tailored to the needs of the problem. It is  
including flexibility and adaptation to changes as imposed by 
the VRE management-related knowledge available in the 
implementation in each moment of time. The agents will have 
to deal also with various ontologies, due to their evolution in 
time. Learning should also be a fundamental capability as a 
way to keep track of the changes in VRE users preferences 
[22]. Argumentation has been gaining increasing importance, 
mainly as a vehicle for facilitating rationally justifiable 
decision making when handling incomplete and potentially 
inconsistent information.  

As the Web grows in size and diversity, there is an 
increased need to automate aspects of Web Services such as 
discovery, execution, selection, composition and 
interoperation.  

Composition comprises both choreography, which concerns the 
interactions of services with their users, and orchestration, 
which defines the sequence and conditions in which one Web 
Service invokes other Web Services in order to realize some 
useful function. 

The problem is that current technology around UDDI, 
WSDL and SOAP provide limited support for all that.  

 

7. Intelligent Web Services thanks to Semantic Web and 
Web Services. 

The joint application of Semantic Web and Web Services in 
order to create intelligent Web Services is referred to as 
Semantic Web Services (SWS). SWS consists of describing 
Web Services with semantic content so that service discovery, 
composition and invocation can be done automatically. The 
W3C has examined various approaches with the purpose of 
reaching a standard for the Semantic Web Services technology, 
including OWL-S, WSMO, SWSF, WSDL-S, and the 
proposed as W3C recommendation, SAWSDL. The first three 
approaches propose an ontology that semantically describes all 
relevant aspects of Web Services. On the other hand, WSDL-S 
and SAWSDL identify some WSDL and XML Schema 
extension attributes that support the semantic description of 
WSDL components. (OWL) Ontologies, agents and SWS will 
constitute one of the central pillars of the technological 
research and development activities to be carried  

IV. E-LEARNING  WITH THE VRE  

E-tutor, supporting learners of an e-learning course, is an 
alternative concept to the traditional tutoring system. The 
course tutor in a software tutoring system controls learners 
relatively weaker than in the traditional one where it is the tutor 
who is in charge of the support of learning content and 
fulfilling the assignments. Therefore, in order to obtain better 
tutoring outcomes, a software tutoring system should 
emphasize engaging students in the learning process and be 
adaptive to each individual learner. E-learning offers new 
possibilities for the learner. The learner can get immediate 
feedback on his solved problems, can have individualized 
learning paths, etc.  

E-learning services business is growing. The number of 
organizations working on E-learning and delivering e-learning 
tools with varying functionality is growing. The number of e-
learning courses on the Internet is increasing rapidly [23].  

A. Ontologies in E-learning 

 
A structured information representing is required and 

ontologies (machine process representation containing the 
semantic information of a domain) can be very useful. The 
ontology systems serve as a flexible and extendable platform 
for e-learning management. The inspiring idea to develop 
reusable atomic learning components and to capture their 
characteristics in widely-accepted, formal metadata 
descriptions will most probably attract learning object 
providers to annotate their products with the accepted 
standards. An important component of e-learning is testing of 
student’s qualification, skills and knowledge.  

For example, in [24] the expediency of computer ontologies 
use as a transparency tool of European and national 
qualification frameworks is reasoned. Qualifications are 
described by triads of professional qualities – knowledge, skills 
and competencies.  A model oriented training helps to compare 
qualifications and simplifies the procedure for their acceptance. 
Tools facilitating the correlation of European and national 
qualification frameworks levels are proposed.  

One of the main problems arising during creation of testing 
systems is   an interoperability of created tests – opportunity to 
reuse these tests in different testing systems. To organize test 
exchange between various systems it is necessary to create 
some universal format of tests preservation and their 
processing instructions. And an important condition for this 
format should be its independence from the platform. 
Standardization of educational technologies and, in particular 
formats of test data preservation is working out all over the 
world. Now Ministry of Education and Science of Ukraine 
realize the Program of On-line Education Development.  

According to these activities the development of projects of 
standards for systems, methods and technologies standards of 
on-line education in educational institutions taking into account 
international standards was provided. But different test formats 
such as Instructional Management Systems (IMS) Question 
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and Test Interoperability (QTI) of Global Learning Consortium 
are not adequate for the  representation of all domain relations.  

The more serious problems are caused by the semantic 
testing. Many authors use the ontology's semantic data to 
improve the analyses of information in unstructured 
documents. The domain ontology plays a central role in 
resource structuring of the learning content. One of the key 
challenges of the course construction process is to identify the 
abstract domain of information within which this course will 
exist.  The tutor has to describe the main terms and concepts 
from which a course is to be constructed.  

B. Domain  ontology an object of evaluation   

The main idea of our approach is that the domain ontology 
is not only the instrument of learning but an object of 
evaluation of students. We propose for students to build the 
domain ontology of the study domain and then compare it with 
the reference one. Results of this comparison show the parts of 
the domain knowledge which were wrong understood by the 
student and will help the tutor to improve the e-learning course. 
Realized experiments demonstrate that this approach is much 
more efficient then usual tests where some mistakes can be 
involved by ambiguous formulation of questions and  
misprints, but correct answers can be obtained intuitively or by 
accident and don't reflect the real student understanding of the 
concept about the domain. 

Ontological analysis is accomplished by examining the 
vocabulary that is used to discuss the characteristic objects and 
processes that are composing the domain, that are developing 
rigorous definitions of the basic terms in that vocabulary, and 
that are characterizing the logical connections among those 
terms. The product of this analysis, an ontology, is a domain 
vocabulary completed with a set of precise definitions, that 
constrain the meanings of the terms sufficiently to enable 
consistent interpretation of the data that use that vocabulary 
[25].  

An ontology includes a catalog of terms used in a domain, 
the rules governing how those terms can be combined to make 
valid statements about situations in that domain, and the 
sanctioned inferences that can be made when such statements 
are used in that domain. In the context of ontology, a relation is 
a definite descriptor referring to an association in the real world 
and a term is a definite descriptor that refers to an object or 
situation-like thing in the real world.  

Formal model of ontology O is ordered triple of finite sets 
O = < T, R, F > [15], where T - the domain terms  of which is 
described by ontology O; R - finite set of the relations between 
terms of domain; F – the domain interpretation functions on the 
terms and the relations of  ontology O. In the process of 
ontology building,  students use relations from the fixed set that 
contains the most widely used relations: R={"is a subclass of", 
"is a part of", "is a synonym", "has attributes", "has elements"}. 
It simplifies the ontology building and analyses processes [26]. 

The students (as well as the tutor) have to execute four 
main steps to design the ontology of domain:  

1.define the main classes and terms of the domain and describe 
their meaning:  the set of class names T; the set of relation 
names R;  

For every class name define the set of attribute names 
At; for every attribute name TtAa t  , define its type – 

INT, STRING, NUMBER ets. or other class of ontology; 

2. Construct the taxonomy of domain terms: 

RrtOfSubclassAIStttrTtTttt  ,"___"),(,,,, 21212121
;  

 

3. Define synonymy and other relations:  

RrtOfSynonymeIStttrTtTttt  ,"__"),(,,,, 21212121
; 

RrtWithlatedtttrTtTttt  ,"_Re"),(,,,, 21212121
; 

 

4. Describe the instances of constructed classes Ttta  , .  

We compare the student ontology Os with reference 
ontology Oe made by tutor:  

1. Define the sets of ontology terms Ts and Te;  

2. Classify terms from Ts on three disjoint categories: Tn, Tu 
and Tw. 

wuns TTTT    where correctly defined 

terms
en TT  ; not accurately  defined terms 

eu TT  but 

kmTtTtTtTt ejejejni km
,1,,,...,

1
 , and incorrectly 

defined terms 
eu TT  and 

ejni TtTt  ;  

3. Define the sets of ontology relations Rs and Re;  

4. Classify relations from Rs on three disjoint categories: Rn, Ru 
and Rw. 

wuns RRRR    where correctly defined 

terms
en RR  , not accurately  defined terms

eu RR  but 

kmRrRrRrRr ejejejni km
,1,,,...,

1
 , and 

sncorrectly defined terms
eu RR  and 

ejni RrRr  ; 

5. Analyze the use of ontology terms and relations.  

We don't consider the  use of terms from  Tw and relations 
from Rw. Iit`s very important to take into account the type of 
relations – hierarchical or  improper: Mistake of use "is a part" 
relation instead of "is a subclass" is much less principle then 
use "is a sinonime" relation instead of "is a subclass" one. 

C. The implementation of the prototype. 

 
Ontological representation of student domain skills can be 

automatically processed by intelligent software agents. It is 
appropriate to use software agents for e-learning because they 
work efficiently in dynamic heterogeneous distributed 
environment. One of the main properties of an intelligent agent 
is sociability. Agents are able to communicate between 
themselves, using some kind of agent communication 
language, in order to exchange any kind of information. In that 
way they can engage in complex dialogues, in which they can 
negotiate, coordinate their actions and collaborate in the 
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solution of a problem. A set of agents that communicate among 
themselves to solve problems by using cooperation, 
coordination and negotiation techniques compose a multi-agent 
system (MAS). A lot of researchers use MAS for e-learning 
and e-coaching tasks [27].  

M(e)L prototype is a multi-agent ontology-based e-learning 
system that produces automatic semantic control of student 
learnt course beliefs. The focus of ontology analysis is on 
knowledge structuring (of main domain terms and their 
relations). We use ontologies to describe learning materials and 
to represent student’s belief about the course domain (fig.2). 

Type of error

Name of class

Name of instance

Importance 

Error number 

Error  instance

Software

Document

3

11

Cource “Information systems”

General result 74  

Fig. 2  Domain ontology matching with reference one in M(e)L 

V. SUMMARY AND CONCLUSION 

A prototype was developed to replace the human tutor 

intervention. Ontological representation of student domain 

skills can be automatically processed by intelligent software 

agents.  

The main features of our approach to knowledge control are 

the following: all results are analysed automatically without 

human tutor, the results are analysed objectively, students can 

work with knowledge base, a structuring of domain knowledge 

simplifies the learning process and tutors can exchange their 

knowledge based on reference ontologies. 
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Abstract— Gait recognition addresses the problem of human identification at a distance by identifying people based on the way they 

walk. Therefore, gait recognition has gained growing interest from researchers in recent years. This work presents gait recognition 

system based on particle swarm optimization (PSO) to recognize a person performing the movement for person identification. The 

system is based on Discrete Cosine Transform (DCT) for reducing dimensionality and feature extraction. Many experiments were 

conducted using different: swarm size, block dimension and number of iterations. The results showed that increasing the swarm size to 

40 particles and also increasing block size of DCT sub image to (70×70) pixels will increase the overall performance of gait recognition 

system. The recognition rate reached 96%, MSE reached 0.0088 and PSNR reached 35%. 

Keywords— Gait Recognition, Person Identification, Practical Swarm Optimization (PSO), Discrete Cosine Transform (DCT) 

I.  INTRODUCTION  

Person identification can associate an identity to any person. 

Recently, person identification is highly researched according 

to its applications such as: authentication to computer systems, 

buildings, cellular phones and ATMs [1].  

Person identification includes many techniques such as token-

based, knowledge-based, and biometric-based.  Knowledge-

based technique depends on something a person knows for 

identification like password or personal identification number 

(PIN). Token-based technique depends on something a person 

has for identification (passport, driver’s license, ID card, keys, 

or credit card). The disadvantages of the two approaches are: 

tokens may be stolen, lost, forgotten or misplaced. The 

biometric technique uses physiological or behavioral features 

of person for identification and it cannot be lost [2]. 

Fingerprint recognition, iris recognition, face recognition, 

speech recognition are some of biometric-based techniques 

[3]. For person identification, these techniques require 

controlled environment and the person should stand at a 

standard distance in front of a camera. Therefore, these 

techniques cannot be used in automatic surveillance of people 

in real time situations. For this reason, gait recognition has 

been widely used to provide noninvasive way to recognize 

persons at a distance without requiring the awareness of the 

identified person. Many researches based on gait recognition 

methods have been proposed in the last decade [1]. 

Gait or motion can be defined as a sequence of the following 

poses that recognize people as well as walking. Kinematic 

chain is a typical representation of a single pose. It describes 

the pose by a skeleton tree like structure with measured bones 

lengths.  Gait can be captured by a stereovision system of two-

dimensional video cameras of typical monitoring systems. 

Such an acquisition stores motion data in the form of video 

clips - sequences of the two-dimensional images. There is no 

direct information about the actor positions, skeleton model 

and its kinematic chain.  Motion capture systems, which 

acquire motion as a time sequence of poses are much more 

detailed and accurate [4]. 

We define gait to be the coordinated, cyclic combination of 

movements that result in human locomotion. The movements 

are coordinated in the sense that they must occur with a 

specific temporal pattern for the gait to occur. The movements 

in a gait repeat as a walker cycles between steps with 

alternating feet. It is both the coordinated and cyclic nature of 

the motion that makes gait a unique phenomenon. Examples 

of motion that are gaits include walking, running, jogging, and 

climbing stairs. Sitting down, picking up an object, and 

throwing and object are all coordinated motions, but they are 
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not cyclic. Jumping jacks are coordinated and cyclic, but do 

not result in locomotion [5]. 

Gait recognition is the process of recognizing many salient 

properties such as: identity, style of walk, or pathology. This is 

done based on coordinated and cyclic motions that result in 

human locomotion [5]. 

With the increasing demands of visual surveillance systems, 

human identification at a distance has recently gained more 

interest. Gait is a potential behavioral feature and many allied 

studies have demonstrated that it has a rich potential as a 

biometric for recognition. The development of computer 

vision techniques has also assured that vision based automatic 

gait analysis can be gradually achieved. The combination of 

human motion analysis and biometrics in surveillance systems 

has become a popular research direction over the past few 

years. Vision-based human identification at a distance, in 

particular, has recently gained wider interest from the 

computer vision community. This interest is strongly driven 

by the need for automated person identification systems for 

visual surveillance and monitoring applications in security-

sensitive environments such as banks, parking lots, and 

airports[6][7]. Recently, many researches were focused on gait 

recognition each with different approaches, advantages and 

limitations [8..15]. 

Particle swarm optimization (PSO) is a heuristic, population-

based, self-adaptive search optimization technique that is 

based on swarm intelligence to solve optimization problems in 

many applications. It comes from the research on the bird and 

fish flock movement behavior. The algorithm is widely used 

and rapidly developed for its easy implementation and few 

particles required to be tuned [16]. PSO was first introduced in 

1995 by Kennedy and Eberhart [17] and has been growing 

rapidly. Many literature researches were focused on 

developing and enhancing the PSO [18..26]. PSO was used in 

many researches for solving recognizing problems such as 

face recognition [27][28] and palmprint recognition [29..32]. 

We noted that there is lack of literature researches related to 

gait recognition that based on PSO. Ivekovic et al. (2008) [33] 

presented PSO for just upper-body pose estimation. They 

addressed human body pose estimation from still images. 

They acquired a multi view set of images of a person sitting at 

a table is and they estimated pose. 

Discrete Cosine Transform (DCT) had been introduced by 

Ahmed, Natarajan and Rao (1974) [34] and can be regarded as 

a popular transformation technique widely used in image 

processing [35][36] and. DCT had been used by many 

researches [35-41] as a feature extraction in recognition 

process for dimension reduction. 

According to above introduction, PSO is used in this work for 

gait recognition according to its optimization features. To 

increase the performance of this suggested gait recognition 

system, DCT will be used for dimensionality reduction and 

feature extraction. This paper is organized as follows: section 

2 includes description of PSO. Section 3 includes description 

of DCT. Section 4 includes research methodology and section 

5 includes results. Finally section 6 concludes this work. 

II. PRACTICAL SWARM OPTIMIZATION ALGORITHM 

PSO is proposed by Kennedy and Eberhart in 1995 [17]. PSO 

can be implemented easily, converged rapidly and applied on 

large number of samples. The PSO includes the following 

main points [16-26]: 

 Each solution is implemented as a particle (N-dimension 

vector) that represents one individual of a population.  

 Each particle has a fitness function (value) associated 

with it. Each particle adjusts its position and evaluate 

their position and move closer to optimal point. 

 Particles compare themselves to their neighbors and 

imitate the best of that neighbor.  

 Pbest: represents the best value of the particle i.  

 Gbest: best value that one of the swarm particle reach it. 

 Lbest: best value that particle in a local swarm reach it 

 Eq.1 used to compute new velocity of each particle: 

Vi(t+1) =  W×Vi(t) + C1 × rand × (Pbest(t)-Xi(t))+ 

                  C2 × rand × (Gbest(t)-Xi(t)) ………….…..(1) 

 

Where, V[]: particle velocity,  

Xi: ith particle of swarm 

W: weight (random number between 0 and 1). 

C1, C2 : the speeding factors (with value 2). 

From Eq.1, the new velocity vi(t+1) is affected by: Pbest, 

Gbest and Vi(t): velocity of ith particle X in time t. 

 Eq.2 used to compute new fitness value of each particle: 

Xi(t+1) = Xi(t) + Vi(t+1)    ……………..…………….(2) 

The particle will change its value according to its new 

velocity (vi(t+1)) 

PSO algorithm was described in details in researches [16-26]: 

1. Initialize parameters (number of generations, 

population size, weights, c1, c2) 

2. Initialize population (velocity and position of each 

particle) and initialize Pbest and Gbest. 

3. New generation 

4. Take one particle(P) from population 

5. Compute new velocity (Pvelocity) of particle using 

Eq.1. 

6. Compute new position (Pposition) of particle using 

Eq.2 

7. Pbest = Pposition if  cost(Pposition <= cost(Pbest) 

8. Gbest = Pbest if cost(Pbest) <=cost(Gbest) 

9. Repeat steps (4..10) until there are more particles in 

population 

10. Repeat steps (3..10) until reaching maximum number 

of generations 

11. Return Gbest 
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III. DISCRETE COSINE TRANSFORM (DCT)  

DCT transforms the input image into a linear combination 
of weighted basis functions. DCT transform image from spatial 
domain to frequency domain. DCT uses cosine base functions 
and exhibits good de correlation and energy compaction 

characteristics. DCT of an N×M image f(x, y) is defined by the 
following equation [34-36]: 

 

 

 

…………………..(3) 

 

 

Where f (x, y) is the intensity of pixel in row x and column y, 

u = 0,1, …, N-1, 

v =0,1,…, M-1, 
α(u), α(v): functions are defined as following equation [34-36]: 

 

…......(4) 

The DCT helps separate the image into parts of differing 

importance with respect to image's visual quality. For most 

images, much of signal energy lies at low frequencies. These 

are relocated to upper-left corner of DCT array. Lower-right 

values of DCT array represent higher frequencies and turn out 

to be small to be removed with little visible distortion. The 

number of DCT coefficients might affect the recognition rate. 

DCT had been used by many researches as a feature reduction 

and extraction [34-36].  
 

IV.  RESEARCH METHODOLOGY 

The research methodology depends on a database taken from 

CASIA [42] database with different views that have different 

silhouette in person’s height and width. The Institute of 

Automation, Chinese Academy of Sciences (CASIA) provide 

the CASIA Gait Database to gait recognition and related 

researchers to promote the research. In CASIA Gait Database 

there are three datasets: Dataset A, Dataset B (multi view 

dataset) and Dataset C (infrared dataset). Dataset A (former 

NLPR Gait Database) was created on 10Dec2001 including 20 

persons. 

Each person has 12 image sequences, 4 sequences for each of 

three directions (parallel, 450 and 900 to image plane). The 

length of each sequence is not identical for the variation of the 

walker's speed, but it must ranges from 37 to 127.  

A gait recognition system based on PSO and DCT for feature 

extraction is suggested in this work. The main steps for PSO 

for training/testing gait recognition system were implemented 

using MatLab2013.The DataBase of this system includes 9000  

images (each of size 240×352 pixels) of 15 persons which 

selected from CASIA database. Each person with 50 images 

(states) for 4 cases for three angles (0, 45 and 90). At the end 

the selected database includes: 15 person × 3 angles × 4 cases 

× 50 states =9000 images. 

 

 

  

 

A. Training Part Of Gait Recognition 

The training part of the gait recognition system is described in 

Fig.1 and includes the following steps: 

1. Read 50 images (each of size 240×352 pixels) for each one 

of the 4 states for each one of the three angles (0, 45 and 

90).  
2. The OR logical gate will be applied on each 50 images to 

produce only one average image for each case of the 4 
cases. This is applied for each angle. Then the total number 
of images resulted from this process are: 15 × 3 × 4 × 1= 
180 images for 15 persons. Fig.2 shows the image of person 
1 after applying the OR gate on 50 images of gait of 
person1 for angle 900. Fig.3 shows the image of person 1 
after applying the OR gate on 50 images of gait of person1 
for angle 00. Whereas Fig.4 shows the image of person 2 
after applying the OR gate on 50 images of gait of person1 
for angle 450. 

3. Data standardization. Resize each one of image of size 

240×352 pixels to be image of size 190×100 pixels. The 

main goal is producing a dataset with the same position of 

the person in the middle of each frame and same size in 

whole image sequence. The idea is to fix the head for each 

frame in a predefined position and resize the body to 

achieve a preset height. We perform a three stage 

preprocessing:  extract rectangle including the person 

without extra black pixels and obtain height and width of 

the person; sequence is calculated and each frame is 

converted to biggest height and width; and finally, move 

head of each frame in a fixed point. 

4. Take small block (70×70, 60×60, 40×40 or 20×20) from 

each image of size 190×100 pixels. We will use different 

dimension for each experiment to examine which 

dimension will lead to best recognition rate.  

5. Convert each sub image block from two dimensional array 

to one dimensional array.  

6. The person properties will be extracted by applying DCT 

algorithm for feature extraction.  

7. PSO for classification is used for each one of the 180 

feature vectors  (generated using DCT) as follows: 
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Step1: initialize PSO parameters as shown in Table I. 

Step 2: initialize position, velocity, Pbest and Gbest. 

Step3: Calculate fitness function of each sample 

Step4: Calculate optimal value of particle swarm (Pbest) 

and optimum value of group (Gbest) according to 

comparison between current value of particle and 

Pbest and Gbest 

Step5: Calculate new speed of practical according to Eq.1. 

Step6: Compute new position of particle according to Eq.2. 

Step7: Repeat steps (3-6) while more iterations. 

Step8: Store features sub set which are represented by 

vector with 40 values (according to population size) 

in  sub features database: gaitdbf 
 
Table I: Parameters of PSO 

Swarm size N 40,30,20 

C1 2 

C2 2 

Weight 0.5 

Number of Iterations 100,150 

 

 

 
 

 

 

 

B.Testing Part of Gait Recognition 

 The testing part (recognition step) of the suggested system is 

described in details in Fig.5. 

 

    

 
Fig.1: The  Training Part of gait recognition system using PSO and DCT 

 

    

Fig.2: Image of person 1 after applying OR on 50 images for each state of gait of person1 for angle 900 
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Fig.3: Image of person 1 after applying OR on 50 images of gait of person1 for angle 00 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. EXPERIMENTAL RESULTS 

The suggested gait recognition system that is based on PSO 

and DCT is implemented using MATHLAB 2013. Many 

experiments were conducted for the suggested gait recognition 

system. The DataBase of the suggested gait recognition 

system includes 9000 images (each of size 240×352 pixels) for 

15 persons were selected from CASIA DataBase [42]. Each 

person with 3 angles (0, 45 and 90), each angle with 4 cases 

and 50 images for each case. Each original image is resized 

from its original dimension to 190×100 pixels. The 

performance of the suggested system is computed using 

recognition ratio, MSE and PSNR. 

The first experiment depends on executing the PSO and DCT 

for feature extraction using various DCT coefficients sizes. 

The two dimensional DCT is applied to the input image and 

only a subset of DCT coefficients corresponding to the upper 

left corner of DCT array is retained.  

 

 

 

 

 

 

Different subset sizes of 70×70, 60×60, 40×40 and 20×20 of 

the original 100×190 DCT array are used in this experiment as 

input to the subsequent feature selection phase.  

    

Fig.4: Image of person 2 after applying OR on 50 images of gait of person2 for angle450 

 

Fig.5: The  Testing Part of gait recognition system using PSO and DCT 
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In this experiment, we determined swarm size equal 40 and 

100 iterations. Table II shows the results of using PSO/ DCT 

with different block size. 

 
TABLE II: PSO/DCT (SWARM=40, ITERATIONS=100) 

Swarm size N=40, No. of Iterations=100 

subimage reco.rate MSE PSNR 

70×70 96% 0.0088 35 

60×60 92% 0.0121 32 

40×40 89% 0.0187 29 

20×20 85% 0.0211 27 

 

We can note from Table II that best results including high 

recognition rate and low MSE were obtained when selecting 

sub image dimension equal 70×70.  

Another experiment was conducted for PSO/DCT with 

selection of swarm size equal 40 and number of iterations 

equal 150. At the same time, we determined different sub 

image dimension for this experiment (70×70, 60×60, 40×40 or 

20×20). Table III shows results of PSO/DCT with swarm size 

N=40 and number of iterations equal 150.  

 
TABLE III: PSO/DCT RESULTS (SWARM=40,ITERATIONS=150) 

Swarm size N=40  and No. of Iteration=150 

subsetimage reco.rate MSE PSNR 

70×70 95% 0.0089 34 

60×60 91% 0.0134 30 

40×40 87% 0.0178 28 

20×20 84% 0.0256 26 

 

Other experiments were based on PSO/DCT with swarm size 

equal 30, number of iterations equal 100 and using different 

size of sub image dimension (70×70, 60×60, 40×40 or 20×20). 

Table IV shows results of PSO/DCT with swarm size N=30  

and number of iterations equal 100. 

 
TABLE IV: PSO/DCT RESULTS (SWARM=30, ITERATIONS=100) 

Swarm size N=30  AND No. of Iteration=100 

Subset image Reco.rate MSE PSNR 

70×70 95% 0.0091 34 

60×60 91% 0.0125 31 

40×40 88% 0.0189 28 

20×20 84% 0.0217 27 

Other experiments were based on PSO/DCT with swarm size 

equal 30, number of iterations equal 150, with different size of 

sub image dimension (70×70, 60×60, 40×40 or 20×20). Table 

V shows results of PSO based LDA/DCT with Swarm size 

N=30 and number of iteration=150 

 
TABLE V: PSO/DCT RESULTS (SWARM=30, ITERATION=150) 

Swarm size N=30  AND No. of Iteration=150 

Subset image Reco.rate MSE PSNR 

70×70 91% 0.0119 32 

60×60 87% 0.0178 28 

40×40 86% 0.0220 27 

20×20 84% 0.0276 26 

 

Finally, other experiments were based on PSO/DCT with 

swarm size equal 20, number of iterations equal 150, with 

different size of sub image dimension (70×70, 60×60, 40×40 

or 20×20). Table VI shows results of PSO based LDA/DCT 

with Swarm size N=20  and No. of Iteration=150. 

 
TABLE VI: PSO/DCT RESULTS (SWARM=20, ITERATION=150) 

Swarm size N=20  and No. of Iteration=150 

Subset image Reco.rate MSE PSNR 

70×70 90% 0.0122 30 

60×60 86% 0.0187 26 

40×40 84% 0.0224 25 

20×20 82% 0.0287 24 

 

From Table III, Table IV, Table V, and Table VI, we can note 

that the swarm size can affect the overall results (recognition 

rate, MSE and PSNR. The best results of recognition rate were 

obtained when selecting swarm size equal 40 with 100 

iterations. Also the dimension of the sub image can affect the 

recognition rate of the system. Best recognition rates for all 

experiments were obtained when determining sub image 

dimension equal 70×70. This is because the big sub image 

dimension will take more features of the image. Whereas the 

results related to recognition rate are low when determining 

sub image dimension equal 20×20 because small features of 

image will be taken. Fig.6 shows that increasing the block size 

will increase the recognition rate and PSNR of the gait 

recognition system when selecting swarm size equal 40 and 

number of iterations equal 100. Fig.7 shows the effect of 

swarm size on the recognition rate and PSNR when selection 

bloc dimension equal 70×70 and 150 number of iterations 

 

 
Fig.6: Effect of block dimension on performance 
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Fig.7: Effect of Swarm Size on performance 

 

VI. CONCLUSION 

Gait recognition is a type of biometric recognition and related 

to the behavioral characteristics of biometric recognition. 

Person identification using gait is method to identify an 

individual by the way he walk. A gait recognition system was 

presented in this paper using PSO and DCT for feature 

reduction and extraction 

The gait recognition system was implemented using MatLab 

2013. The DataBase of the gait recognition program includes 

9000 images (each of size 240×352 pixels) of 15 persons 

which selected from CASIA database [42] with different 

angles (0, 45 and 90), cases (4 cases) and states (50 state for 

each person.  The original images were resized from 240×352 

pixels to 190×100 pixels.  

Many experiments were conducted for executing the gait 

recognition program based on PSO and DCT with different: 

swarm size, number of iterations and sub block dimension. 

The experimental results showed that the best values of 

recognition rate, MSE and PSNR were obtained when 

increasing the sub image block size of 70×70 pixels. Also best 

results were obtained when increasing the swarm size to 40. 

The recognition rate reached 96%, MSE reached 0.0088 and 

finally PSNR reached 35%.  

As a future work, other feature extraction algorithm may be 

used to reduce the image dimensionality and feature extraction 

of the image to be used in recognition process. Many 

experiments will be conducted to make comparisons between 

different algorithms for feature extraction to determine the 

suitable algorithm that lead to best recognition performance. 
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Abstract—this paper presents an automatic translation model forth combination official expressions of user and gestures of manual 
alphabets in the Arabic sign language. The part of facial expression depends on locations of user’s mouth, nose and eyes. The part of 
gestures of manual alphabets in the Arabic sign language does not rely on using any gloves or visual markings to accomplish the 

recognition job.  As an alternative, it deals with images of signer’s hands.  Two parts enable the user to interact with the environment 
in a natural way. First part in the model deals with signs and consists of three phases preprocessing phase, skin detection phase and 
feature extraction phase. Second part in the model that deals with facial expressions consists of two phases face detection and tracking 

facial expression. Proposed  model has an accuracy  90% using minimum  distance  classifier (MDC) and absolute difference classifier 
in case of facial expressions and 99% in case of signer’s  hands. 

 

Keywords—Arabic Sign Language, Facial Expression, Minimum Distance Classifier (MDC), Human computer interaction (HCI), 

Absolute Distance Classifier (ADC). 

I.  INTRODUCTION  

For papers published in translation journals, please give the 

English citation first, followed by the original foreign-

language citation [6]. Signing has always been part of human 

communications. Sign  language  (SL)  is  a  form  of  manual  

communication and is one of the important communications 

for people in deaf  community  [1].  For  thousands  of  years,  

deaf  people have  generated  and  used  signs  among  

themselves.  In the past, signs were the only ways of 

communication available for all deaf people. The sign 

language is the fundamental communication method between 

people who suffer from hearing impairments. As we know 

about oral language, sign language is not universal because it 

has different features that differ from country to other 

according to the country, or even according to the regions. 

Sign language in the Arab World has recently been 

recognized and documented. Very great efforts have been 

made to build the sign language used in individual countries, 

including Jordan, Egypt and the Gulf States, by trying to 

standardize the language and spread it among members of the 

deaf environment. In the recent years, the idea of the 

computerized translator became an interesting research area 

[2]. There are two ways for interacting between human and 

computer: glove-based and vision-based systems [3].  The 

glove-based system depends on electromechanical devices 

that are used for data collection about the gestures [4].  The 

user has worn some sort of gloves that cover with sensors to 

make the interaction between the system and computer. 

According to readings of sensors signs meaning will be 

understood. There is difficult for signers in moving with great 

numbers of sensors so second way of human computer 

interaction (HCI) has been provided to overcome this 
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problem. Second way depending on image of signers in their 

communication use two channels: manual and non manual. In 

the manual channel, deaf people use their hands to express 

lexical meaning. In the non manual channel deaf people  use  

their  facial  expression, upper  body  movements and  head  

to  express  syntactic  and  semantic  information. Non-

manual expression co-occurs with manual signs to support 

users. In this work, our goal is to construct a model that is 

able to translate Arabic sign language (ASL) to Arabic text. 

We take in our consideration grammatical expressions that 

provide the grammatical structure of sentence. We use four 

face emotions for dealing with non-manual expression 

neutral, sad, happy, and angry. Each type composed of a 

combination of facial features movements. For identifying 

facial expression in sign language we tracked sets of features 

in faces image like eyes, nose and mouth locations. The paper 

is composed of six main sections. First section will  be  about 

related works that  discuss previous work in sign language 

and facial expressions second section will be about proposed 

schema model and how we extract features of signs and facial 

expressions. Third section will be about methodology in sign 

language part. The fourth section will be about methodology 

in facial expressions part. Experimental results will be 

discussed in section number five. The last section will 

contain summary about paper and future work. 

II. II. RELATED WORK 

In recent years, several research projects in developing sign 

language systems were presented [5]. An Arabic Sign 

Language Translation Systems (ArSL-TS) [6] model has 

been introduced. That model for sign language runs on 

mobile devices that model enable users to translate Arabic 

text into Arabic Sign Language for the deaf on mobile 

devices such as Personal Digital Assistants (PDAs). Software 

in [7] consists of two basic modules: linguistic translation 

from printed English into sign language, and virtual human 

animation. The animation software enables Simon to sign in 

real-time. A  dictionary  of  signed  words  makes  system  to  

look  up the  accompanying  physical  movement,  facial  

expressions and  body  positions,  which  are  stored  as  

motion-capture date on a hard disk. This model contains very 

realistic and accurate hand representations, developed within 

the project. Moreover, natural skin textures are applied to the 

hands and face of the model to generate the maximum 

impression of subjective reality. In  [8],  an  automatic Thai  

finger-spelling sign language translation system was 

developed using Fuzzy C-Means  (FCM)  and  Scale  

Invariant  Feature  Transform (SIFT) algorithms. Key frames 

took from several subjects at different times of day and for 

several days. Also, testing Thai finger spelling words video 

took from 4 subjects with the SIFT threshold of 0.7 and use 

one nearest neighbor prototype. In [9], an automatic 

translation of static gestures of alphabets in American Sign 

Language (ASL) was developed, ASL used three feature 

extraction methods and used neural network to classify signs. 

The proposed system interacts with images of bare hands, 

which allows user to interact with environment in as normal 

people. Token image would be processed and converted  to  a  

feature  vector  that  will  be  compared  with the  feature  

vectors  of  a  training  set  of  signs. The system is 

implemented and tested using data sets of hand images 

samples for each signs. System used three feature extraction 

methods are tested and the best method is suggested with 

results obtained from Artificial Neural Network (ANN). 

Recent works on tracking facial features used sets of Active. 

Shape Models to constrain face shapes and also considered 

head motions [9], [10]. KLT was used in [11] to track facial 

feature points, but it had problem because their 2D local 

models for shape constraints that were based on frontal face 

might not cope well under varying head pose. 

Algorithm 1 Facial Feature Extraction.  

1:  Get frames that contain facial movement. 

2:  Apply median filter with 3×3 windows to remove noise 

from frames. 

3:  Convert RGB image into YCbCr to detect skin. 

4:  Calculate first component in YCbCr 
 

Y = 16 + (65.481.R + 128.553.G + 24.966.B).    (1) 
 

5:  Calculate second component in YCbCr 
 

C b = 128 + (−37.797.R − 74.203.G + 112.0B).   (2) 
 

6:  Calculate third component in YCbCr 
 

C r = 128 + (112.0.R − 93.786.G + 18.214.B).    (3) 

 

7:  Mark    skin    pixel    to    detect    face    that    contain 

Cb≥77,Cb≥127,Cr≥133 and Cr≥173. 

8:  Detect boundaries by using Sobel (15) after that 

applying horizontal projection to mark eyes region. 

Taking the upper half of face and calculate the vertical 

projection to separate eyebrows from eyes. 

9:  Select the lower part of face and calculate vertical 

projection to get mouth and nose region. 

10:  Draw rectangular box on each of the detected feature       

      elements. 

11: Generate feature vector of width and height of each 

rectangular.   
 

Algorithm2 Signs Feature Extraction 

1:  Get video that represent hand movement. 

2:  Divide video into frames. 

3:  Apply median filter with 3×3 windows to remove noise 

from frames. 

4:  Convert RGB image into YCbCr to detect skin. 

5:  Calculate first component in YCbCr 
 

Y = 16 + (65.481.R + 128.553.G + 24.966.B)      (4) 
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6:  Calculate second component in YCbCr 
 

Cb = 128 + (−37.797.R − 74.203.G + 112.0B)     (5) 
 

7:  Calculate third component in YCbCr 
 

Cr = 128 + (112.0.R − 93.786.G + 18.214.B)      (6) 
 

 8:  Mark skin pixel that contain Cb≥77, Cb≥127, Cr≥133 and 

Cr≥173 and crop image that contain skin. 

9:  Divide cropped image into blocks each block with size 

4×4 pixels. 

10:  Get centroid of block 

Centroid of block =  
∑  𝐸𝑙𝑒𝑚𝑒𝑛𝑡16

𝑖=1  𝑖 𝑜𝑓 𝑏𝑙𝑜𝑐𝑘  

16
      (7) 

 
11:  Store all centroids of all blocks as extracted features 

 
 

Fig. 1: Facial expressions and Arabic sign language model architecture. 
 

III. THE PROPOSED APPROACH 

Facial expressions in sign language model are composed of 

three main phases for feature extraction of signs namely, Pre- 

processing phase, Skin detection phase and Feature 

extraction. Model composed of 2 main phases for facial 

expressions extraction namely, face detection and tracking 

facial features. Figure 1 depicts the structure of the Facial 

expressions in sign language model. Pre-processing phase in 

the signs part receives, as an input, a video that contains the 

signed words to be translated into text and prepare it to be 

ready for use in subsequent phases. Skin detection phase in 

the signs part detect skin in image by converting RGB image 

into YCbCr formatting. YCbCr is a family of color spaces. 

YCbCr has better accuracy compared with other color spaces 

families in caseof skin detection. YCbCr presents color as 

bright- ness and two color difference signals. Components Y 

is the brightness (luma), Cb and Cr are two colors 

Difference signals. Model calculates YCbCr components by 

using equations in algorithm 2 after that model converts input 

frame into gray to enables us in defining and separating 

location of hands and background. Finally we extract features 

from input frame. Detecting and cropping face in the second 

part of the system is very important phase. For face detection 

we use YCbCr color space model to define the location of 

face in the image. Values of CB and Cr component support 

model in defining the skin part in the input frames as we 

shown in algorithm 1. In classification phase, each unknown 

facial expressions or signs are being matched with all the 

known expressions and signs in the same category in the 

database and takes the nearest one to expressions. Database 

of the model deals with 7 facial expressions neutral, smile, 

sad, angry, afraid, disgusted and surprised. There are 105 

samples of facial expressions. 15 samples for neutral face, 15 

samples for smile face, 15 samples for sad, 15 sample for 

angry face, 15 samples for afraid face, 15 samples for 

disgusted, 15samples for surprised face. Database of the 

model contains dictionary for all Arabic signs. 

 

IV. METHODOLOGY: PHASE-I 

A. Pre-Processing 

Firstly, a video that contains stream of signed words 

(gestures) to be translated is acquired. After that, the video 

enters the pre-processing phase where video divides into 

frames. Then, smoothing is applied for each frame to remove 

noise by using median filter with 3X 3 windows. The median 

filter considers each pixel in the image in turn and looks at its 

nearby neighbors to decide whether or not it is representative 

of its surroundings. The median is calculated by first sorting 

all the pixel values from the surrounding neighborhood into 

numerical order and then replacing the pixel being considered 

with the middle pixel value(If the neighborhood under 

consideration contains an even number of pixels, the average 

of the two middle pixel values is used). 
 

B. Skin Detection 

 

In that phase system tries to detect the skin part in the input 

frame because the skin part represents hands in the frame 

Firstly system converts RGB image into YCbCr image. 

System calculates YCbCr components by using equations in 

algorithm 2. In figure 2, we see the difference between 

original image and YCbCr image. Finally system converts 

the frame into gray by using equation number 8 to isolates 

skin with black color from background as shown in figure 3. 
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 Fig. 2: Converting Original image into YCbCr. 

Gray(x) = 0.29R + 0.59G + 0.11B.                (8) 

                • Where x is the input pixel. 

                • R is the red value of input pixel. 

                • G is the green value of input pixel. 

                • B is the blue value of input pixel. 

 
                 Fig. 3: Skin detection process 

 

C. Feature Extraction 

Feature extraction phase depends on Centroid. Firstly sys- 

tem divides the input frame into blocks with size 4X 4. In 

that model we use centroid properties for extracting features 

from blocks as we shown in equation 7 in algorithm 2. 
 

V. METHODOLOGY: PHASE-II 

A. Detecting and cropping phase 

Recognition algorithms divide into two main approaches, 

geometric,   that   depends   on   distinguishing   features, or 

photometric, which is a statistical approach that distills an 

image into values and compares the values with templates to 

eliminate variances. Popular recognition algorithms include 

Principal Component Analysis using eigenfaces, Linear 

Discriminate Analysis, Elastic Bunch Graph Matching using 

the Fisher face algorithm, the Hidden Markov model, the 

Multilinear Subspace Learning using tensor representation, 

and the neuronal motivated dynamic link matching. System 

use YCbCr color space model to define the location of face in 

the image. Values of CB and Cr component support system 

in defining the skin part in the input frames as we shown in 

algorithm 1. We use the skin part in defining face location 

and drawing rectangle around it as shown in figure 4. 

 

B. Tracking facial features 

 

After detecting face location system use manual way to 

track facial features. System able to detect eyes, nose and 

mouth By using vertical projection in the upper and lower 

part of detected face as shown in algorithm 1 and figure4. 
 

 
Fig. 4: Extracting facial features 

 

VI. CLASSIFICATION 
 

System stores dictionary for extracted features of Arabic sign 

language in database. That dictionary supports it in 

classification. Also in database contains extracted features of 

face emotions. We use in classification two classifier 

minimum distance classifier and sum of absolute difference 

classifier. 

 
A. Minimum Distance Classifier 

 
The minimum distance classifier (MDC) is an example of 

known used conventional classifier [12], [13]. The single 

nearest neighbor technique completely bypass the problem of 

probability distance and simply classifies any unknown 

sample as belonging to the same class of the most similar or 

nearest Feature vector in the training set of data. Nearest will 

be taken to the smallest Euclidean distance in dimensional 

feature space and the classifier compares the extracted new 

feature vector x(i) with all the class known feature vectors 

y(i) and choose the class that minimizes the distance 

classifier using equation 9 

Distance = ∑ |(𝑦(𝑖)  −  𝑥(𝑖))|               𝑁
𝑖=1  (9) 

 

Where N is the feature vector length 

 

B. Sum of absolute difference 

classifier 
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Sum of absolute difference classifier is considered as a 

single nearest. It depends on absolute distance between the 

new feature vector x(i) with all the class known feature 

vectors y(i) using equation number 10. 
 

Distance = ∑ (𝑦(𝑖)  −  𝑥(𝑖))2𝑁
𝐼=1                     (10) 

 
Where N is the feature vector 

length 

 

VII. 

EXPERIMENTALRESULTS 

In the first part in the model, we use Arabic dictionary for all 

alpha characters as shown in figure 5. To evaluate the 

performance of the first part, several videos containing 

sequences of letters such as "Noon, Ayn, Miem" to generate 

"Nam" word and "la" have been classified. The system 

detected the "Noon, Ayn, Miem,la" and generate ”Nam” 

word and ”la” word. It has accuracy 99% as we shown in 

table I. It has the best accuracy comparing with other 

systems accuracy as we shown in figure 6. 

 
Fig. 5: Arabic signs alpha dictionary 

 
TABLE I: ARABIC SIGN LANGUAGE RECOGNITION 

 
Sign language Classifier Recognition  rate 

Arabic Sign Language 
(1) 

MDC 91.3% 
Arabic Sign Language 

(1) 
multilayer perceptron 83.7% 

Video-based [3] hidden Markov 
models 

93.8% 
Our paper MDC 99% 
Our paper ADC 99% 

 

Fig. 6: Arabic sign language recognition rate 

 

In the second part of the system, we are trying to detect 

face in the image. For face detection we use OpenCv library 

to support us in defining face location. OpenCV is released 

under a BSD license; OpenCV is free for both academic and 

commercial using. It has C++, C, Python and Java interfaces 

and supports Windows, Linux, Mac OS, iOS and Android. 

OpenCV was designed for computational efficiency and with 

a strong support for real-time applications. OpenCv. 

Implementation in C++/C library can take advantage of 

multi- core processing. Enabled with OpenCL, it takes 

advantage of the hardware acceleration of the underlying 

heterogeneous compute platform. Adopted all around the 

world or a video frame from a video source. One of its 

common ways to do this is comparing selected facial features 

from the image and a facial database. Some of popular facial 

recognition algorithms identify facial features by extracting 

landmarks, or features, from an image of the face. For 

example, an algorithm may analyze the relative position, 

size, and/or shape of the eyes, nose, cheekbones, and jaw 

these features are then used to search for other images with 

matching features. There are other algorithms that depend on 

normalizing a gallery of face images and compress the face 

data, save only the data in the image that is important for 

face recognition. A probe image is then compared with the 

face data. One of the most successful systems is depended on 

template matching techniques applied to a set of salient facial 

features providing a sort of compressed face representation. 

In that system we use OpenCV library which contains haar 

cascade frontal face objects that depending on popular 

algorithm for defining face location. OpenCV support us in 

defining eyes, mouse and nose location. Depending on 

defined locations system able to generate feature vector of 

width and height of each feature location. System deals with 

seven facial expressions neutral, smile, sad, angry, afraid, 

disgusted and surprised.                                  

Wetake105straightsamplesfromTheKarolinska Directed 

Emotional Faces (KDEF) for training and 30 straight samples 
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for testing. KDEF is a set of totally 4900 pictures of human 

facial expressions of emotion. The material was developed in 

1998 by Daniel Lundqvist, Anders Flykt and Professor Arn 

at Karolinska Institutet, Department of Clinical 

Neuroscience, Section of Psychology, Stockholm, Sweden. 

We took 15 training samples for each emotion as we shown 

in figure 7 the training samples of smile facial expression. 
 

 
 

Fig. 7: Training samples of smile face emotion 

 

In case of testing, we use 30 samples from KDEF 

database for testing. Result of testing by using 

minimum distance classifier was 90% and also 90% 

by using absolute difference classifier as we shown 

in table II and table III. System has the best accuracy 

comparing with other systems as we shown in figure 

8 and table IV. 
   TABLE II: ERROR MATRIX 
 

 
 

 

 Neutra
l 

Smile Sad Angry Afraid Disgusted Surprise 

Neutral 4 0 0 0 0 0 1 

Smile 0 4 0 0 0 0 0 

 Sad 0 0 5 0 0 0 0 

Angry 0 0 0 4 1 0 0 

Afraid 0 0 0 1 1 0 0 

Disgust 0 0 0 1 1 3 1 

Surpris
e 

1 0 0 0 0 1 6 

 

 
                   Fig.8: Facial expressions tracker. 

 
TABLE III: TESTING INPUT FACIAL EXPRESSION 

 
TABLE IV: RECOGNITION RATE THAT RESULT FROM USING DIFFERENT 

FACIAL EXPRESSION TRACKER IN TRAINING AND TESTING. 

 
TABLE V: FINAL DECISION DEPENDING ON THE FINAL RESULT FROM 

FIRST SUBSYSTEM OF SIGNS AND SECOND SUBSYSTEM OF FACIAL 

EXPRESSIONS 

 
Emotion Signs Final decision Signs Final decision 

Neutral Nam Nam La La 

Smile Nam Nam La Nam 

Sad Nam La La La 

Angry Nam La La La 

 

 

VIII. CONLUSIONANDFUTUREWORKS 

In this paper, a system for the purpose of the recognition 

and translation of the alphabets in the Arabic sign language 

was implemented. The system will support deaf people in 

Emotion No of tested samples Results Error 

Neutral 5 4 one 

Smile 4 4 zero 

Sad 5 5 zero 

Angry 4 5 one 

Afraid 2 1 one 

Disgusted 4 3 one 

Surprised 6 8 one 

Training Tracker Testing tracker Number Recognition rate 

KLT tracker[14] KLT tracker 4 76% 

Manual tracker[14] KLT tracker 4 63% 

Manual tracker[14] Bayes tracker 4 66% 

Bayes tracker[14] Bayes tracker 4 82% 

Manual tracker[14] Manual tracker 4 84% 

Our paper tracker Our paper tracker 7 90% 
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interacting with environment as normal people. The system 

will enable deaf be to transfer their expressions and 

emotions to others. The system takes facial expressions in 

its considerations in translation. The system consists of two 

parts, first part for manual signs and consists of three 

phases preprocessing phase, skin detection phase and 

feature extraction phase. Second part in the system that 

deals with facial expressions consist of two phases detects 

face and tracking facial expression. System has an 

accuracy of 90% using minimum distance classifier (MDC) 

and absolute difference classifier in facial expressions 

extraction and 99% in case of signs extraction. In the future 

we will add additional improvements to system to be used 

for mobile applications to provide easy communication 

way among deaf/hearing-impaired people. We also could 

be developed to be provided as a web service used in the 

field of conferences and meetings attended by deaf people. 

That system can be used in intelligent class rooms and 

intelligent environments for real-time translation for sign 

language. We can support system with other facial 

expressions like afraid, disgusted and surprised. Common 

grammatical expressions like Yes/no question (YN), Wh 

question (WH), Topic (TP), and Negation (NEG) can be 

developed and add to system to save time and add more 

supporting to deaf people in their communication. We will 

increase the size of the database for training and testing. 

We will use different direction of faces to represent facial 

expression in 3D. We will use others classifiers in testing. 

We will add more features to the system to deal with 

different words that have different meaning if facial 

expressions changed. 
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Abstract— Medical diagnoses methods are very important to determine the reasons of diseases. In this paper different 

algorithms are introduced to make image fusion using x-ray radiography chest image. This fusion is done for front view image and 

side view image. These algorithms are multiplication factors (MF), multi-resolution singular value decomposition (MSVD), dual 

tree complex wavelet transform, and discrete stationary wavelet transform (SWT). These algorithms are considered using six 

different methods. These methods being averaging, max coefficient, block bias based on largest magnitude, energy, block bias 

based on largest contrast and bias methods. A comparison is accomplished using peak signal to noise ratio (PSNR), mean square 

error (MSE), entropy, and measure of structural similarity (SSIM). The obtained results confirms that applying the fusion 

algorithms introduces better results for the four algorithms and enhances the performance characteristics of these algorithms more 

than using front view image only or side view image only. Furthermore, we concluded that the conventional MF algorithm is 

superior other three algorithms for most of statistical characteristics. 

Keywords- image processing, fusion algorithm, and radiography. 

I INTRODUCTION 

+Biomedical image processing is a rapidly growing area 
of research from last two decades. Availability of numerous 
kinds of biomedical sensors has increased the interest of 
researchers and scientists in this field. X-ray, ultrasound, 
magnetic resonance imaging (MRI) and computed 
tomography (CT) are a few examples of biomedical sensors. 
These sensors are used for extracting clinical information, 
which are generally complementary in nature. For example, 
X-ray is widely used in detecting fractures and abnormalities 
in bone position, CT is used in tumor and anatomical 
detection and MRI is used to obtain information among 
tissues. Similarly, other functional imaging techniques like 
functional magnetic resonance imaging (MRI), positron 
emission tomography (PET), and single positron emission 
computed tomography (SPECT) provide functional and 
metabolic information. Hence, none of these modalities is 
able to carry all relevant information in a single image. 
Therefore, multimodal fusion is required to obtain all 
possible relevant information in a single composite image 
[1]. The fusion of data for medical imaging has become a 
central issue in such biomedical applications as image-
guided surgery and radiotherapy [2]. Image fusion is a 
process to combine information from multiple images of the 
same scene [3], [4]. The result of image fusion will be a new 

image which is more suitable for human and machine 
perception or further tasks of image processing such as 
image segmentation, feature extraction and object 
recognition [3]. There are two basic requirements for image 
fusion [1].  

 Fused image should possess all possible relevant 
information contained in the source     images; 

 Fusion process should not introduce any artifact, 
noise or unexpected feature in the fused image. 

Image Fusion is one of the important and preprocessing 
steps in digital image reconstruction [5]. The objective of 
image fusion is to better the quality of fused images, extract 
all the useful information from the source images and do not 
introduce artifacts or inconsistencies which will distract 
human observers. Many algorithms have been developed for 
fusion of medical images as reported in the literature [5]. 
Despite the significant research conducted on this topic, the 
development of efficient medical image fusion method is still 
a big challenge for the researchers [5]. This comparison is 
accomplished using peak signal to noise ratio (PSNR), mean 
square error (MSE), entropy, and measure of structural 
similarity (SSIM). 
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II IMAGE FUSION ALGORITHMS  

The fusion process should preserve all relevant 
information in the fused image, should reduce noise and 
should suppress any artifacts in the fused image [6], [7]. 

Image fusion is the process of integrating all relevant and 
complementary information from different source images 
into a single composite image without introducing any 
artifact or noise [1]. Image fusion can be performed at three 
levels; pixel level, feature level and decision level [1], [3]. 
Pixel level fusion deals with information associated with 
each pixel and fused image can be obtained from the 
corresponding pixel values of source images [1]. In feature 
level fusion, source images are segmented into regions and 
features like pixel intensities, edges or texture, are used for 
fusion. Decision level fusion is a high level fusion which is 
based on statistics, voting, fuzzy logic, prediction and 
heuristics [1].  

In the field of image fusion, pixel-level fusion becomes 
the primary method since it can preserve original information 
of source images as much as possible, and the algorithms are 
computationally efficient and easy to implement, the most 
image fusion applications employ pixel level based method 
[3]. There are three commonly used methods of pixel-level 
image fusion, including simple image fusion [3] (such as 
linear weighted average, HPF (high-pass-filter), HIS 
(intensity hue-saturation), PCA (principal component 
analysis)), pyramid-based decomposition image fusion (such 
as Laplace pyramid decomposition, ratio pyramid) and 
wavelet transform image fusion [3]. Recently, wavelet 
transform becomes an important aspect of image fusion 
research with the merits of multi-scale and multi-resolution 
[3]. 

Therefore, the radiography chest image fusion from 
different views is taken as an example to introduce better 
diagnoses. Therefore, three algorithms are evaluated and 
used for this purpose. 

A. X-ray radiography chest image fusion based on 

multiplication factor  

The fusion of radiography chest images can be realized in 
successive steps as depicted in Fig. 1. This algorithm is 
based on a MATLAB routine implementing the image fusion 
algorithm in [8]. In this algorithm, we combine two x-ray 
radiography chest images. One of the advantages of this 
algorithm, It supports both gray and color images. The basic 
idea of this algorithm depends on factor that is lies between 
zero and one. This factor can be varied to vary the proportion 
of mixing of each image. Therefore, there are three different 
cases dependent on this factor (F): 

                  

0.5    Equal Mixing

0.5    Side View Image Contribution

0.5    Front View Image Contribution

F




 



 (1) 
 

 
The side view image is multiplied by this factor. 

However, the front end image was multiplied by (1-F). Both 
images are added to obtain the fused image. The contribution 

of both images based on the value of this factor. If the value 
of the factor is equal to 0.5, contribution of side view and 
front view images are identical. Contribution of side view 
image is larger as this value smaller than 0.5. However, 
contribution of front view image is larger as this value larger 
than 0.5. 
 

Figure 1. X-ray radiography chest image fusion algorithm using 

multiplication factor 

B. X-ray radiography chest image fusion based on 

multi-resolution singular valuedecomposition  

Multi-resolution singular value decomposition (MSVD) 
is very similar to wavelets transform, where signal is filtered 
separately by low pass and high pass finite impulse response 
(FIR) filters and the output of each filter is decimated by a 
factor of two to achieve first level of decomposition [9]. The 
decimated low pass filtered output is filtered separately by 
low pass and high pass filter followed by decimation by a 
factor of two provides second level of decomposition. The 
successive levels of decomposition can be achieved by 
repeating this procedure. The idea behind the MSVD is to 
replace the FIR filters with singular value decomposition 
(SVD) [9]. An algorithm for image fusion based on MSVD 
is studied as depicted in Fig. 2. This algorithm is based on a 
MATLAB routine implementing the image fusion algorithm 
in [9]. 

The images to be fused I1 and I2 are decomposed into 
L(l=1,2,...,L) levels using MSVD. At each 

decomposition level (l =1,2,..., L) , the fusion rule will 
select the larger absolute value of the two MSVD detailed 
coefficients, since the detailed coefficients correspond to 
sharper brightness changes in the images [9]. These 
coefficients are fluctuating around zero. At the coarest level 
(l = L), the fusion rule take average of the MSVD 
approximation coefficients since the approximation 
coefficients at coarser level are the smoothed and 
subsampled version of the original image. Similarly, at each 
decomposition level (l =1,2,..., L), the fusion rule take the 
average of the two MSVD eigen matrices [9]. 

 

 Input Side View Image (1st Image) 

 Input Front View Image (2nd Image) 

 Images Size Validation 

 Convert Both Images to Double Precision Value 

 Multiply 1st Image by Factor (F) where (0<=F<1) 

 Multiply 2nd Image by Factor (1-F) 

 Added both to each other 

 Get the Fused Image 
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Figure 2. X-ray radiography chest image fusion algorithm using multi-

resolution singular value decomposition 

C. X-ray radiography chest image fusion based on 

dual tree complex wavelet transform 

Another algorithm for image fusion based on dual-tree 
complex wavelet transform is studied as depicted in Fig. 3. 
This algorithm is based on a MATLAB routine 
implementing the image fusion algorithm in [10]. There are 
two representations of the 2D dual-tree wavelet transform; 
the real 2D dual-tree DWT and complex 2D dual-tree DWT. 
The dual-tree complex wavelet transform (DTCWT) is a 
relatively recent enhancement to the DWT, with important 
additional properties: nearly shift-invariant and directionally 
selective (useful in two and higher dimensions) [11], [12]. In 
the dual-tree implementation of decomposition and 
reconstruction, two parallel DWTs with different low-pass 
and high-pass filters in each scale are used as can be seen in 
Fig. 4 [11]. The two DWTs use two different sets of filters, 
with each satisfying the perfect reconstruction condition.  

One of the advantages of the dual-tree complex wavelet 
transform is that it can be used to implement 2D wavelet 

transforms that are more selective with respect to orientation 
than is the separable 2D discrete wavelet transform (DWT) 
[10], [11]. The complex 2D dual-tree DWT gives rise to 
wavelets in six distinct directions. In each direction, one of 
the two wavelets can be interpreted as the real part of a 
complex-valued 2D wavelet, while the other wavelet can be 
interpreted as the imaginary part of a complex-valued 2D 
wavelet. The complex 2D dual-tree is implemented as four 
critically-sampled separable 2D DWTs operating in parallel 
[10]. However, different filter sets are used along the rows 
and columns [10], [11]. Furthermore, the sum and difference 
of sub-band images is performed to obtain the oriented 
wavelets [10]. 

 

 
Figure 3. X-ray radiography chest image fusion algorithm using dual tree 

complex discrete wavelet transforms 

 

 
Figure 4. Two-stage DTCWT decomposition and reconstruction. 

D. X-ray radiography chest image fusion based on 

discrete stationary wavelet transform 

Recently, the DWT has become a powerful tool for 
multiscale image fusion [13]. Stationary wavelet transform 
(SWT) is similar to discrete wavelet transform (DWT) but 
the only process of down-sampling is suppressed that means 
the SWT is translation-invariant [4]. It is redundant, shift 

invariant, and gives a more dense approximation to the 
continuous wavelet transform than discrete wavelet 
transforms [14]. The discrete wavelet transform (DWT) is a 
common tool for image fusion, but the result could contain 
the artifacts near the edges. This impairment is addressed by 
the models based on stationary wavelet transform (SWT), 
curvelet transform and non-sampled contourlet (NSCT). 
Recent studies show that both SWT and NSCT turn out to be 

 Input Side View Image (1st Image) 

 Input Front View Image (2nd Image) 

 Images Size Validation 

 Apply Multi-Resolution Singular Value Decomposition 

o Images are decomposed into different levels 

o At each level, choose the largest absolute value of the two MSVD 

detailed coefficients 

o At coarest level, take average of the MSVD approximation coefficients 

o Select average of the two MSVD eigen matrices at each decomposition 

level 

 Take Inverse of Multi-Resolution Singular Value Decomposition 

o Extract the spatial domain image from the MSVD coefficients 

  

 Input Side View Image (1st Image) 

 Input Front View Image (2nd Image) 

 Use Farras filter and Kingsbury Q-Filters to Analyze Filters 

for Tree i 

 Select the Number Of Decomposition Levels 

 Make Image Decomposition Using Dual Tree Complex 2D 

Discrete Wavelet Transform 

 Determine Real and Imaginary Parts of These Deduced 

Coefficients 

 Apply Inverse Dual Tree Complex 2D Discrete Wavelet 

Transform 

 Extract the Fused Image 
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the more suitable fusion approaches because of their shift-
invariant [15]. The way to restore the translation invariance 
is to average some slightly different DWT, called decimated 
DWT, to define the stationary wavelet transform (SWT). Let 
us recall that the DWT basic computational step is a 
convolution followed by decimation. The decimation retains 
even indexed elements. But the decimation could be carried 
out by choosing odd indexed elements instead of even 
indexed elements [6].  

The SWT algorithm is very simple and is close to the 
DWT one [4], [6], [13]. More precisely, for level 1, all the 
decimated DWT for a given signal can be obtained by 
convolving the signal with the appropriate filters as in the 
DWT case but without down sampling. Then, the 
approximation and detail coefficients at level 1 are both of 
size N, which is the signal length. The general step j 
convolves the approximation coefficients at level j–1, with 
up sampled versions of the appropriate original filters, to 
produce the approximation and detail coefficients at level j 
[6]. 

Figure 5 and Figure 6 Show the fusion process for the 
front view image and the side view image to get better image 
with more details. 

 
Figure 5. X-ray radiography chest image fusion algorithm using discrete 

stationary wavelet transforms 

 

 
Figure 6. Image fusion algorithm based on DST and FFT 

III RESULTS AND DISCUSSIOA 

Comparison between these algorithms is of major 
concern. Therefore, this comparison study is done between 
the considered algorithms using different statistical 
evaluation processes. These, statistics are root mean square 
error (RMSE), mean absolute error (MAE), signal to noise 
ratio (SNR), and peak signal to noise ratio (PSNR). The 
statistical measurements between fused image and both front 
image and side image for multiplication, MSVD, DTCWT 
and SWT algorithms are depicted in Tables 1-4. We noticed 
that MSE between fused image and side view image is lower 
than that between fused image and front one for most 
algorithms. Also, SNR and PSNR between fused image and 
side view image are larger than that between fused image 
and front one for most algorithms. 

 

TABLE I STATISTICAL SUREMENTS FOR MULTIPLICATION FACTOR OF FRONT 

AND SIDE VIEW IMAGE 

 MSE PSNR Entropy SNR RMSE MAE 

MF 

for 

Front 

Image 

39.7887 32.1332 7.477 0.00670 6.3078 0.1952572 

MF 

Side 

Image 

22.8838 34.5355 7.477 1.02669 4.7837 0.1952572 

 

TABLE II  STATISTICAL MEASUREMENTS FOR MSVD OF FRONT AND SIDE 

VIEW IMAGE 

 MSE PSNR Entropy SNR RMSE MAE 

MSVD 

for  

Front 

Image 

0.029093 63.4929 6.8489 0.15495 0.17057 0.13495 

MSVD  

Side 

Image 

0.028496 63.5829 6.8489 0.69227 0.16881 0.13426 

 

TABLE III STATISTICAL MEASUREMENTS FOR DTCWT OF FRONT AND SIDE 

VIEW IMAGE 

 MSE PSNR Entropy SNR RMSE 
MA

E 

DTCWT  

for 

Front 

Image 

0.082808 58.9501 6.6614 2.54017 0.28776 
0.208

25 

DTCWT 

for  Side 

Image 

0.17579 55.6809 6.6614 3.07749 0.41927 
0.319

62 

 
 
 
 
 
 
 
 

 Load Side View Image (1st Image) 

 Load Front View Image (2nd Image) 

 Perform Image decomposition using discrete 

stationary wavelet transforms into different 

    levels 

 Display the approximation and detail coefficients 

at the different levels 

 Reconstruct the fused image from these 

coefficients by Applying the Inverse of discrete 

 stationary wavelet transforms 
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TABLE IV STATISTICAL MEASUREMENTS FOR SWT OF FRONT AND SIDE 

VIEW IMAGE 

 MSE PSNR Entropy SNR RMSE MAE 

S
W

T
 f

o
r
  

F
r
o

n
t 

Im
a

g
e 

0.029068 63.4966 6.8945 0.68034 0.17049 0.13479 

S
W

T
  

fo
r 

S
id

e
 I

m
a
g

e 

0.028382 63.6003 6.8945 0.14631 0.16847 0.13388 

 
Comparison between multiplication factor (MF), MSVD, 

DTCWT, and SWT(L1) algorithms based on the mentioned 
statistics before and after applying the fast lifting transform 
are depicted in Tables 1-2, respectively. From these tables, 
the discrete stationary wavelet transform (SWT) and MF 
achieve the best performance for most characteristics before 
and after applying the fast lifting transform. 

 
 

TABLE V  X-RAY RADIOGRAPHY CHEST IMAGE FUSION QUALITY BASED ON 

THE MF, MSVD, DTCWT AND SWT(L1) ALGORITHMS BEFORE APPLYING 

THE FAST LIFTING TRANSFORM 

Statistics MF MSVD DTCWT SWT(L1) 

RMSE 0.2473732 0.2216372 0.2858792 0.1704952 

FE (%) 46.9770992 53.3529622 54.2895132 30.0690352 

MAE 0.1952572 0.1852432 0.2225302 0.1347882 

CORR 0.8892772 0.8900532 0.8124702 0.9512592 

SNR 6.5622762 5.4568292 5.3056812 10.4376102 

PSNR 54.2312812 54.7083792 53.6029832 55.8476892 

MI 1.0807172 1.0016432 1.0977672 1.0245702 

QI 0.1177012 0.1208092 0.2189232 0.5043482 

SSIM 0.9927212 0.9935042 0.9895282 0.9968282 

 
 

TABLE VI X-RAY RADIOGRAPHY CHEST IMAGE FUSION QUALITY BASED ON 

THE MF, MSVD, DTCWT, AND SWT(L1) ALGORITHMS AFTER LIFTING 

TRANSFORM 

Statistics MF MSVD  DTCWT SWT(L1) 

RMSE 0.2473732 0.2471542 0.2858992 0.1684962 

FE (%) 46.9770992 46.9200632 54.2754102 31.5915932 

MAE 0.1952572 0.1952642 0.2227982 0.1339862 

CORR 0.8892772 0.8893332 0.8125132 0.9492692 

SNR 6.5622762 6.5728282 5.3079382 10.0085692 

PSNR 54.2312812 54.2351182 53.6026732 55.8989042 

MI 1.0807172 1.0820882 1.0951482 1.1495912 

QI 0.1177012 0.1214162 0.2188072 0.4466332 

SSIM 0.9927212 0.9927562 0.9895242 0.9967232 

 

IV CONCLUSION  

Different algorithms are evaluated to make image fusion 
using x-ray radiography chest image. This fusion is done for 
front view image and side view image. These algorithms are 

named multiplication factor (MF), multi-resolution singular 
value decomposition (MSVD), dual tree complex wavelet 
transform, and discrete stationary wavelet transform (SWT). 
These algorithms are evaluated using statistical 
measurements. The obtained results confirm that MSE 
between fused image and side view image is lower than that 
between fused image and front one for most algorithms. 
Also, SNR and PSNR between fused image and side view 
image are larger than that between fused image and front one 
for most algorithms. Therefore, using the fused image and 
side view image will have more details than front image with 
fused image. Furthermore, using fused image and side view 
difference processing with SWT and MF makes diagnosis of 
respiratory diseases more accurate. 
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Abstract— Parkinson’ disease (PD) is a neurological disorder of unknown etiology. PD causes several symptoms during it courses, 

and this includes voice disorders of 90% of patients. In order to improve the evaluation of these disorders, we have used 34 voice 

samples of sustained vowel /a/, from a set of 34 people including 17 patients with PD. We subsequently extracted from each people, from 

1 to 20 coefficients of the Perceptual linear prediction (PLP).  The frames of the PLP were compressed using vector quantization, with 

six codebook sizes namely; 1, 2, 4, 8, 16 and 32. We used the technique of Leave One Person Out (LOPO) and the Support Vector 

Machines (SVMs) classifier with two types of kernels; RBF and Linear. The obtained results using the codebook size of 1 were no stable. 

Therefore, we proceeded to a bench of 100 trials. The best average accuracy obtained was 75.8%, and the maximum classification 

accuracy obtained was 91.17% using the codebook size of 1. 

 

Keywords— Parkinson’s disease, Perceptual Linear Prediction, Vector quantization. Leave One Person Out, Support Vector Machines. 

I. INTRODUCTION 

HE evaluation of the quality of voice, and the 

identification of the causes of its degradation based on 

phonological and acoustic traits have become major concerns 

of clinicians and voice pathologists. They have become more 

attentive to any external techniques to their domain, which 

might provide them additional information for the evaluation 

of PD. During its course, PD causes different symptoms and 

effects the system which controls the execution of learned 

motor plans such as walking, talking or completing other 

simple tasks [1] [2] [3]. PD is generally seen in people whose 

age is over 50 years and causes voice weakening in 

approximately 90% of patients [4]. For these patients, physical 

visits for diagnosis, monitoring and treatment are too hard [5] 

[6].  

In the case of the evaluation of voice disorders caused by 

PD, clinicians and the voice pathologists have adopted 

subjective techniques based on acoustic traits to distinguish 

different disease levels. In order to develop more objective 

evaluations, recent studies use measurements of voice quality 

in time, frequency and cepstral domains [7] to detect voice 

disorders in the context of PD. Such as; fundamental 

frequency of the oscillation of vocal folds, absolute sound 

pressure level, jitter which represents pitch perturbations, 

shimmer which represents amplitude perturbations, and 

harmonicity which represents the degree of acoustic 

periodicity [1] [8] [9].  

In this research we focused on the measurements in cepstral 

domain by applying PLP cepstral coefficients (CC) which 

have been usually used in speaker identification applications 

and were first proposed by H. Hermansky [10]. We have 

extracted PLP coefficients from the voice signals provided in a 

dataset and used VQ for data compression. We subsequently 

used the LOPO validation scheme with SVMs for data 

classification in order to discriminate PD patients from healthy 

people.  

This paper is organized as follows: the voice samples 

dataset is described in section II. The PLP processes and VQ 

are presented successively in section III and IV. The 

T 

Page | 177



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0026   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

methodology of this research and the results are presented in 

section V and conclusion in section VI.  

II. DATASET 

The data collected in the context of this research belongs to 

17 patients with PD (6 women, 11 men) and 17 healthy people 

(8 women, 9 men). Voice samples were recorded through a 

standard microphone at a sampling frequency of 44,100 Hz 

using a 16 bit sound card in a desktop computer. The 

microphone was placed at a 15 cm distant from people and 

they were requested to say sustained vowel /a/ at a 

comfortable level. All the recordings of voice samples were 

made in mono channel mode and saved in WAV format; 

acoustic analyses were applied on these voice samples. All the 

recordings were sent by M. Erdem Isenkul from the 

Department of Computer Engineering at Istanbul University, 

Istanbul, Turkey. 

III. PLP PROCESSES 

Our first purpose was to transform the voice signal to some 

type of parametric representation for more analysis and 

processing [13]. The voice signal is a slow time varying signal 

which is called quasi-stationary [13]. When it is observed over 

a short period of time, it appears fairly stable [13]. However, 

over a long period of time, the voice signal changes its shape. 

Therefore, it should be characterized by doing short-time 

spectral analysis [13]. The process of calculating the PLP is 

shown in Figure 1 and described in the following paragraphs. 

 

A. Spectral Analysis 

Since the voice signal is a real signal, it is finite in time; 

thus, a processing is only possible on finite number of samples 

[14]. Therefore, the first phase of PLP process is to weight the 

voice segment by Hamming window [10]. The aim is to 

reduce signal discontinuities, and make the ends smooth 

enough to connect with the beginnings [14]. This was 

achieved by using Hamming window to taper the signal to 

zero in the beginning and in the end of each frame, by 

applying the following equation to the samples [10]: 
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where N is the length of the Hamming window, with a length 

about 20 ms. 

The next processing phase consists on converting each 

frame of N samples from time domain into frequency domain 

by applying the Fast Fourier Transform (FFT) [13]. We used 

the FFT for the reason that it is a fast algorithm to implement 

the Discrete Fourier Transform (DFT) [13]. As known, the 

DFT is defined on the set of N samples Sn as follow [13]: 
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The short-term power spectrum is calculated by adding the 

square of the real and imaginary components of short-term 

voice spectrum, as follow [10]:  
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B. Critical Band Analysis 

    The short-term power spectrum P(ω) is warped along its 

frequency axis ω where ω=2πf, into Bark frequency Ω by 

using the following equation [10]: 
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where ω is the angular frequency in [rad/s], and f is the 

frequency in [Hz]. The aim of the next phase, is to convolve 

the resulting warped power with the power spectrum of the 

simulated critical-band masking curve Ψ(Ω) approximated by 

H. Hermansky [10] as follow: 

 

 
Fig 1: Block diagram of PLP coefficients process 

Page | 178



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0026   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  





















0

10

1

10

0

)(

)5,0(0,1

)5,0(5,2

for

for

for

for

for

 

5,2

5,25,0

5,05,0

5,03,1

3,1











                      (7) 

 

It is a rather curd approximation of the shape of auditory 

filters.  

The samples of the critical-band power spectrum are 

produced by doing the discrete convolution of Ψ (Ω) with 

P(ω) by applying the following equation [10]: 
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3,1
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The convolution between the relatively broad critical-band 

masking curve Ψ (Ω) and the short-term power spectrum 

P(ω), reduces the spectral resolution of θ (Ω) in comparison 

with the original P(ω) [10]. 

 

C. Equal-loudness Pre-emphasis 

The next phase in this process is to pre-emphasis the 

samples Θ[Ω(ω)] using the simulated equal-loudness curve, by 

applying the following equation [10]: 

 

   )()()(   E                                              (9) 

 

where, E(ω) is an approximation to the non-equal sensitivity 

of human ear perception at different frequencies. The practical 

approximation used in this research was adopted by H. 

Hermansky [10] and was first proposed by Makhol et al [15] 

and given by the following equation: 
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D. Intensity-loudness Power Law 

The last operation before the all-pole modeling is the cubic-

root amplitude compression. The following equation 

approximates the power law of human hearing and simulates 

the non-linear relation between the intensity of sound and its 

perceived loudness [10]: 

 
33,0)()(                                                               (12) 

 

E. Autoregressive Modeling 

In the final phase of the PLP process, Φ(Ω) is approximated 

by the spectrum of an all-pole model using the autocorrelation 

technique of all-pole spectral modeling, this technique is 

called Linear Prediction (LP) [10] [16], in which the signal 

spectrum is modeled by  an all-pole spectrum. In this research 

we used the Linear Predictive Coefficient (LPC) analysis to 

calculate the autoregressive model from spectral magnitude 

samples. The autoregressive coefficients are transformed to 

CC of the all-pole model; this was achieved by converting the 

LPC of n coefficients into frames of CC [10]. 

F. Liftering 

The principal advantage of CC is that they are uncorrelated 

[14]. However, the problem with them is that the higher orders 

CC are quite small [14]. Therefore, it is essential to re-scale 

the CC in order to have quite similar magnitudes [14]. This is 

achieved by liftering the CC according to the following 

equation [14]: 
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where L is the cepstral sine lifter parameter. In this research, 

we used L=0.6. 

IV. VECTOR QUANTIZATION 

VQ is a compression technique with data-loss [17]. The 

basic idea of this technique is to take a large number of data 

vectors and minimize it to a smaller group of data vectors, 

which represent the centers of gravity of the distribution.  

The VQ technique consists of extracting a small number of 

the most representative data to characterize different people. 

Here VQ is used to minimize the number of frames of the 

coefficients of the PLP in order to have only the most 

significant vectors which represent the center of gravity of the 

distribution of other frames of the PLP coefficients. In this 

research, we have made tests using codebook sizes of 1, 2, 4, 

8, 16 and 32 [18]. 

V. METHODOLOGY & RESULTS 

The first phase in this research was to build a dataset 

containing voice samples of patients with PD and healthy 

people. Ultimately, we were able to collect 17 voice samples 

from both groups. This gave us 34 voice samples [19]. These 

recordings were made through a standard microphone at a 

sampling rate of 44100 Hz. All participants were asked to 

pronounce the sustained vowel /a/ at a comfortable level.  
All the algorithms were executed on a desktop computer 

with a Core (TM) i3-2120 CPU and a processing speed of 3.30 
GHz. We subsequently extracted from each voice sample, CC 
of the PLP. The number of PLP coefficients extracted ranged 
from 1 to 20. We proceeded in this way to get the optimal 
coefficient number needed for the best classification accuracy.  

The PLP coefficients extracted from each sample contains a 
large number of frames which require extensive processing 
time for classification and prevents making the correct 
diagnostic decision. To overcome this problem, and reduce the 
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processing time, we used a technique of compression with data-
loss known as VQ. The detailed description of this technique 
has been made in section IV. As we know, VQ compresses the 
frames according to the number of codebooks. In this paper we 
have used six codebooks of size 1, 2, 4, 8, 16 and 32. We 
applied this technique over 20 PLP coefficients which have 
already been extracted from each voice sample, and which 
contains from 1 to 20 coefficients per person. This makes a 
total of 120 (6 * 20) extraction operations per person. 

To train and validate our classifier, we used a technique of 

classification called LOPO, that is, we left out all the 

compressed frames of the PLP coefficients of one person to be 

used for validation as if it were an unseen person, and trained 

a classifier on the rest of the compressed frames of other 

people [6]. We used the LOPO technique of classification 

iteratively for each coefficient per person until all 20 

coefficients per person for the six different codebooks size. In 

this paper, we used the SVMs classifier with its different types 

of kernels, i.e.; RBF, and Linear. 

During the test section, we noticed that the obtained results 

when using a codebook size of 1 are not stable. Unlike the 

other codebook sizes, namely 2, 4, 8, 16 and 32, the 

compression of the PLP frames using a codebook size of 1, 

did not always give the same location of the centroids of the 

clusters forming the compressed PLP coefficients. Therefore, 

every time we redid the same test, we will not get the same 

classification results. To evaluate on how the results change, 

we used a test bed of 100 times. This test bed allows us to 

obtain the minimum, maximum and average value of the 

classification results for PD [19] [20] [21]. 

We made a test bed of 100 times, for the codebook size of 

1, and 5 times for the codebook size of 2, 4, 8 and 16, and only 

one time for the codebook size of 32. As already mentioned, 

the obtained results using a codebook size higher than 1 are 

stable, nonetheless we did the test bed 5 times on the others to 

get an idea of the variation in execution time and to be sure 

that the results remained the same. 

Based on our results, it is clear that using higher codebook 

size decreases the accuracy of classification as it is mentioned 

in Figure 3. It is clear from Table I that the time required for 

processing becomes longer.  

The extracted PLP coefficients from each person contains in 

addition to the number of coefficients used, many frames with 

different values. The use of a large number of frames leads us 

to a diversity of results, often very close to the extracted 

values from other people (PD and healthy) [19]. This 

similarity of results between different people prevents making 

the correct diagnostic decisions [19]. By way to explanation; 

assuming that the frames are in the form of points distributed 

in space, increasing the number of frames leads to interference 

between these points [19]. Therefore, the task of the classifier, 

to find a hyper plane able to separate perfectly the two groups 

of people (namely patients with PD and healthy people), will 

be very difficult, if not impossible [19].  

As can be seen in Table I, for a single test using a codebook 

size of 1, we need 78.71 seconds. Each time we increase the 

  
Fig 2: The test bed results using the codebook size of 1 with 

minimum, maximum and average classification accuracies 

 
 

 
Fig 3: Classification results for different Codebook sizes (i.e. 1, 2, 4, 

8, 16, and 32). 

 

 
TABLE I 

EXECUTION TIME OF THE CLASSIFICATION PROGRAM FOR DIFFERENT SIZES 

OF THE CODEBOOK 

Codebook 

sizes 
Max time 

(second) 
Min time 

(second) 
Average time 

(second) 

1 94.16 75.54 78.71 

2 82.06 81.56 81.78 

4 130.69 130.20 130.46 

8 315.41 312.15 314.17 

16 3.15e+03 3.13e+03 3.14e+03 

32 4.94e+04 4.94e+04 4.94e+04 
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size of the codebook, the processing time for classification 

becomes longer. For a single test using a codebook size of 16 

we need about 53 minutes and with a codebook size of 32 we 

need about 14 hours. For this size, it is not practical to apply a 

test bed if we already know that the results will remain the 

same even after 100 trials. 

The test bed accuracy results using the codebook size of 1 

are represented in Figure 2. A maximum classification 

accuracy of 91.17% was achieved using a codebook size of 1 

as shown in Figure 3, by linear kernel SVMs. As seen from 

Figure 3, the best average classification accuracy of 75.8% 

was achieved using a codebook size of 1.  

VI. CONCLUSION 

A Dysarthria symptom associated with PD is a slow process 
whose early stages may go unobserved. To improve the 
evaluation of PD we collected a variety of voice samples from 
different people during the pronunciation of sustained vowel 
/a/. The extracted PLP coefficients from different people 
contain many frames which take maximum processing time in 
the classification section, and prevent making correct diagnosis. 
Therefore, we have compressed the extracted PLP coefficients 
using VQ with different codebook sizes. 

 After doing the tests we noticed that the obtained results 
using a codebook size of 1 were not sable. To evaluate on how 
the results change, we proceeded to a bench of 100 trials. The 
compression of the frames of the PLP coefficients using VQ 
with the codebook size of 1 has shown to be a good parameter 
for the detection of voice disorder in PD, showing an average 
classification accuracy of 75.8% and a maximum classification 
accuracy of 91.17%. 
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Abstract—The purpose of this study was to present a simple, cross-platform and easy to use software for reaction-time task and to 

find out the possibility of its application to the evaluation of patient’s recovery after the ischemic stroke. 
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I.  INTRODUCTION 

The use of neuropsychological tests in patients after the 
stroke has become an obligatory part of the diagnostic protocol. 
Considering that the acute phase of a stroke greatly hinders the 
implementation of a comprehensive neuropsychological battery 
in most of these patients, emphasizes the importance of rapid 
tests for the assessment of cognitive status. Application of the 
method of reaction time is a quick and easy way to enable 
monitoring of mental processes that underlie a perception, 
attention, memory and action. The reaction time is the process 
that involves the receipt of information, it's processing, 
decision-making and response-execution of motor acts [1]. The 
time interval from the moment of simple or complex stimuli 
presentation to the moment of the motor response reflects the 
speed of neurophysiological, cognitive and information 
processes that occurs as a response to the application of stimuli 
to the respondent sensory system. 

Simple reaction time (SRT) includes reaction to the known 
stimulus and the same response is expected in subsequent 
attempts, thus the subject is able to preprogram the response 
move [2]. The response in the choice reaction time (CRT) is 
unknown until the appearance of the imperative stimulus, when 
the subject can plan, i.e. preprogram and initiate a response. In 
other words, the motor response was determined with at least 2 
parameters where one of them can be changed between trials. 
In the choice reaction time, a response is not known in advance 

and, therefore, advantages related to the anticipation cannot be 
used. Choice reaction time includes an analysis of stimuli and 
selection response, i.e. central cognitive processing [3]. 

A reaction time method test reflects the level of readiness 
of cognitive neural mechanisms, thus their use in the study of 
reaction speed in a variety of situations is tenable, both in 
healthy subjects and various diseases. Determining the value of 
simple and choice reaction time gives an insight into the 
functional state of the general reactivity of the individual in 
given time and circumstances. 

Although a need for easily accessible good quality software 
for different types of reaction time is apparent we have found 
that the existing software is either proprietary and expensive or 
hard to use. Therefore, we have implemented easy to use cross-
platform software for reaction time which will be presented in 
this paper. The software is in use at the Department for 
neurological disease at the Rehabilitation centre Novi Sad in 
Serbia and the Faculty of Medicine in Kosovska Mitrovica. 

The aim of this work is to present our software for reaction 
time and its possibility for assessment of cognitive recovery of 
patients after the stroke. 

II. RELATED WORK 

There is not much reaction-time software that is freely 
available, easy to use and cross-platform. 
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Commercially available software that can be used for 
reaction-time tasks, beside their price which might be a 
limiting factor to their use, are usually constrained to particular 
platform which hinders its use in the heterogeneous 
environments. DirectRT [4] is commercial reaction time 
software developed by Empirisoft. It claims to be very precise 
and easy to use. It is available on Windows platform only. 
Inquisit Lab [5] is also commercial software that can be 
configured to perform simple and choice reaction time tests. 

 

There are freely available libraries and tools that can be 
used to help in building of reaction-time tests, but usually 
require at least some basic level of programming skills. 
PsychoPy [6] is a library and a toolset for Python programming 
language that can be used to build sophisticated psychological 
test, but require an understanding of Python language and 
PsychoPy application programming interface. OpenSesame [7] 
is another option where an experiment can be described using 
graphical user interface thus enabling less experienced users to 
built their experiments. 

Tests of reaction time are proposed in the diagnosis of 
cerebral damage as indicators of its severity and extent [8]. In 
patients with stroke, simple and choice reaction time will be 
used for the assessment of cognitive status in the acute phase of 
stroke and also during the recovery [9].  

Some studies show that simple and choice reaction times 
have a predictive role because faster choice reaction time in the 
acute phase of the stroke was significantly associated with 
better quality of life at 12 months [10]. The same authors found 
that simple and brief computerized assessment of attentional 
function in acute stroke is possible and is related to longer term 
attentional and cognitive performance. In [9, 11] authors have 
studied the efficacy of a computer-assisted reaction training on 
various attentional and cognitive functions in stroke patients 
with lateralized cortical lesions. All patients showed significant 
training effects for a number of attention functions, but not for 
vigilance, and there was no generalization of the training 
effects to more general cognitive functions [11]. However, 
training effects were more pronounced in the patients with 
lesions in the left hemisphere (or left brain-damaged group). 

III. MATERIALS AND METHODS 

The study included 60 patients (31 men and 29 women, 
mean age 59.7±8.8 years, range 50-70 years) with acute brain 
infarction. Patients were recruited from the Department for 
neurological disease at the Rehabilitation centre Novi Sad 
Serbia. The control group consisted of 30, age and sex matched 
healthy volunteers (14 men and 16 women, mean age 58.5±8.2 
years, range 50-72 years. The protocol of the study was 
approved by the local Ethics Committee, in accordance with 
the principles of the Declaration of Helsinki. An informed 
consent was obtained from all patients, before they were 
enrolled into the study. 

Simple and choice reaction time test was performed using a 
specially constructed computer program. 

Simple reaction time test consisted of two blocks of tasks. 
The first being a visual stimuli task while the second was the 
audible. For simple reaction time task subjects were instructed 
to press Spacebar as fast as they can when the white circle was 
presented on the screen (visual stimuli), or the tone was played 
(audible stimuli). For each block stimuli were applied in a 
series of 30 repetitions where the time interval between two 
stimuli presentation varied between 1.5 and 3 seconds. For 
each subject a visual stimuli test was performed before the 
audible. From the 30 RT values for each serie (visual and 
audible) and average value vas calculated and registered for the 
subject. 

Choice reaction time test consisted of three blocks of tasks 
with 2, 4 or 6 choices each. Choices were given as digits 1-6 on 
the screen and subjects were instructed to press corresponding 
key on the keyboard when the digit is highlighted. As with 
simple reaction task, for each block, stimuli were applied in a 
series of 30 repetitions where the time interval between two 
stimuli presentations varied between 1.5 and 3 seconds. 

IV. REACTION TIME SOFTWARE 

Reaction is implemented in Java programming language 
and thus can run on every platform for which a Java runtime 
exists. This spans a wide variety of operating system 
environments. 

Fig. 1. Test and stimulus renderer class hierarchy 
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Reaction currently supports two simple tests (visual and 
audible) and a choice reaction time test. From the graphical 
interface, an operator chooses a test to run. Tests are run in 
full-screen mode. Test session consists of one or more trial 
series. Each series consists of configured number of trials. At 
the beginning of each series, a user is presented with the short 
introduction where she is explained what she is supposed to do. 
Optionally, before each real series a practice series can be run. 
Practice series performs the same as the real one but the 
reaction data will not be collected and the number of trials will 
be smaller. In each trial, a subject must respond to the stimuli 
usually by pressing specific button on the keyboard. If the 
subject presses the button before the stimulus has appeared or 
presses the wrong button an error tone will be played and that 
particular trial will be marked as error. The number of 
erroneous trials is also an interesting datum to observe. At the 
end of each series collected data are displayed on the screen. At 
the end of the test session, an Excel file is written to the disk 
containing all collected reaction time data. 

 

Fig. 2. Choice reaction time for 6 different stimuli 

The main concept of Reaction is a test represented as Test 
class in Fig. 1. The tests instances are contained inside 
TestManager. Currently, tests are specified in Java by 
inheriting Test class but following versions will provide the 
means to specify tests using external textual description based 
on specially constructed language (i.e. Domain-Specific 
Language [12]). There are three types of test at the moment: 
SimpleAudio, SimpleVisual, and Choice. 

Stimuli presentation is done by the instances of classes 
inheriting StimulusRenderer class. The job of stimuli renderers 
is to present stimulus to the user. The reaction is validated by 
the ReactionValidator instance. 

SimpleAudio test type will play a tone of a specific 
frequency at random interval from the given minimum and 
maximum interval in milliseconds. Reaction validator will 
expect a press on spacebar to happen after the tone starts 
playing. The time that passes from the beginning of the tone to 
the key press will be recorded as RT. 

SimpleVisual test type is similar to the SimpleAudio but will 
present a white circle at the center of the screen. Before a circle 
is presented a white + sign (i.e. fixation point) will be presented 

to the user. This is needed for the user to better focus her 
attention while expecting a stimulus to appear. 

Choice class implements a choice reaction time which 
displays a configurable number of digits from left to right 
centered horizontally and vertically on the screen. The 
stimulus, in this case, will be a random highlight of one of the 
digit as shown in Fig. 2. Expected response is pressing a 
corresponding digit on the keyboard. Choice can be configured 
with 2-10 digits to appear, but it is usually configured for 2, 4, 
6 digits. Recorded reaction time will be a time that passes from 
the highlight to the press on the right digit on the keyboard. If 
the user presses the wrong key the trial will be recorded as an 
error. 

TABLE I.   RESULTS OF CHOICE REACTION TIME TEST FOR PATIENTS AND 

CONTROL GROUP AT ACUTE PHASE OF THE STROKE 

CRT Patients [ms] Controls [ms] t p 

2 710.2 486.4 -4.33 <0.01 

4 985 705 -4.23 <0.01 

6 1305 870 -5.25 <0.01 

 

The results obtained using choice reaction time test, 
presented in Table I, shows that the RT values for patients with 
ischemic stroke at the beginning of the study greater than the 
values of the subjects in the control group and that difference is 
statistically significant. At second registration, three months 
after the first registration a statistically significant recovery of 
RT values have been observed. 

V. CONCLUSION 

We have described cross-platform software for performing 
simple and choice reaction-time tasks which we used to 
evaluate patient’s recovery after the ischemic stroke. We have 
found that using a computer-based reaction time test is a quick 
and easy way to assess the cognitive abilities of patients after 
an ischemic stroke. This may be a significant aid in the forecast 
of their recovery. 
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Abstract—With the emerging need to store massive data in cyberspace and cross platforms, whether in local file systems or cloud-

based services, certain security requirements must be met to efficiently protect confidentiality and privacy and manage the large 

number of keys and access policies. Most of the current encryption standards emphasize one of two trade-off factors: speed of 

encryption versus ease of key management. Though asymmetric-key encryption does not require the sender and receiver to share a 

common secret similar to symmetric-key encryption, the cost of the mathematical computations may be unaffordable. In this paper, we 

first review the state-of-the-art of hybrid cryptosystems. Then, we propose a novel scheme for lightweight encryption of bulk data based 

on recursive cryptographic hashes and dynamic keys. The effectiveness of the proposed scheme is demonstrated on three files having 

different sizes, types and contents.  

Keywords—data security; bulk data encryption; cryptographic hasing; hybrid crytosystems; dynamic keys; password-based key 

derivation; security vault. 

I.  INTRODUCTION 

As the Internet grows in size and number of users, new 
technologies and applications inevitably emerge to comply 
with such growth and to satisfy various demands of users. 
Along with this growing and collaborative environment, the 
dependability on multiple technological platforms that serve as 
tools in accommodating many aspects of day-to-day tasks also 
increases. However, with the tremendous benefits these 
services provide comes the struggle of protecting users’ 
sensitive data and files within underlying cross-platform 
systems. The ability to backup, share and synchronize files and 
folders is becoming crucial over time. The trend to store large 
volumes of various types of data and files securely is tempting 
due to durability, portability, flexibility and ease of share, and 
resistance to threats.  

At the heart of security defense mechanisms, encryption 
arises to protect the confidentiality of valuable data from 
unauthorized access by programs and individuals [1]. 
However, at relatively high computational costs, encryption is 
usually delegated to other parties or skipped in total, thus, 
exposing the value of an asset to threats [2]. For example, 
Dropbox, which is a widely-used cloud-based service for 
hosting files, has been criticized for its weak protection of 
user’s privacy since its first release in September 2008. Lately, 
similar to a competitive service known as SpiderOak, Dropbox 
allowed its customers to encrypt their files on the server using 
the Advanced Encryption Standard (AES) with 256-bit key. In 
contrast, SpiderOak stores an encrypted version of the 
decryption key as well in a manner that even the company’s 
employers will not be able to decrypt these files without 
knowing the customer’s password [3]. However, if an intruder 
managed to get that key, all files can be decrypted.  

Generally, cryptosystems fall under two broad categories: 
symmetric and asymmetric [5]. Although symmetric-key 
encryption is proven to be relatively faster than asymmetric-
key encryption [4], it suffers from two issues. First, it requires 
sharing a key between the encryption and decryption entities, 
which might be in different systems. Second, it requires a large 
number of unique shared keys. Consider a group of N members 
who engage in an exchange process of a valuable asset T times. 
Furthermore, consider that each exchange requires an asset to 
be encrypted with a uniquely generated symmetric key prior to 
exchanging it. Each member should encrypt a given asset (N – 
1) × T times, in addition to sharing (N – 1) × T symmetric keys 
through other secure channels. Moreover, consider having a 
pool of assets all of which require exchange. The reader can 
notice the exponential growth in the number of keys and the 
overhead of sharing them. Examples of the popular symmetric-
key encryption standards are Blowfish, International Data 
Encryption Algorithm (IDEA), Data Encryption Standard 
(DES), and Advanced Encryption Standard (AES). 

Asymmetric encryption, on the other hand, doesn’t require 
the disposal of keys upon each exchange, due to the 
concealment of the private key. Consider the previous scenario, 
however, with asymmetric encryption as a requirement for 
assets exchange. Each member in the group announces his own 
public key that should be used prior to commencing an 
exchange with him. This key can still be used with every 
subsequent exchange resulting in eliminating the overhead of 
key exchange and the generation of keys. The security of 
asymmetric encryption depends on the intractability of the 
discrete logarithm problem and hence comes with higher costs 
for the encryption and decryption process, i.e. it is relatively 
slower to encrypt bulk files. Examples of popular asymmetric-
key encryption are RSA and ElGamal cryptosystems [5]. 
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Here comes the need of an algorithm that combines the 
merits of the two categories into what is known as hybrid 
cryptosystems [6]. The goal is to use the public/private key 
pairs, but maintain superior performance than that of 
asymmetric encryption. PGP, GnuPG and OpenPGP are 
examples of the popular hybrid cryptosystems [7]. Another 
example is a proprietary standard used by Microsoft for 
Encrypting File System (EFS) since the release of Windows 
NT Version 3.0. 

In this paper, we introduce SwiftEnc, a lightweight hybrid 
scheme that can be used effectively to encrypt bulk data. 
SwiftEnc is a hash-based obfuscation algorithm that uses 
variable-length dynamic key computed based on the file to be 
encrypted. It also uses an existing asymmetric encryption 
algorithm to encrypt. The goal is to produce a cipher text in 
relatively faster time than those of asymmetric algorithms. 
Based on this scheme, a prototype of a security vault is 
developed for managing keys in a central store such as 
Windows Registry.  

The rest of the paper is organized as follows. Section II 
reviews related work. Subsequently, Section III presents the 
proposed scheme, SwiftEnc algorithm, and describes each of 
its components in details. We then provide benchmarks 
comparing the proposed algorithm to existing encryption 
algorithms in Section IV. Finally, the paper conclusion is given 
in Section V. 

II. RELATED WORK 

There have been many trails in both the academic and 
industry sectors to produce fast encryption algorithms. 
However, each within its own domain, there hasn’t been much 
work on a general-purpose algorithm that encrypts any file 
with adequate performance. In this section, we shed the light 
on some of the recent work that has been made on fast 
encryption. Presumably, AES is considered the fastest accepted 
standard of an encryption algorithm worldwide [8]. However, it 
may not be suitable for very constrained environments and still 
more improvements are needed [9]. 

In [10], Wang et al. discussed the use of chaos-based fast 
image encryption algorithm for image encryption. They 
proposed combining the scanning process of an image on both 
stages of permutation and diffusion into one, thus reducing the 
time required for scanning dramatically. They partitioned the 
image into blocks of pixels and shuffled the blocks using 
spatiotemporal chaos and diffused them to change the pixel 
value at the same time. They also presented an efficient method 
for pseudo-random generation that is used within their 
algorithm [11].  

In [12], Verkhovsky explained the nature of encryption 
using Gaussians that belong to complex numbers family. He 
proposed a new algorithm that finds all cubic roots of Gaussian 
integers. The algorithm introduces some constraints with 
regards to encryption time. However, decryption is 
substantially slower than encryption and hence it only fits 
applications where only the sender has limited time. 

In [13], Hohenberger and Waters introduced an Attribute-
Based Encryption (ABE) algorithm with fast decryption. ABE 
is an expansion of public-key encryption that allows users to 
encrypt and decrypt messages based on their attributes. 
However, the complexity of decryption increases as more 
attributes are utilized. The proposed ABE scheme allows a 
cipher text to be decrypted with constant number of pairing, 
specifically 2 pairings, by increasing the private key size. 

In [14], LAE is described as a high-speed software block 
cipher that competes with AES on all standard platforms such 
as Intel, AMD and ColdFire. LAE works with 128-bit block 
size and similar key sizes to those of AES, i.e. 128, 192, and 
256. It’s shown that LAE is faster than AES due to the use of 
ARX operations (modular Addition, bitwise Rotation, and 
bitwise XOR) which are supported on most 32-bit and 64- bit 
platforms. Moreover, LAE rounds are all the same without 
requiring special end round. The authors also showed that LAE 
is secure against existing attacks. 

Among the attempts to develop encryption algorithms with 
low implementation complexity comes a promising class of 
lightweight techniques [15], [16], [17], [18]. For instance, 
PRESENT is a lightweight block cipher that has been shown to 
be 2.5 times faster than AES [9].  

The concept of dynamic keys or sequence of one-time 
symmetric cryptographic keys is described and analyzed in 
[19]. Based on this analysis, the advantages of dynamic keys 
are revealed in terms of security and efficiency. In essence, if 
the hacker is able to expose one message, the other messages 
remain secure. Lastly, in [20] and [21] some trials were made 
to accelerate the encryption process by the use of Graphical 
Processing Unit (GPU). However, these trials targeted High 
Performance Database Management System (DBMS). In [22], 
the use of GPUs was also noted to accelerate homomorphic 
encryption. 

Some systems and platforms have developed to provide 
solutions for big data and to establish secure vault for the 
increased number of keys, certificates and policies. Examples 
of these systems are the IBM InfoSphere [24], Oracle TDE 
[25], Microsoft TDE [26], and Volumetric Data Security 
products [27].   

III. PROPOSED CRYPTOSYSTEM 

In this section, we provide details on the proposed scheme, 
SwiftEnc. The implementation of SwiftEnc is aimed to be 
flexible and lightweight. Any available encryption algorithms 
can be included as long as they meet the requirements of 
SwiftEnc. The proposed scheme starts by acquiring a secret 
phrase (passphrase) from the user. This passphrase is used to 
generate a pair of public and private keys for the chosen 
asymmetric encryption algorithm. The private key can be 
discarded at this point while the public key should be stored. 
The user then selects a file to be encrypted and generates key 
material or key seed, h0, from the file itself and some secure 
pseudo-random numbers. Once the key material is generated, it 
is passed through a sequence of hashing. To increase the 
security by maximizing the entropy, the input to each hashing 
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step is output from the previous step XORed with a counter. 
The process stops once we acquire a bulk key, Ks, that has 
equal length to the file we intend to encrypt. 

To encrypt the file, a simple operation similar to stream 
cipher is then used. In our case, we XOR the key, Ks, with the 
file to generate an obfuscated secure output file that can be 
shared over insecure medium or stored locally. Meanwhile, the 
public key that was generated from the user supplied 
passphrase is used to encrypt the initial seed, h0, and store it 
with the obfuscated file. Figure 1 shows an outline for the 
process of encryption in SwiftEnc. The subsequent subsections 
provide more details on our implementation of the proposed 
SwiftEnc cryptosystem. 

 

 
 

Fig. 1. Outline of the SwiftEnc process.  

 

A. Key Generation and Management 

Asymmetric encryption is used to protect the file 
encryption key seed, h0. Our choice for asymmetric key 
generation and sharing in SwiftEnc is ElGamal public-key 
cryptosystem [23]. However, should the implementer of 
SwiftEnc make use of other asymmetric encryption algorithm, 
the general scheme still holds. For instance, using RSA 
requires the use of two keys: public key and private key. While 
the private key should be kept safe and private by its owner 
from unauthorized access (as the name suggests), the public 
key does not. Assuming a single platform on which the user 
intends to encrypt his assets or files for his own use, the public 
key can be kept in his home directory or in any sort of non-
protected data store, e.g. Windows Registry. In a scenario 
where a group of members communicate securely back and 
forth, each member’s public key should be announced within 
the group together with a certificate to authenticate the validity 
of the public key. 

To avoid the need to a trusted third party to issue a 
certificate, we use ElGamal algorithm for key generation and 
sharing. This algorithm is based on Deffie-Hellman key 
exchange and uses two keys at each of the sender and the 

receiver sides. These keys are generated in such a way to allow 
them to share a session key. For example, assume A is the 
sender and B is the receiver. Then, A should have Kprv,A and 
Kpub,A, and B has Kprv,B and Kpub,B. The receiver, B, starts by 
defining a cyclic group G of order p, where p is a large prime 
number. This cyclic group has a generator g. B then selects a 
private key Kprv,B < p - 1 randomly from G and calculates a 
corresponding public key Kpub,B as follows: 

 ,

, modprv BK

pub BK g p      

B announces the tuple (Kpub,B, g, p) or stores it in a shared 
folder. If A wants to securely send a file to B, it should obtain 
the tuple (Kpub,B, g, p) and selects a private key Kprv,A from the 
group G generated by (g, p). Then, A calculates an ephemeral 
public key Kpub,A as follows: 

 ,

,A modprv AK

pubK g p      

It also calculates a shared key, Km, to be used for encrypting the 
file encryption key seed, h0. The calculation of Km is as 
follows: 

 ,

,( ) modprv BK

m pub BK K p      

Km will be used to encrypt the message using ElGamal 
encryption algorithm and the encrypted message together with 
Kpub,A will submitted to the receiver. The decryption will be 
performed use inverse operation.  

As an alternative approach in SwiftEnc, we used SHA-512 
to hash the passphrase and the result x is identified as our 
private key. The passphrase could be of any length, 
complexity, and combination of characters’ groups, e.g. 
uppercase, lowercase, special characters, numbers, etc. The use 
of a passphrase introduces usability rather than remembering a 
random number. The passphrase can be fixed for all files or can 
be changed for each file. In our case, we made it fixed for all 
files in the vault. The passphrase goes through a one-way 
hashing function such as MD5 or SHA-512 to produce a fixed-
length hash string then use the first 128 bits or 512 bits, for 
example, as Kprv,B = x. Password-based key derivation is 
common in practice and industry standards such as PKCS and 
OpenPGP. In [28], a framework for the design and analysis of 
password-based key derivation functions (KDFs) is provided. 
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Fig. 2. SwiftEnc public/private key generation using ElGamal.  

Afterthat, G is chosen such that: x  G, x can be generated 
by g to some order 1 < x < p – 1 where p is a prime number. In 
our implementation, we used the BigInteger.probablePrime() 
method in Java to generate a value for  p. Once these 
conditions are met, we can identify our public key as per 
ElGamal and discard the private key, x, completely. Hence, 
avoid the overhead of storing an encrypted version of the 
private key; it can be generated whenever needed from hashing 
the passphrase. We can also pass x to the hash function, for the 
second time, and produce x1 which can be used to check the 
validity of the entered passphrase in later operation, i.e. 
decryption. Figure 2 illustrates this process for public/private 
key generation. 

One important concept to note here is that SwiftEnc doesn’t 
use the public/private key pair for encrypting/decrypting assets. 
Indeed, the passphrase and generation of keys don’t account for 
the confidentiality of the asset by any factor. However, the 
encryption/decryption depends on the asset itself as will be 
discussed in the subsequent sections. 

B. Seed Generation  

In SwiftEnc context, the seed refers to the string of 
characters that will be used to generate a symmetric key that, in 
turn, will be used to obfuscate the asset which the user intends 
to encrypt. However, this seed varies in length and value per 
each file. The seed is the secret that we want to insure that it’s 
properly protected, as obtaining the seed reveals the 
confidentiality of the asset as we will see in Section III-D. 

Since every file will have its own unique seed, the seed has 
to be stored along with the protected asset, however, in a 
confidential format. We will see in subsequent sections that the 
seed is necessary to decrypt the asset and return the file to its 
original state. The implementation of SwiftEnc can use any 
seed generation algorithm to associate a seed to a file under the 
following conditions: (a) The algorithm guarantees a sufficient 
degree of pseudo-randomness, and (b) The algorithm acquires 
very low probability of collision. In SwiftEnc, we create the 
seed from the first block of the file to be encrypted as indicated 
in Algorithm 1. 

 

Algorithm 1. Seed creation algorithm. 

C. File Obfuscation  

Once the seed is generated for the perspective asset that we 
intend to protect, the Symmetric Key Generation process and 
file obfuscation can start immediately. Obfuscation is the core 
of SwiftEnc on which the asset’s data are being randomly 
scrambled to generate an encrypted file. Moreover, this 
operation occurs with minimal processing power and fast 
timing, hence the term Swift. To assure that SwiftEnc 
accommodates larger file sizes, we use buffered streams to 
process the file sequentially.  

We generate a key from the seed by recursively hashing it. 
Since SwiftEnc is using SHA-512, the first 512 bits (64 bytes) 
of the key will be the hash of the initial seed h0. The following 
64 bytes will contain the hash of the resulting hash from the 
previous step, and so on. We repeat this operation until we 
reach a key equal in length to the first 64 bytes multiple that is 
larger than the file size. Next, we perform a regular XOR 
operation between each byte of the asset and the key and 
send/store the result as our encrypted file. The use of XOR 
with the hash gives SwiftEnc the low processing power and 
better performance over other encryption algorithms, however, 
we haven’t discussed what gives it a confidentiality level. 
Algorithms 2 and 3 demonstrate these processes. The 
illustration of the prototype operation is depicted in Fig. 3. The 
XOR operation is reversible in nature. So, we can use this 
property to decrypt the file and retrieve the original cleartext 
file. By only having the encrypted file and the seed, we can 
generate the same key by hashing the seed recursively and 
XORing it with the file, thus, revealing our file back.  

Data: File to encrypt (FE), Initial seed size (SS) 

Result: Initial seed (h0) 

FS = FE.getSize(); 

count = 0; 

while count < min(SS, FS)  do 

        h0[count] = FE.getNextByte();  

        h0[count+1] = SecureRandom();  

        count += 2; 

end 

while count < SS do 

        h0[count] = SecureRandom();  

         count++;  

end        

return h0; 
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Algorithm 2. Symmetric key generation for file encryption. 

 

 Algorithm 3. File obfuscation 

 

 

Fig. 3. Main steps for generating symmetric key and encrypting the data file.  

 

D. Seed Cryptography  

As we have seen, the seed is generated by extracting its 
value from the file and a pseudo-random number generator. 
The seed is also used to create a key that is equal in length to 
the length of the file. Once we obtain the key, we can encrypt 
our asset immediately and discard the key completely. 
However, obtaining the seed compromises the security of the 
system and redeems the asset unsecured. Once an unauthorized 
entity obtains the seed, our asset is no longer protected. 

To thwart against such threat, the owner of the asset should 
provide a layer of protection over the seed. SwiftEnc ensures 
that this layer is implemented by encrypting the seed using any 
well-known Asymmetric Encryption algorithm; in our case we 
have chosen ElGamal as discussed above using Km from Eq. 
(3): 


0 0. modmh h K p       

The encrypted seed, h’0, should be stored next to the file, 
appending/pre-appending it to the file, or in a data-house that 
could link it to the file. Upon decryption, we should retrieve the 
seed with respect to the file, decrypt it using ElGamal, then 
initiate the de-obfuscation as stated in Section III-C. To decrypt 
the seed, ElGamal has to calculate Km at the receiver then use 
its inverse in the cyclic group G to decrypt the seed: 

 ,

,( ) modprv BK

m pub AK K p      

 1

0 0. modmh h K p  

 

IV. EVALUATIONS 

We have developed the algorithm described above and built 
a prototype for a security vault as a central location for 
managing encrypted files and passwords. Figure 4 shows part 
of the user interface for the main menu and the security vault. 
We report some empirical experiments to benchmark SwiftEnc 
with another password-based hybrid encryption algorithm 
(Rijndael-RSA) [29]. Rijndael-RSA encrypts and decrypts 
using 256-bit Rijndael key where the key is encrypted using 
1024-bit RSA key, which is password-encrypted. All 
implementations were conducted in Java and experiments were 
run on the same machine using the specifications shown in 
Table I. 

TABLE I.  EXPERIMENTS SPECIFICATION 

OS 64 bit Windows 7 Professional 

Processor Intel Core i5-33M CPU 2.7GHz 

Memory 4 GB  

Implementation Java 1.7 
 

The algorithms are tested on three files of different sizes and 
content types. The first file is the readme file that comes with 
eclipse and contains HTML. The second file is the PDF of an 
initial version of this paper. The third file is MP4 file 

64 bytes 64 bytes 64 bytes 

64 bytes 64 bytes 64 bytes 

32  count =1 

SHA-512 SHA-512 SHA-512 SHA-512 

… 

… 

… 

count = n 

SecureRandom 

Output: Symmetric key (Ks) 

Input: Data File 

Data File 

Encrypted File 

32  

Data: File to encrypt (FE), Key (Ks) 

Result: Encrypted file (EF) 

FS = FE.getSize(); 

i = 0; 

while i < FS do 

        EF[i] = FE[i]  Ks[i];  

        i ++; 

end 

Data: File to encrypt (FE), Initial Seed (h0) 

Result: Symmetric encryption key (Ks) 

FS = FE.getSize(); 

SS = h0.getSize(); 

count = ceil(FS / SS); 

key0 = hash(h0); // key0 subscript means block 

Ks =  key0[0..SS]; take the first SS bytes   

i = 1; 

while i < count  do 

        keyi = hash(keyi-1  i);  

        Ks = Ks || keyi[0..SS];   // concatenation  

        i ++; 

end 

return Ks; 

Combine 
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corresponding to “The Flash 2014 Season 1 Episode 01”. The 
performance measures are reported in terms of: average time 
and speed. The time includes I/O reading and writing times, the 
key generation, encryption and decryption. The speed is 
calculated as size in MB divided by time in seconds. Table II 
illustrates the average times in seconds for five runs as well as 
the speed.  

 

(a) Main menu interface  

 

(b) Vault interface  

Fig. 4. Screenshot a security vault protype based on SwiftEnc for encryption 

and decryption.  

 

TABLE II.  COMPARISION OF AVERAGE OVERALL TIME (SEC) AND SPEED 

(MB/SEC) APPROX TO 4 DECIMAL DIGITS 

Input File SwiftEnc Rijndael-RSA 

Size (MB) Type Time Speed Time Speed 

0.1 HTM 0.2444 0.4092 2.9204 0.0342 

0.773 PDF 0.6598 1.1716 14.6696 0.0527 

272 MP4 187.7854 1.4485 4925.0770 0.0552 
 

 

V. CONCLUSION 

This paper discussed the trade-offs of encryption 
algorithms and how they can impose a barrier on the value of 
assets due to their relatively high processing time. We 
introduced a new hybrid algorithm, SwiftEnc, and security 
vault prototype, that can be used to overcome this barrier and 
allow for rapid encryption with low processing power. The 
vault prototype provides a central local store for securely 
managing keys and encrypted files. The framework can be 
customized with different cryptographic functions to 
accommodate various security standards enforced by an 
organization. SwiftEnc showed better performance when 

compared to another algorithm. When used for communication 
over the Internet, message exchanges between the sender and 
the receiver can also include timestamp and nonce to counter 
replay attacks. 
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Abstract—On-Demand CRM is of particular significance to small and medium-sized organizations as they are faced with budget and 

time restrictions. However, the failure rate of CRM in organizations is still considerably high. The CRM On-Demand market is 

saturated with multiple vendors offering similar solutions. Due to technological advancements, SME managers tend to not understand 

thoroughly the key drivers of On-Demand CRM solution. Some managers have left much of the understanding of the technical artifacts 

to the cloud vendors. There exists a research gap, which renders technical variables not part of the management decision-making 

activities. This research aims to address this gap in the CRM domain and focus on the technical aspects of evaluating On-Demand CRM 

in a bid to aid managers in decision-making. The design science research approach is adopted. Quantitative data analysis methods were 

used to test and validate the proposed evaluation criteria. The results indicate that from a technical quality perspective, there are 

various non-functional attributes that form a part of the CRM evaluation process in the cloud. This framework can be improved upon 

further by studying the functional, process and people factors that affect the buying decision of CRM. 

 

Keywords— On-Demand; CRM; evaluation; cloud. 

I.  INTRODUCTION  

CRM (Customer Relationship Management) is a 
technology-based and technology-integrated business process 
management strategy for applications marketing, sales and 
service that maximizes relationships between customer and 
organizations [4]. Cloud computing combined with On-
Demand services over SAAS (Software-as-a-Service) 
architecture has penetrated CRM systems, too. Customers can 
access applications and data from a “cloud” anywhere in the 
world on-demand [1]. This has convinced many organizations 
to buy SAAS-based solutions irrespective of their geographic 
location. The On-Demand CRM market comprised 32% in 
2011 and 39% in 2012 of the total CRM market [2]. Hence, 
On-Demand CRM cloud-based SAAS applications for 
businesses are seen as a growing trend among organizations, 
especially SMEs (Small and Medium Enterprises). SMEs are 
defined as small and medium sized enterprises with a number 
of employees not greater than 250 and an annual turnover not 
greater than EUR 50 million [3]. Another point worth 
considering is that customer retention is also becoming 
increasingly important to SMEs because of their limited 
resources. Hence, SMEs, with their restricted budgets and 
deadlines look at cloud-based hosted CRM solutions as an 
attractive option. This is highly influenced by the pricing 
model of cloud-based SAAS CRM, which is valued on a per 
user per month basis [4]. The customer only has to pay for the 
usage of the service, which is much cheaper when compared to 

traditional On-Premise solutions, which entail high installation 
costs upfront [5]. However, for the sake of low costs and quick 
installation, the SME can be tricked into buying a solution that 
may not meet the business needs. This may result in loss of 
customers, which is unaffordable and a huge risk for the SME. 
Along with insufficient knowledge of On-Demand models of 
CRM and technological factors, AMR Research found that 
47% of companies surveyed reported serious challenges with 
end user adoption [6]. 

The evaluation of On-Demand CRM selection is often 

confused with cloud service evaluation only, thereby 

neglecting other factors that can be CRM specific, as well as a 

mix of CRM and cloud technology. This requires managers to 

narrow their focus to On-Demand CRM systems within the 

cloud.  

II. RELATED CONCEPTS 

 

This section provides an overview of the concepts like 

cloud computing, cloud architecture and On-Demand CRM. 

A. On-Demand CRM 

On-Demand CRM is a low cost customer relationship 

management solution delivered over the Internet via the cloud. 

“Customer relationship management (CRM), is a model for 

managing a company’s interactions with current and future 

customers, involves using technology to automate and 
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synchronize sales, customer service and technical support” 

[8]. These are comparatively cheaper services compared to 

traditional On-Premise CRM solutions, as they do not require 

installation at the place of business. There is no maintenance 

or upgrade costs either, as the cloud provider of these services 

is responsible for maintaining these functions. The service is 

viewed as On-Demand, with customers paying only for what 

they use. 

B. Cloud Computing 

Cloud computing is considered a new technology trend as 
well as a disruptive technology1. There are many definitions for 
cloud computing. “Cloud Computing provides the facility to 
access shared resources and common infrastructure, offering 
services on-demand over the network to perform operations 
that meet changing business needs” [1]. Hence, customers will 
be able to access applications and data from a “cloud” 
anywhere in the world on-demand. It also provides facilities for 
users to manage their applications on the cloud, which entails 
the virtualization of resources [9]. However, these definitions 
are subjective and based on the perspectives they have been 
derived from. From the point of view of the users or consumers 
who actually use the services offered through the cloud, cloud 
computing could be defined in terms of the low cost, fast 
access, reliable form of service. From the point of view of 
vendors or suppliers, it is simply a model for providing and 
renting computer resources in a bid to optimize their use [10]. 
From a business point of view, it is a new way of reaching out 
to customers and providing services at a fast and reliable speed.  
Reference [11] describes SAAS as applications that are custom 
built as per business needs. They are provided to the end users 
via clouds that can be public, private or hybrid without the 
need to manage the platform on which they run or installing 
them on users' machines. An example of this is Salesforce.com 
CRM. 

C. Cloud CRM Architecture and SAAS 

SAAS is the basis of cloud CRM. The striking feature that 

makes it faster and more flexible when compared to On-

Premise CRM is its multitenant architecture in a web-based 

framework. Multi-tenancy is an architecture framework in 

which a single instance of a software application serves many 

customers in isolated instances for each user. Each customer is 

called a 'tenant'. Tenants may be given the ability to customize 

some parts of the application, such as the page layout or the 

user interface, but they cannot change the application code. 

This is a kind of “one-to-many” model, whereby an 

application is shared across multiple clients. This framework 

promotes flexibility and greater speed, as there is no need to 

provide separate software for each tenant. They all have the 

same copy of the application, which they can access and 

customize, but each with a different user login. Hence, instead 

of installing and maintaining the software, users can access it 

                                                           
1 Technology or innovation that transforms business and global economy. 
http://www.forbes.com/sites/gregsatell/2014/01/05/why-the-cloud-just-might-be-the-most-disruptive-

technology-ever/ 

 

via their internet browser, which frees the providers and 

businesses from complex and time-consuming software and 

hardware management. Thus, SAAS infrastructure and 

technology, alongside cloud computing, helps to improve the 

quality of CRM implementations and address CRM as a 

Service or “Hosted CRM”.  

D. Scope And Limitations 

The project aims to narrow down the research in order to 

categorize cloud CRM specifically and specific end user 

usability attributes that influence the selection decision. The 

focus is limited to evaluating technological and end user 

attributes. The architectural factors are not considered 

extensively because there is already good research available 

on cloud applications evaluation frameworks, which is highly 

influenced by cloud architecture and deployment style [7]. In 

addition, vendor related financial factors were not considered 

within the scope of this research due to time limitations. As of 

now, no country limitations feature as part of this research. 

The remaining sections discuss the related concepts, literature 

review and research approach and results. 

 

III. RESEARCH APPROACH 

Design Science (DS) is a method via which the boundaries 
of human and organizational capabilities can be extended 
through the development of innovative artifacts [12].  This 
paper proposes evaluation criteria for selection of On-Demand 
CRM systems for SME. SME are goal oriented business 
entities. One problem in this area is the difference between the 
goal state and current state of the system. This problem is often 
solved by designing effective business processes [12]. Hence, a 
framework in the initial stage of the business process 
construction, such as pre-selection or selection of a CRM 
package, plays a major role in enabling effective business 
processes to achieve these goals. The real essence of the 
Design Science research method can be realized from the fact 
that it addresses two fundamental questions: 1) "What utility 
does the new artifact provide?” and 2) “What does that utility 
demonstrate?” In addition, the method also requires that the 
artifact or research adequately maps to the real world; in other 
words, this approach requires rigor. If it does not then there is 
no utility as it is not implementable. Thus, if there is no utility 
then its broad acceptance and future contribution is limited. 
The reasons highlighted above are the prime motivators for 
adopting this approach for research in the CRM domain 
regarding cloud-based software selection, as this research 
clearly addresses a real world problem and consider a tangible 
solution, or at least an implementable solution, which has been 
well evaluated as a part of the research. Reference [12] 
emphasizes on two very important stages of research. They are 
Develop/Build and Justify/Evaluate. A link is created between 
these two stages by focusing on the need to evaluate and justify 
the propositions so that they can be added to the existing 
knowledge base. The beauty of this approach is also 
understood from the fact that it challenges researchers to assess 
the relevance of the research topic they have chosen and its 
alignment with business needs within the organizational 
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context. The methodology starts with a literature review to 
understand various parameters. A survey in the form of 
questionnaires is distributed to the CRM audiences including 
varied mix of respondents from all three perspectives i.e. 
Customer, provider and user. Quantitative analysis is 
conducted on the survey data collected. Correlation and Means 
method is adopted for analysis. 

IV. LITERATURE REVIEW 

Reference [14] brings to light the strategic perspective that 

requires concerned stakeholders to take into account the cloud 

architecture and advancements while assessing the CRM 

solutions. Hence, any evaluation for On-Demand systems 

would lie at the intersection of cloud computing characteristics 

and CRM. Thus, the first task is to identify various 

stakeholders and their perspectives that will influence this 

decision. Reference [13] suggests there are two types of 

stakeholders in the area of CRM applications. One is the 

“consumers”, which includes the companies that implement 

the CRM On-Demand solutions, IT investors and decision 

makers. Second is the “providers”, which includes the vendors 

that provide the hosted On-Demand CRM solutions in the 

cloud-based architecture. However, another set of key 

stakeholder are “end users” of applications, who might be 

technical staff or non-technical teams such as sales or 

marketing. These users can no longer be termed as "web 

users". It may be more appropriate to call these CRM users 

"cloud users", considering the cloud infrastructure through 

which they access these applications. Thus, evaluation of On-

Demand CRM needs to take into account these key sets of 

stakeholders and users and evaluate it from user perspective, 

too. Reference [15] propose the key quality factors, SAAS 

features and metrics for evaluating and assessing these quality 

attributes as based on IEEE 1061 standard which is the 

standard software quality evaluation methodology. The factors 

that they identified are reusability, customizability, data 

management, scalability, availability and pay per use. Thus, 

the attributes proposed can be seen as crucial from the cloud 

architecture point of view. Pay per use is a factor that is a 

significant economic consideration for a SME. Reference [15] 

work points out that in case of cloud-based SAAS 

applications; the software itself is a target of reuse. Reference 

[15] argues that reusability is no longer limited to the number 

of modules that can be re-used for different requirements. 

They associate scalability and availability to the properties of 

the process and network, rather than simply the system. 

Reference [16] maintains that any CRM package is 

ultimately a software product and the product quality will 

highly influence any selection decision regarding the software. 

The product quality evaluation therefore forms an important 

part of any CRM evaluation. From an architectural point of 

view, reliability, control of data, integration, high availability 

and security parameters are of utmost importance to any cloud 

service evaluation. Although their work and framework can be 

generalized for any cloud application, some CRM specific 

evaluation attributes still need to be taken into consideration 

when making the selection decision. In the next section, we 

will consider cloud evaluation attributes in the context of On-

Demand CRM. 

Many authors suggest other non-technical attributes 

as being part of CRM evaluation. These are vendor market 

presence, TCO (total cost of ownership), pricing model or 

cost, vendors' roll-out time, service training and support, 

geographic reach and support, change management, 

management commitment, etc. [17][18][19][10][14]. As 

previously highlighted, these non-technical aspects have been 

thoroughly addressed in the literature. Reference [4] points out 

that the technology factor will be an enabler of entire business 

process and therefore needs to be constantly studied and 

addressed according to advancements in technology. Taking 

into consideration the scope of this research, we focus on the 

technical factors that affect the CRM On-Demand evaluation 

process. Vendor related attributes are not considered, as the 

expertise and dependability of vendors are context dependent 

and may vary according to geographic region and partner 

networks. The functional attributes of On-Demand CRM have 

been widely investigated in the literature and as such, all the 

functionalities present in On-Premise CRM are mirrored by 

vendors in On-Demand CRM. Reference [20] suggests that 

organizations must obtain an informed view of technology and 

perform technical evaluations to aid in a timely and balanced 

decision regarding CRM evaluation. The reason for emphasis 

on the technical variables is that many managers who are 

typically in-charge of the final selection of the CRM On-

Demand application find it difficult to identify the technical 

variables. Reference [21] argues that organizations and 

managers have left much of the understanding of the technical 

IT artifacts to the technology vendors, for example cloud 

vendors. This view has been reinforced by the large number of 

whitepapers published by many cloud vendors discussing the 

technical details of the products and technology and their 

overall market implications [19][14][22]. However, it can be 

argued that viewing the assessment parameters through lens of 

the cloud CRM vendors may not always be the best decision, 

given the probability of vendors' biases and their intentions to 

market the product and technology they aim to sell.  

Reference [21] points out that there does exist a research 

gap, particularly in the IS (Information Systems) field, which 

renders technical variables not part of management decision-

making activities. We have therefore excluded the functional 

and other non-technical evaluation attributes related to process 

and people from the scope of this research. 

 

V. EVALUATION CRITERIA 

A. Evaluation Attributes In Context Of On-Demand CRM 

1) Reliability: The degree to which a software product 

maintains a specified level of performance under 

specified conditions is referred to as its reliability 

[23]. In the context of On-Demand CRM, this 

reliability is the ability to ensure constant operation 
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of the system without disruption, i.e., no loss of data, 

no code reset during execution, etc. It can be argued 

that there is a strong relationship between availability 

and reliability; however, reliability focuses in 

particular on the prevention of loss (of data or 

execution progress), which is vital in the case of 

CRM systems. 

2) Availability & Robustness: Availability is the ability 

of introducing redundancy for services and data so 

that failures can be transparently masked. With 

increasing concurrent access as a result of an 

increased number of CRM users logging in from a 

variety of devices such as mobile phones, web 

computers and tablets; availability is particularly 

achieved through replication of data/services and 

distributing them across different resources to 

achieve load-balancing. 

3) Scalability: The ability of the On-Demand CRM 

application infrastructure to handle a growing 

number of resources accessing it is referred to as its 

scalability. On-Demand CRM is a cloud application 

and cloud systems focus largely on horizontal 

scalability (instance replication) rather than 

scalability (changes in the resource structure) [24]. 

4) Security, Privacy and Compliance: On-Demand 

CRM houses customer and critical business data. The 

security and privacy of data is observed as one of the 

top challenges of cloud CRM systems [25]. The most 

obvious concern is lack of control over data and code 

distribution. It can be argued that an attribute such as 

multi-tenancy, which is an important enabler of the 

provision of scalability, can also be seen as a disabler 

for security and privacy purposes. This is because 

multi-tenancy allows multiple users to access the 

same copy of an application in different instances. 

This could invite untrustworthy entities who may 

misuse the infrastructure for hacking and DOS 

(Denial of Service) attacks. In hosted CRM software, 

all data and applications are hosted in vendor servers 

in the cloud, and vendors are responsible for its 

security. Reference [25] argues that this might not go 

well with some organizations like financial banks and 

health enterprises, where confidentiality of data is a 

prime concern. Hence, such organizations may not 

opt to relinquish control of all their business data to 

external cloud providers. Mirrored data-centers, 

vendor backup and disaster recovery mechanisms in 

service level agreements (SLA), security audits and 

security attestation such as ISO27001 are seen as 

solutions for the security purposes by various groups. 

Jurisdiction of hosted data, legislation models in 

different countries and compliance of cloud providers 

with regulations in specific countries are also seen as 

issues (EU, 2010). The relative importance of this 

attribute cannot be side-lined, considering the nature 

of CRM business. Security and privacy concerns are 

seen as a never-ending issue in almost all web-based 

CRM applications. However, separate dedicated 

teams can be made available to address these issues. 

5) Integration: In an InformationWeek research survey, 

Reference [26] argues that although integration 

facilities are provided by cloud CRM vendors, 

integration with non-SAAS applications remains a 

top SAAS challenge (62%), as voted by 159 

companies who use or are planning to use SAAS. 

CRM On-Demand is a SAAS product; hence, 

integration tools provided by cloud applications 

forms an important evaluation criteria for On-

Demand CRM. This is because many CRM systems 

interact with legacy systems or pool data in and out 

from legacy systems. 

6) Usability: Reference [23] defines Usability for 

software products as the capability of the software 

product to be understood, learned, used and be 

attractive to the user when used under specified 

conditions. Usability is an inherent and measurable 

property of all interactive digital technologies. The 

users are not simply the end users but also business 

users or non-technical users such as a sales team, 

marketing team, etc., for whom the ease of use of a 

system and its operability will enhance their time for 

marketing; thus, improving the efficiency of business 

processes. 

7) Customization: It is defined as the ability to tailor the 

system according to business needs [23]. This can 

mean tailoring or customizing the business process 

functionality or the usability features. This is broadly 

referred to as configuration in within the context of 

CRM. Reference [22] argues that the customization 

ability of the On-Demand model is restricted to a 

codeless basis as a result of security reasons. Hence, 

one attribute may sometimes suffer at the cost of 

making others better. However, with the high level of 

complexity of business requirements observed in this 

agile work era, this attribute has gained due 

importance. 

8) Mobility: Reference [19] defines mobility for CRM 

applications as the ability of the CRM solution to 

support a mobile workforce. This includes the 

breadth of platforms supported and online and offline 

capabilities according to the functionality addressed. 

Social media integration is another current market 

differentiator. Some features include mobile device 

application and support, iPad and tablet support, 

cross-browser CRM application support and social 

media integration (Facebook, Twitter, LinkedIn) with 

CRM applications. Real-time access to a CRM 

system through mobile phones (WAP, WML and 

voice), real-time access to CRM system through 

PDAs, Palm, Windows and BlackBerry devices etc., 

are vital for cloud-based CRM evaluation. Most 
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CRM applications today cannot ignore this attribute, 

as it truly functions as a market differentiator. 

9) Multi-tenancy: The framework acts as an evaluation 

criteria, as it is based on cloud architecture. In this 

way, the same resource is assigned to potentially 

multiple users at the same time in multiple isolated 

instances. Information is maintained in separate 

tables for each user at a database level. However, 

there are variants of this option available for cloud 

systems. Discussion of these variants is not within the 

scope of this research. These are also not applicable 

to CRM systems, as most instances of application of 

CRM in the cloud are SAAS based with the multi-

tenant variation of web-based architecture applied. 

Hence, this attribute is part of cloud architecture 

evaluation. Since most vendors provide CRM 

applications with the same variant of multi-tenancy, 

we wish to skip this as an evaluation attribute for On-

Demand CRM. 

10) Multi-Channel Support: The solutions ability for 

supporting a diverse array of communication 

channels such as email, in person, telephone, web 

portal interactions and social media can be defined as 

multi-channel support for CRM. All channels must 

be tightly integrated with the CRM application so 

that agents can handle client tickets coming in from 

all channels (emails, chat, telephone, social networks 

and web) without switching to any third party 

applications, i.e., he/she should be able to chat, reply 

to emails, take/dial calls, etc., all within the same 

application. Through recent research, Reference [27] 

concludes that high-quality seamless customer 

experience is impacted strongly by mobile and online 

communication channels. However, they warn SMEs 

not to neglect offline features and to make sure online 

and offline features are well connected, as the 

experience of one channel directly influences the 

customer’s willingness to engage via another 

channel. 

11) Reusability: The ability of the software code to be re-

used to serve multiple applications and thereby 

eliminating reworking and redundancy is referred to 

as its reusability [23]. Reference [15] argues that in 

the case of On-Demand CRM, the entire SAAS 

solution can be viewed as a unit of reuse provisioning 

services to different companies using the same On-

Demand application with customizations as required 

according to user needs. Hence, this evaluation 

attribute is not considered particularly important in 

the case of On-Demand CRM evaluation. 

12) Data Management: As per cloud SAAS infrastructure 

for CRM applications, many users access the same 

copy of an application. Many users can customize, 

add or remove data according to their business needs. 

Sometimes, in order to achieve scaling, data is 

distributed flexibly across multiple data sources. At 

the same time, the system needs to be aware of data 

location. The size of data may change at any time 

with the help of scalability; hence, data management 

is a crucial evaluation attribute for almost all cloud-

based applications. This can also overlap with the 

security and privacy attribute of evaluation. It is also 

a crucial concern in the 'age of Big Data'. This aspect 

is, however, now more important at the vendor side, 

as they might have different ways of managing data 

[24]. Hence, we classify this attribute as vendor 

dependent, too, though it is impacted by the cloud 

architecture. 

13) Analytics: In this era of Big Data, the volume of data 

continues to grow on a daily basis. Data also 

continues to grow in CRM applications. This in turn 

gives even more importance to analysis tools. Data 

analysis can yield insight into businesses for 

enhancing their competitive advantage [19]. This can 

help non-technical teams such as sales and marketing 

teams to generate leads and opportunities more 

efficiently and drive them to completion. These 

analytic features are current needs and should be part 

of even basic editions of On-Demand CRM 

applications. These analytic tools can also be used to 

conduct historical and comparative trend analyses to 

gain insight into emerging opportunities and critical 

issues. Reference [28] claim that these analytic 

features can help turn information into insights and 

turn these insights into results. One example is 

Dashboards within which, users can access a deeper 

analysis and specific records for diagnosing issues. 

Predictive analysis and data mining processes 

embedded in analytics features can help 

organizations gain additional business intelligence. 

These features can turn simple and huge volumes of 

data into Smart Data that enhances CRM 

productivity. 

14) Reporting Tools: Following analysis of the huge 

volume of data, the requirement is to make this data 

available in the form of reports for easy 

understanding and tracking. This involves features in 

CRM application that facilitate creation, modification 

of reports and exporting, formatting, filtering, sorting 

and applying logic to data contained within the 

reports. 

 

VI. RELEVANT THEORIES 

This research is based on the DS research approach 

proposed by Reference [12], which provides guidelines for 

researching in the information systems field to devise 

innovative artifacts. Cloud-based On-Demand CRM is a new 

technology trend and can be considered an innovation in itself, 

due to SAAS delivery mode of service. Reference [29] 

proposed a theory of Information Systems called the 

Technology Acceptance Model (TAM), which posits that 
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perceived usefulness2 and perceived ease of use of a system 

determines an individual’s intention to use the system. 

Reference [29] argues that new technologies are complex to a 

set of users who are already used to a particular system and a 

way of doing tasks. This gives rise to an element of 

uncertainty in their minds, which has a direct impact on the 

rate adoption of these technologies. Cloud- based On-Demand 

CRM is identified as one of the disruptive technologies that 

have transformed the way of doing business [30]. We 

therefore logically conclude that the evaluation of On-Demand 

CRM should also focus on attributes that will enhance the 

perceived ease of use of the system, which in turn will 

enhance its usefulness and rate of adoption by SME users. 

This attribute is identified as usability. 

In another theory called “Diffusion of Innovations”, 

Reference [31] argues that innovation’s3 relative advantage 

has a direct impact on the rate of adoption of new technologies 

and systems. In this case, SMEs can be considered the unit of 

adoption or organizations. Relative advantage can be 

described as the potential benefit gained by adopting the 

innovation as opposed to using an existing idea or system [31]. 

Customization, analytics features and multiple channels of 

accessibility can be seen as innovative attributes in On-

Demand CRM. The relative advantage gained can be 

considered in terms of increased customer satisfaction, faster 

cycle times and increased ROI for SME. These innovation 

attributes directly enhance the rate of adoption of On-Demand 

CRM by SMEs. Taking into account reference [31] theory, it 

can be said that the evaluation of On-Demand CRM will have 

a direct effect on its rate of adoption in SMEs. This is because 

the main goal of SMEs looking for cloud-based CRM 

solutions is to make the best use of cloud-based CRM On-

Demand systems in order to enhance their business 

productivity and profitability. Reference [31] points out that 

any innovation exhibits some characteristics, for example, 

compatibility, complexity, trialability and observability, and 

that these characteristics affects its rate of adoption by SMEs. 

We have already discussed the relative advantage 

characteristic separately, as it can be measured more in 

economic terms, as previously discussed. We therefore 

excluded it from the list of evaluation and discussed the rest of 

the characteristics. By applying reference [31] theory, we also 

propose another evaluation attribute, i.e., “Free Product 

Trials”, which were offered by cloud CRM vendors to SMEs. 

However, we consider this attribute to be more vendor- 

specific. 

VII. ANALYSIS AND RESULTS 

A. Mean 

The means of the proposed evaluation criteria indicate the 

average of the importance on 1-5 Likert scale as seen by 

the respondents. The criteria sorted according to the means 

                                                           
2 The extent to which an individual perceives that using the ‘object’ will increase the performance of 

the individual [29]. 
3 An idea, practice or object that is perceived new by an individual or unit of adoption [31]. 

(importance) are shown in the table I below. According to 

the respondents, the most important criteria from an 

architectural perspective are availability, reliability and 

security as shown in table I below. The most important 

evaluation attributes from the technical quality perspective 

are observed as usability and mobility with means above 

4.0. Looking at the means below, it can be inferred that 

none of the attributes proposed as a part of the evaluation 

framework were seen as unimportant by the respondents. 

TABLE I.  MEANS OF ON-DEMAND CRM 

EVALUATION ATTRIBUTES 

Evaluation Attribute Mean Importance 

Reliability 4.23 
Very 

Important 

Availability 4.07 
Very 

Important 

Scalability 3.97 Important 

Security 4.27 
Very 

Important 

Usability 4.47 
Very 

Important 

Integration 4.00 Important 

Customization 4.00 Important 

Mobility 4.03 
Very 

Important 

Multi-Channel Support 3.83 Important 

Analytics 4.00 Important 

Reporting Tools 3.97 Important 

Free Product Trials 4.19 
Very 

Important 

 

B. Correlation 

Pearson’s correlation is used to explore the relationship and 
strength of the relationship between attributes. On careful 
interpretation of the quantitative statistical output, it can be said 
that there was no negative correlation observed among any 
variables indicating that none of the attributes reverse the 
importance of other attributes. Hence, all attributes are deemed 
appropriate for the evaluation of On-Demand CRM. The value 
of Pearson’s correlation coefficient indicates the strength of the 
relationships. Reference [32] suggests that for careful 
understanding of the strength of the relationships, the 
guidelines that can be applied which group correlations 
strength as small (r-value=0.10 to 0.29), medium (r-value= 
0.30 to 0.49) and strong (0.50 to 1.0) [33]. The correlation 
results are shown in table II below. Strong positive and 
moderate positive correlations among the attributes are 
selectively shown below. 

TABLE II.  CORRELATION OUTPUTS FOR ON-DEMAND CRM 

EVALUATION ATTRIBUTES 

Attribute 
Pearson’s 

correlation(p) 
Strength 

Availability 
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Reliability  0.730 

Strong Positive 
Scalability 0.686 

Security 0.652 

Reporting tools 0.652 

Reliability 

Availability 0.730 

Strong Positive 

Scalability 0.697 

Security 0.737 

Analytics 0.677 

Reporting Tools 0.605 

Scalability 

Availability 0.686 

Strong Positive Reliability 0.697 

Security 0.602 

Security 

Availability 0.652 

Strong Positive 
Reliability 0.737 

Scalability 0.602 

Reporting Tools 0.789 

Integration 

Customization 0.429 
Moderate Positive 

Mobility 0.384 

Customization 

Mobility 0.627 

Strong Positive Multi-Channel 

Support 
0.632 

Usability 

Multi-Channel 

Support 
0.646 

Strong Positive 

Analytics 0.612 

Mobility 

Customization 0.627 

Strong Positive Multi-Channel 

Support 
0.760 

Multi-Channel Support 

Customization 0.632 
Strong Positive 

Usability 0.646 

Analytics 

Reporting Tools 0.811 
Strong Positive 

Usability 0.612 

Reporting Tools 

Security 0.789 
Strong Positive 

Analytics 0.811 

Free Product Trials 

Availability 0.399 

Moderate Positive Reliability 0.577 

Usability 0.595 

 

C. Results 

 The results indicate that the proposed evaluation 

attributes from a technology perspective for On-Demand CRM 

systems will have a direct impact on the implementation. This 

is substantiated by the high mean values of above 4.0 for 

attributes such as usability, security, mobility and availability. 

The highest mean value of 4.47 for usability indicates that user 

perspective directly impacts the technology perspective. This 

is consistent with the AMR Research survey results that 

indicated 47% of companies reported serious challenges with 

end user adoption [6]. The mean results and analysis of 

variances across the SMEs surveyed indicated that none of the 

attributes proposed were seen as completely inappropriate by 

the SMEs for evaluation. This substantiates the suitability of 

the chosen attributes and validates our two main objectives of 

identifying and proposing evaluation criteria for cloud CRM 

for SMEs from a technical quality and user perspective. The 

two attributes with strongest positive correlations between 

them were reporting tools and analytics. These attributes are 

utmost important in this era of Big Data as the businesses in 

order to enhance their competitive advantage need to capture 

markets through good analysis of huge data at their disposal 

[19]. However, in order to gain proper insights from these data 

and turn them into results and prospective business 

opportunities, a good reporting feature is inevitable. This is 

because managers who analyze and transform this data into 

results need a user friendly interface to transform and 

understand the data. This all has to be well integrated in the 

same system. Many participants suggested Free product trials 

as an evaluation attribute. This was observed as an attractive 

feature that lets SMEs test and experience the CRM cloud 

system and its capabilities well before buying them and 

perform a suitability check. However, in cases where it 

doesn’t fit the company’s needs, customization abilities can be 

considered as a deciding feature. This is illustrated by the fact 

that customization to suit client needs was considered as an 

important attribute by all organizations in the survey 

irrespective of the size of the organizations. The research 

findings add to a growing body of literature on cloud-based 

On-Demand CRM and evaluation. This meets one of the 

guidelines of the Design Science research approach that 

requires the research conducted should make a good 

contribution to the existing knowledge base [12]. 

VIII. CONCLUSION 

In this paper, we proposed On-Demand CRM evaluation 
criteria from a technology and end-user perspective. This can 
ultimately enable decision makers to make a sound choice of a 
cloud-based On-Demand CRM solution for their business 
needs. The initial literature review helped us extract 
appropriate On-Demand SAAS based CRM evaluation 
attributes and cloud evaluation attributes. These were then 
filtered as per the scope of the research. Evaluation criteria was 
tested, validated and evaluated through a survey and 
quantitative analysis. 

IX. FUTURE WORK 

In future, the participants could be interviewed as well as 

surveyed using a mixed method approach to gain a deeper 

understanding of the subject. This study can be extended to 

focus only on large organizations and the results can be 

compared with the results of the SMEs to gain a better 

understanding of the evaluation criteria for cloud CRM. In 

addition to this, the research could also be conducted across 

the organizations in a specific country. As highlighted earlier, 

the people and process factors were not considered within the 

scope of this research. However, CRM as a business strategy 

is a mix of three factors: people, process and technology. The 

incorporation of the proposed evaluation criteria with the 

people and process factors such as functionalities offered by 

CRM system, cost etc. can provide a more complete and 

robust framework for evaluation. 
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Abstract: In the world of evolving technologies  the energy like solar or electricity  and utilities industry, plays major role 

includes smart meters and smart grids, which provides companies with exceptional capabilities for forecasting demand, 

determining customer usage patterns, preventing outages, minimizing the loss and more. Advances in technologies and its 

usage generates unprecedented data volume, speed and complexity which should be preserved securely for later usage for 

accurate predictions. Managing the large volume information generated by short-interval reads of smart meter data by 

various smart devices is a challenge for existing IT resources in storing them and also ensuring the privacy of sensitive 

customer meter data is also a major issue in smart meter deployments. Security should be provided for data which is stored at 

data centers at cloud and also at local energy distributer centers at two tiers. In this paper we focus on security regarding 

storage of big data at data centres as well as at local distribution such as databases. So we propose MDET (Multiple Data 

Encryption Technique) which allows encryption of each record two times at storage centres by using Generator based 

encryption technique. In this technique the data in the database is encrypted twice so that the data record should be decrypted 

once at data centre as well as at the local distribution centre by private keys at two levels so that privacy of consumer data is 

not lost at either data storage centre at cloud or at local distribution centre. 

Keywords---Smart grid, Goals of smart grid, Functions of smart grid, Securing Grid data, Big Data centres, Encryption and 

Decryption.  

I. INTRODUCTION 

  A  Smart Grid  as a digitally 

enabled electrical grid that combines modern IT 

technology with Electrical system that gathers, 

distributes  and acts on information about the behavior 

of all participants (suppliers and consumers) in order to 

improve the efficiency, importance, reliability, 

economics, and sustainability of electricity services . 

The deployment of advanced metering infrastructure 

(AMI) and intelligent supervisory control and data 

acquisition (SCADA) systems is essentially all about 

improving the amount and quality of data that utilities 

have on supply and distribution. Data is the 

fundamental currency of the smart grid. A clear 

understanding of how this data is generated, what it 

consists of and the benefits it can be used to deliver is 

critical to realizing the fullest possible returns from 

smart grid investments. Over the past 50 years, 

electricity networks have not kept pace with modern 
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challenges, such as: Data storage, Security threats, from 

either energy suppliers or cyber-attack, national goals to 

employ alternative power generation sources whose 

intermittent supply makes maintaining stable power 

significantly more complex. In general, data 

management design in any context should optimize 

outcomes in two ways. First, it should extract clean, 

consistent and well understood information that drives 

targeted benefits for the business. And second—having 

identified those benefits—it should minimize the costs 

of infrastructure needed to obtain and process the data 

necessary to deliver these benefits. Before inception of 

Smart grids the data relating to distribution of electricity 

collection is very rudimentary like consumption data on 

customer premises one data point a month per 

customer. But Smart grids have changed things. The 

deployment of advanced metering infrastructure (AMI) 

and intelligent supervisory control and data acquisition 

(SCADA) systems is essentially all about improving the 

amount and quality of data that utilities have on supply 

and distribution. The advent of AMI has increased the 

level of data collection dramatically from megabytes to 

Exabyte which requires Data centres and cloud 

infrastructure. Modern Smart grid data should be 

maintained at data centres at cheap cost , also should be 

guarded against unauthorized access at service provider 

level as well as at data centre level [8]. 

A smart grid is a large-scale system that extends from a 

power generation facility to each and every power 

consuming device such as home appliance, computer, 

and phone. This large-scale nature has increased the 

possibilities of remote operation of power management 

and distribution system. With energy being a premium 

resource, ensuring security against theft, abuse, and 

malicious activities in a smart grid is of prime concern. 

The challenges of ensuring cybersecurity in a smart grid 

are diverse in nature due to the diversity of the 

components and the contexts where smart grids are 

deployed. Deploying a smart grid without strong and 

diligent security measures can allow advanced cyber-

attacks to remain undetected, which can eventually 

compromise the entire system [9]. Inadequate security 

measures can also compromise the stability of the grid 

by exposing it to, for example, utility fraud, loss of 

confidential user information and energy-consumption 

data [10]. 

The cyber security objectives can be classified into the 

following three categories [9, 11]. (i)Integrity. 

Protecting against the unauthorized modification or 

destruction of information. Unauthorized information 

access opens the door for mishandling of information, 

leading to mismanagement or misuse of power. 

(ii)Confidentiality. Protecting privacy and proprietary 

information by authorized restrictions on information 

access and disclosure.(iii)Availability. Ensuring timely 

and reliable access to information and services. 

Availability can be compromised by disruption of 

access to information which undermines the power 

delivery. To ensure above, for securing smart grid data 

we have proposed an MDET algorithm for providing 

privacy and secrecy for data at data centres storage.  

II. ARCHITECTURE OF SMART GRID 

An electrical grid is not a single entity but an aggregate 

of multiple networks and multiple power generation 

companies with multiple operators employing varying 

levels of communication and coordination, most of 

which is manually controlled. Smart grids as show in 

Fig-1 increase the connectivity, automation and 

coordination between these suppliers, consumers and 

networks that perform either long 

distance transmission or local distribution tasks. This 

paradigm is changing as businesses and homes begin 

generating more wind and solar electricity, enabling 

them to sell surplus energy back to their utilities. 

Modernization is necessary for energy consumption 

efficiency, real time management of power flows and to 

provide the bi-directional metering needed to 

compensate local producers of power. Although 

transmission networks are already controlled in real 

time, many in the US and European countries are 

antiquated by world standards, and unable to handle 

modern challenges such as those posed by 

the intermittent nature of alternative electricity 

generation, or continental scale bulk energy 

transmission. Smart Grids are profitable for industrial 

sector in various like aluminum processing, cement 

manufacturing, food processing etc. which should 

function in accordance with by greenhouse emission 

standards. [4] Smart Grid uses computer 

communication networks which requires security [5]. 

III. GOALS OF THE SMART GRID 

Latency of the data flow is a major concern, with some 

early smart meter architectures allowing actually as 

long as 24 hours delay in receiving the data, preventing 

any possible reaction by either supplying or demanding 

devices. 

A. Smart Energy Demand 

Smart energy demand describes the energy user 

component of the smart grid. It goes beyond and means 

much more than even energy efficiency and demand 

response combined. Smart energy demand is what 

delivers the majority of smart meter and smart grid 

benefits. Smart energy demand is a broad concept. It 

includes any energy-user actions to: a) Enhancement of 
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reliability b) reduce peak demand, c) shift usage to off-

peak hours d) lower total energy consumption e) 

actively manage electric vehicle charging f) actively 

manage other usage to respond to solar wind and other 

renewable resources g) buy more efficient appliances 

and equipment over time based on a better 

understanding of how energy is used by each appliance 

or item of equipment. All of these actions minimize 

adverse impacts on electricity grids and maximize 

utility and, as a result, consumer savings. 

IV. FUNCTIONS OF SMART GRID 

Before examining particular technologies, a proposal 

can be understood in terms of what it is being required 

to do. The governments and utilities funding 

development of grid modernization have defined the 

functions required for smart grids. Smart Grid 

Technology will have following functionalities [1] such 

as  

A. Self-healing 

Using real-time information from embedded sensors 

and automated controls to anticipate, detect, and 

respond to system problems, a smart grid can 

automatically avoid or mitigate power outages, power 

quality problems, and service disruptions. Technology 

such as Fault Detection Isolation and Restoration can be 

used in conjunction with protective relays to 

automatically detect and isolate a fault, and then restore 

power to as many customers as possible. This will 

greatly improve the reliability of the electrical 

distribution network 

 

B.Consumer Participation 

A smart grid is a means for consumers to change their 

behavior around variable electric rates or participate in 

pricing programs designed to ensure reliable electrical 

service during high-demand conditions. Historically, 

the intelligence of the grid in North America has been 

demonstrated by the utilities operating it in the spirit of 

public service and shared responsibility, ensuring 

constant availability of electricity at a constant price, 

day in and day out, in the face of any and all hazards 

and changing conditions. A smart grid incorporates 

consumer equipment and behavior in grid design, 

operation, and communication. 

 C. Resist Attack 

Smart grid technologies better identify and respond to 

man-made or natural disruptions. Real-time information 

enables grid operators to isolate affected areas and 

redirect power flows around damaged facilities. 

D. High Quality Power and Generation options 

 As smart grids continue to support traditional power 

loads they also seamlessly interconnect fuel 

cells, renewables, micro turbines, and other distributed 

generation technologies at local and regional levels. 

Integration of small-scale, localized, or on-site power 

generation allows residential, commercial, and 

industrial customers to self-generate and sell excess 

power to the grid with minimal technical or regulatory 

barriers. 

E. Enable Electricity Market 

Significant increases in bulk transmission capacity will 

require construction of new transmission lines before 

improvements in transmission grid management 

proposed by smart grids can make a difference. Such 

improvements are aimed at creating an open 

marketplace where alternative energy sources from 

geographically distant locations can easily be sold to 

customers wherever they are located. 

F. Optimize Assets 

A smart grid can optimize capital assets while 

minimizing operations and maintenance costs. 

Optimized power flows reduce waste and maximize use 

of lowest-cost generation resources. Harmonizing local 

distribution with inter-regional energy flows and 

transmission traffic improves use of existing grid assets 

and reduces grid congestion and bottlenecks, which can 

ultimately produce consumer savings. Smart Grid 

technologies will enable power systems to operate with 

larger amounts of such energy resources since they 

enable both the suppliers and consumers to compensate 

for such intermittency. 

V. SMART GRID DATA MANAGEMENT 

In terms of the flow of smart grid data, we have 

identified five architectural stages that can be used to 

guide the design of the data management structure. As 

Figure 2 illustrates, data is initially generated by 

network devices such as meters and sensors, before 

being transported for storage and processing by various 

applications—the persistence phase. Then it is 

transformed into actionable operations-oriented 

information for network and technical analysis, 

requiring new visualization capabilities. Finally, the 

resulting analytics applicable for the non-real time 

operational consumption are integrated at the enterprise 

level to drive strategic decision making. 
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There are five separate classes of smart grid data, each 

with its own unique characteristics. 

1. Operational data—represents the electrical behavior 

of the grid. It includes data such as voltage and current 

phasors, real and reactive power flows, demand 

response capacity, distributed energy capacity and 

power flows, and forecasts for any of these data items. 

2. Non-operational data—represents the condition, 

health and behavior of assets. It includes master data, 

data on power quality and reliability, asset stressors, 

utilization, and telemetry from instruments not directly 

associated with grid power delivery. 

3. Meter usage data—Includes data on total power 

usage and demand values such as average, peak and 

time of day. It does not include data items such as 

voltages, power flows, power factor or power quality 

data, which are sourced at meters but fall into other data 

classes. 

4. Event message data—consists of asynchronous event 

messages from smart grid devices. It includes meter 

voltage loss/restoration messages, fault detection event 

messages and event outputs from various technical 

analytics. As this data is triggered by events, it tends to 

come in big bursts. 

 

Figure-2 Five architectural stages of smart grid data 

management. 

5. Metadata—is the overarching data needed to 

organize and interpret all the other data classes. It 

includes data on grid connectivity, network addresses, 

point lists, calibration constants, normalizing factors, 

element naming and network parameters and protocols. 

Given this scope, managing metadata for a smart grid is 

a highly challenging task. While the first three of these 

classes are relatively familiar to utilities, the last two 

have been less prominent to date—and are likely to 

present more problems as utilities adapt to the smart 

grid world 

In our view, there are two prerequisites for overcoming 

the challenges of the smart grid data deluge. One is 

ensuring that the five data classes we previously 

highlighted are reflected in the data integration 

architecture. The other prerequisite is the effective use 

of the right analytics to turn the mass of data into usable 

information and business intelligence. 

If designed properly, the data architecture will provide 

the capabilities utilities will need to deal with future 

change and evolution in their smart grids and business 

environment. To do this, the architecture will need to 

include more than just data stores, but also elements 

such as master data management, services and 

integration buses to effectively share data and 

information. 

VI. VULNERABILITIES IN SMART GRID DATA 

MANAGEMENT 

Smart grid network which not only provides improved 

capabilities to the conventional power network making 

it more complex in terms of generating huge volume of 

data which leads to vulnerable to different types of 

attacks. These vulnerabilities might allow attackers to 

access the network, break the confidentiality and 

integrity of the transmitted data, and make the service 

unavailable [2][3]. The following are the vulnerabilities 

to be considered:  
 

a) Network security of distributed systems across 

meters, substations, poles and In-home devices 

including authentication, detection, and monitoring 
 

b) Identity & access management for managing 

customer information 

c) Messaging and application security communications 

including data network communications, and 

transactions. 
 

d) Security policy management and implementing web 

services security standards 
 

e) Customer security: Smart meters autonomously 

collect massive amounts of data and transport it to the 

utility company, consumer, and service providers. This 

data includes private consumer information that might 
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be used to infer consumer’s activities, devices being 

used, and times when the home is vacant. 
 

f) Greater number of intelligent devices: A smart grid 

has several intelligent devices that are involved in 

managing both the electricity supply and network 

demand. These intelligent devices may act as attack 

entry points into the network. Moreover, the 

massiveness of the smart grid network (100 to 1000 

times larger than the internet) makes network  

monitoring and management extremely difficult. 

g) Physical security: Unlike the traditional power 

system, smart grid network includes many components 

and most of   them are out of the utility’s premises. This 

fact increases the number of insecure physical locations 

and makes them vulnerable to physical access. 

 

h) Implicit trust between traditional power devices: 

Device-to-device communication in control systems is 

vulnerable to data spoofing where the state of one 

device affects the actions of another. For instance, a 

device sending a false state makes other devices behave 

in an unwanted way. 

 

i) Different Team’s backgrounds: Inefficient and 

unorganized communication between teams might 

cause a lot of bad decisions leading to much 

vulnerability. 

j) Using Internet Protocol (IP) and commercial off-the- 

shelf hardware and software: Using IP standards in 

smart grids offer a big advantage as it provides 

compatibility between the various components. 

However, devices using IP are   inherently vulnerable to 

many IP-based network attacks such as IP spoofing, 

Tear Drop, Denial of Service, and   others [7]. 

    

VII. PROPOSED SECURITY MODEL TO SMART 

GRID DATA 

Encryption is mechanism is used to address security or 

privacy concerns whether is it is a small or big data, or 

when data in data centres are shared between different 

types of consumers. The main aim is to secure every 

clients data so that it will remain inaccessible to 

unauthorized parties even if they come into possession 

of it. By above study we have proposed this model 

shown in figure-3 known as Smart Grid Secure Data 

Management Model [8]. 

In this proposed model we enhance the security of 

Smart Grid Data (SGD) stored data in cloud data centre 

by providing multi-level layered security solution for 

data at storage and at the client level.  Cloud Service 

Provider(CSP) stores SGD stored at Data centre is 

monitored by Security Provider Service (SPS) which 

generates keys to ensure security by encrypting data 

stored at Data centre as well as data stored at Distributer 

site. In SPS module we have used MDET security 

algorithm which provides multiple keys to ensure 

security to customer data.  

 

 

Fig: 3 Smart Grid Data at Data centre Secured by 

SPS service 

The Proposed model mainly contains two Services 

controlled by CSP 

 

a) Registration Service  used for registration of  

Distribution Company Client/Customer which is using 

Smart Grid Services to store data in data centres in 

Cloud. 

b) Security Provider Service (SPS) which authenticates 

client request and stores clients data securely which will 

be secured from attacks in networks. In this SPS  we 

have used various MDET which uses  cryptographic  

techniques for secure storage and transfer of data in 

communication networks.  

VIII. MULTIPLE DATA ENCRYPTION 

TECHNIQUE (MDET) 

 

In this environment of Data Centres at Cloud  terabytes 

of data generated by Smart Grid applications are stored 

which raises various concerns of security are raised. So 

to ensure security for data of each client , in this paper 

we are proposing Multiple Data Encryption 

Technique(MDET) in which each record in stored is 

encrypted two times by Security Provider Service (SPS) 

first by Data centres ’s public key and by Clients, and 

decrypted only by Client. Since the record ‘R’ to be 

stored at data centre is encrypted by twice, Smart Grid 

Data SGD cannot be revealed. In this way the proposed 
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MDET technique is secure by not revealing the record 

to other client or Intruders at Data centres in Cloud. 

 

In this technique, we assume C1,C2,C3….Cn are clients 

of Smart Grid Company who stores data in Data centres  

in cloud C. Let Cloud service provider (CSP) and 

Security Service Provider provides sharing of database 

securely to multiple clients In this algorithm the data is 

stored in encrypted format for security purpose, as the 

database is in cloud, to avoid unauthorized users to 

access data. The algorithm is given below 

 

A. MDET ALGORITHM 
 

1. SPS  generates a large Prime Tp from credentials of   

   Client  user of  Smart Grid Data stored in data centre       

    in Cloud Service Provider.  

2. SPS computes N=2*Tp  

3. SPS generates Cyclic group ZN* of order Ø(N)(Euler  

    Totient function)  

4. A subgroup ZØ(N)* subset of ZN* of order Ø(Ø(N)) is  

    generated by SPS with generator g ∈ Zn*  

5. SPS  picks randomly picks up two private keys Tq and    

    Tr ∈ ZN* Tq≡ gk1 mod N and Tr≡ gk2 mod N where  

     k1,k2 ∈ ZØ(N)
* where g is generator for ZN

*  

6. SPS  computes N= Tq* Tr   for Smart Grid Client  Ci 

7. SPS  chooses ‘e’ for Ci such that gcd(e, Ø(N))=1  

8. SPS  determines ‘d’  for Ci such that ed≡ 1 mod Ø(N)  

9. SPS   computes CPr = e.rst such that e.rst ≡ 1 mod    

    Ø(N) and CPb =d.rsd such that d.rsd ≡ 1 mod Ø(N) 

    where CPr :Private key <CPr,d,e>, CPb: Client public   

    key, Public key<N,CPb> 

10 SPS  encrypts the data of each Client Ci   stored in    

     data centre with First level key and   obtains Clients   

     encrypted record (CER) CER= Re mod n  

11. SPS stores CER in Ci  after encrypting CER another   

      time to obtain  Encrypted Smart Grid Data Record          

       ESGDR=CERCP
b mod n  

12. When Clients data is used/requested at Distributor    

     site other than data Centre SPS sends Security Key     

     to Distributor Location separately. 

14. When Client Ci requests data from Cloud CSP sends    

     encrypted record ESGDR to Distributor Site.  

15. After receiving Client at distributor site Ci computes    

      Smart Grid Data SGD=ESGDRrst mod N to obtain   

      original Record.  

                                             
IX. CONCLUSION 

 

Smart Grid is required that combines Information 

Technology (IT) with renewable energy to significantly 

improve how electricity is generated, delivered, and 

consumed. Smart grids generates huge volumes of data 

which are stored in data centres in cloud which should 

be stored securely to avoid modification of  data by 

unauthorized users which may lead to collapse of grid. 

So the Smart Grid Data (SGD) in data centres should be 

secured by cloud with an efficient cryptographic 

technique which we have proposed as Multi Data 

Encryption Technique (MDET).  MDET technique is 

used by Security Provider Service which encrypts data 

twice for security.  Smart grid data management  will 

enable the information collected through smart grids 

will not only empower customers to manage their 

electricity consumption but will enable electricity 

system operators to better understand and meet users’ 

needs. In this paper we have taken the issue of security 

to Smart Grid data and given a Model containing SPS 

which helps CSP to ensure security and in our future 

works we give practical results to above model. 
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Abstract—Distributed systems in the cloud computing context spread data across geographically remote datacenters to ensure 

always availability, scalability, and a best reactivity. Choosing latter properties in these systems leads to consistency issues (version 
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I. INTRODUCTION 

Data explosion on datawarehouses referred to as BigData, 
has completely shaken the modern distributed systems and has 
led to the cloud computing which was impulsed since the mid-
2000s by Amazon, Google, Salesforce.com, etc. The most of 
cloud service providers have set new levels of consistency in 
their distributed databases (Dynamo [15], PNUTS [13], 
BigTable [14], Cassandra [19]) to ensure better performance 
and to keep their databases always available. These actors 
claimed that the eventual consistency [29] should not be 
overcome by distributed systems in the cloud. This statement is 
based on the CAP theorem (Consistency, Availability, Partition 
tolerance), also known as Brewer's theorem [10]. Nonetheless, 
number of researchers have criticized this theorem and have 
showed its limitations [27, 28]. 

In section 2 of this paper, we give mathematical 
formalizations of basic concepts in multi-datacentric systems. 
In section 3, we give new theorems associated with tradeoffs 
between strong consistency, convergence, high availability, 
low latency and causal consistency. In section 4, we remind the 
related works on these issues. In the last section, we conclude 
and we give some opened issues. 

II. WIDELY DISTRIBUTED SYSTEMS ON THE CLOUD 

In this section, we outline basic concepts which are often 
used but rarely explained by the authors and which are subject 

to a lot of confusions. Cloud computing consists essentially of 
a set of datacenters (thousands of servers per datacenter) and 
services provided to ubiquitous clients across the internet. A 
datacenter allows to house computer systems and their 
associated components. 

A. Basic concepts  

1) Unreliable and  asynchronous systems: A system is said 

to be unreliable whether the messages between nodes may be 

reordered, dropped, or delayed for an arbitrary but finite 

duration [23].  A distributed system is asynchronous if its 

logical local clocks run at different speeds, i.e two operations 

that are performed simultaneously at two different nodes may 

appear to be executed at different logical time. 

2) Safety and liveness:Safety in distributed systems means 

that some bad thing doesn’t happen during execution; liveness 

means that a good thing happens eventually [2, 20]. 

3) Operation: An operation u is either a read operation or a 

write operation; it is characterized by two timestamps: the 

beginning of its performing on a node start(u), and the 

deliverance of a response which indicate the termination of the 

operation resp(u). An operation belongs to an execution 

(process), deals with an item on a node in a datacenter. 
Notations: We use the following notations which are 

equivalent: (opi(O,x))do/Nj), ((opi(O,x))do), ((opi(O,x))Nj) , 
((opi(x))do), ((opi(x)) Nj), (opi(x))  
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Whether opi (O; x))d=Nj  is an operation performed on the 

node Nj ϵ d a datacenter in the system. O is the item involved 

in op and x is the value modified or read in O. These depend 

on whether you point out the datacenter and the node where 

the operation is performed. 

 

4) Execution: An execution (process) is a series of 

operations performed by a user.  

5) Availability: It’s a liveness property that means that all 

operations issued to the datacenter complete successfully. No 

operation can block indefinitely. The high availability means 

that any operation to a relevant node should result a response. 

B. Happen-before relation:  

We recall the classical happen-before relation (HBR noted 

→) with adjustments. HBR is defined on a graph (G) which 
vertices reflect all operations performed by a relevant node in 
the system. HBR satisfies the following assertions:  

 If a and b are two operations on a same execution, 
then a→b if there’s an oriented edge from va to vb 
(with va and vb the respective vertices corresponding 
to a and b). 

 If w is an update and r is a read that returns the value 
written by w, then w→r. 

 Let a, b, and c are three operations in an execution, if 
a→b and b→c, then a→c. 

 Two operations u and v are concurrent if u→v and 
v→u are not verified. 

C. Levels of consistency 

1) Causal Consistency: For any execution: U={u1…uk}k≥1, 

U is causally consistent if and only if: 

 There is a serial order of the operations of U at each 
node, i.e., HBR is verified on the operations in U. 

 Any read operation  r in U at a node Ni on an item o 
returns the latest concurrent write at this node on o. 
r(o): x= xo such as wk(o, xo) => ∀ j≠k  wj(o, x) → wk. 

Causal consistency means that an operation opi(o,xo)dk/Nj 
completes if and only if: ∀ wi such as wi(xo)dk/ Nj → opi(xo)dk/Nj 
then wi  is completed. 

2) Linearizability or strong consistency: An execution U is 

said to be linearizable if its operations appear to take effect 

across the entire system at a single instance in time between the 

invocation and the completion (delivrance of response) of the 

operation. 

 
D is the set of datacenters {d1...dm}m≥1 ; wi the write number 

i of U; dh is a random datacenter; xois the latest updated value  
of item o returned wi . 

3) The window of inconsistency is the duration in which an 

item is not up to date at a node. 

D. Latency and convergence: 

1)  Latency: It is the delay between a request starts and its 

completion; particularly, the low latency is the latency which 

does not exceed few tens of milliseconds. 

2) Convergence: A system is strongly convergent if any 

set of relevant and connected nodes that have received, 

performed and propagated the same updates will have 

equivalent state, i.e., all the reads on these nodes will return the 

same result.  

 
 

 

Fig. 1. Illustration of the one way convergence 

In this section, we’ve outlined important concepts, what 
should be used in the next section to prove our choices.  

III. NEW TRADEOFFS ON MULTIDATACENTRIC SYSTEMS 

In this section, we are proving the incompatibility between 
strong consistency in a side and high availability, low latency 
and convergence in another side. Afterwards, we prove that we 
can guarantee the latter three properties if the causal 
consistency is ensured.  

A. Strong consistency in multi-datacentric 

systems 

1) Proposition 1: “Any multi-datacentric system is 

unreliable and asynchronous.”  
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The unreliability is intrinsic to widely extended networks as 

reported by Peter Deutsch [16].  

Synchronization means that all nodes in the system have the 

same clocks (a clock is a function in each node which returns 

a real number for any operation performed on that node). 

Ensuring the synchronization requires an enormous overhead, 

furthermore, in actual multi-datacentric systems; 

synchronizing clocks on the nodes is not so relevant if we 

want to guarantee always availability.. 

2) Theorem 1: “Any multi-datacentric system, which 

guarantees strong consistency, cannot be always available.”  
We assume an asynchronous and unreliable distributed 

system with n servers (S1…Sn)n≥2 allocated to m datacenters 
(d1… dm) and we assume that the strong consistency is 
guaranteed.  

d1={S1…Si}. . . dm={Sj+1…Sn}  i ≤ j 

A break on the network between two datacenters 
dp={Si…Si+k} and dq={Sj…Sj+k} partitions their set of servers. 
All messages between the two datacenters are lost or delayed 
until the recovery of the partitions. We suppose by 
contradiction that the system provide high availability. 

Let u1 be an update on two datacenters (dp and dq);  u1(o,x)dp 
is performed on a server in dp and is propagated through the 
others replicas of o. The high availability implies that the 
update is committed at all the replicas. Knowing that dq is 
unreachable; any read r1(o)dq to a  replicas in dq during the 
inconsistency window will necessarily return a wrong response 
xq≠x; which violate the strong consistency. Therefore we came 
across a contradiction. Consequently, the system will not be 
always-available if it is strongly consistent. 

B. Latency tradeoffs 

Although some works had highlighted the latency tradeoff on 

distributed systems [6,22,23], neither of them has 

mathematically proven the relationship between the latency 

and consistency level. In this section we try to prove that. 

1) Theorem 2: “Any multi-datacentric system that ensures 

strong consistency will see its latency increasing 

dramatically.” 
We suppose a multi-datacentric system (Ṡ), which is 

strongly consistent. For any execution U ϵ Ṡ, and for any 
update ui(x) ϵ U on two nodes belonging to any pair of 
datacenters (dj ,dk) ϵ Ṡ, ui(x)dj = ui(x)dk. The latency of ui(x) is: 

 

2) Lemma 1: In unreliable and asynchronous distributed 

systems, the more the system is spread, the more α is 

increasing. 
Linearizability implies that item replicated to multiple 

geographically different sites must be up to date at any 
moment. 

 

Linearizability requires a lot of message sending between 
datacenters of Ṡ, hence we’ll have: 

 

It’s clear that α increases seriously whether the number of 
involved datacenters grows (IMPL_DTC and σ are increasing). 

C. Best level of consistency in multi-

datacentric systems 

Most cloud providers grant just the eventual consistency 
and claim that it should not be overtaken [15]. But some recent 
works proved that eventual consistency should be overcome 
[7,23]. Here we are showing that the causal consistency which 
is better than eventual consistency can be guaranteed in highly 
available systems. 

1) Lemma 2:  
“Any asynchronous and unreliable distributed system can 

ensure high availability.” 

When we have an asynchronous system, termination of 
operations is not affected because there’s different timestamps 
for each node. Therefore, the availability can be guaranteed 
since operations should not be blocked. Whether a system is 
unreliable, messages  may be dropped, reordered, or delayed in 
an undefined but finite duration. This may affect the 
correctness of the results (safety) but not their outcome 
(liveness). Furthermore, dropping messages does not preclude 
the eventual completion of the queries accordingly any 
operation should terminate. From the above remarks, we can 
conclude that the high availability can be implemented in such 
unreliable and asynchronous systems. 

2) Proposition 2: “Any system which guarantees the 

causal consistency can accept concurrent writes.” 

It follows that for any execution U and G its HBR graph, all 

the write operations (wa,wb) ϵ U such as wa → wb and wb → wa 

are not verified in G, can be concurrent. 
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3) Theorem 3: “Any asynchronous and unreliable 

distributed system, which guarantees high availability, can 

ensure at most causal consistency.” 

We suppose a highly available system which ensures a 
consistency stronger than the causal consistency. For an 
execution in such systems U={u1…uk}k≥1 and G its associated 
HBR graph; we proceed as follows:  

We construct another execution U'={u1,…un} n>k  from U by 
joining it with R={uk…un} a set of read operations which 
control the implementation of U. We add the vertices 
corresponding to these reads to G and we obtain a new graph 
G1; then we construct edges on G1 in the following way: for 
each read in R we build an edge between it and all the non-
local write operations in which it depends in G1. The idea is to 
come establish a contradiction by processing a large number of 
operations; either we’ll have concurrent write operations 
necessarily (no operation blocks due to the high availability). 
This means that: 

 , such as wi and wj are concurrent 
so neither wi→wj nor wi→wj should be verified in G1. 
Therefore U’ does not exceed the causal consistency 
which tolerate the concurrency between any pair of 
write operations which are not dependent. 

 Finally based upon proposition 2, we can assert that 
strong consistency cannot be achieved in multi-
datacentric systems. 

D. Latency, convergence and high 

availability on multi-datacentric systems 

1) Corollary 1 of lemma 2: “Any asynchronous and 

unreliable system which provides causal consistency can 

achieve a high availability.” 

2) Lemma 3: “Any multi-datacentric system which 

achieves causal consistency can guarantee strong 

convergence.” 

 Let U=u1,…,uk be an execution in such system and 
(w) an update of U on two replicas (R1, R2). Write 
operations are performed if for any operations (opi) 
such as: opi→ w, then opi is performed before w at 
each replica. The idea is to commit entirely updates 
involving items on R1 and R2 (ui) ϵ U. And thereafter 
R1 exchange messages involving all the updates of U 
with R2.  

 Lemma 2 and theorem 3 allows us to assert that 
finally any read on the items updated on R1 and R2 
will give the same result. Hence R1 and R2 are 
convergent, we can generalize this on any connected 
replica Ri and Rj of the system, . 

3) Lemma 4: “If we’ve causal consistency in an 

asynchronous and unreliable distributed system, we can 

improve drastically the latency.” 
(1) and (3) give: 

 

RF can be ignored here; the messages are eventually 
delivered even if there’s a failure or if messages are delayed for 
a finite duration. The causal consistency should be guaranteed 
at each node by his cache memory. 

The number of messages across datacenters falls out in a 
spectacular way when we switch to the causal consistency. 
Consequently σ decreases drastically whether the number of 
message goes down; hence σ falls in whether we do not require 
higher than the causal consistency. 

4) Theorem 4.4: “Any multi-datacentric distributed system 

which guarantees at most the causal consistency can provide 

the following properties: strong convergence, high availability 

and low latency.” 
This theorem is a corollary of the corollary 1 and the 

lemmas 4 and 5. 

E. Corollary 5.1 (SCOLCH theorem) 

Based on the foregoing; we state the following theorem: 
“On multi-datacentric systems we have an exclusive choice 
between the strong consistency in a side; and low latency, 
strong convergence, and high availability in another side.”  

IV. RELATED WORKS 

A little over a decade ago the CAP theorem [10] shook the 
world of distributed systems and has significantly influenced 
the actors of the cloud computing. Accordingly the consistency 
on distributed databases at a large scale aroused considerable 
interest recent years. Obviously a series of papers published 
about the CAP conjecture by Brewer, Gilbert and Lynch, 
Abadi, Ramakrishnan, Shim, and Birman [1,9,11,17,24,26] 
have reignited the debate on the tradeoffs in the distributed 
systems. Additionally, in earlier 2000’s, Brzezinski has 
published a good work on the causal consistency. Afterwards, 
Mahajan [23] and Shapiro [25] works have highlighted the 
concept of convergence. Mahajan et al. [23] proved also that 
the real-time causal consistency was insurmountable in 
unreliable distributed systems. Bailis proposed highly available 
transactions (HAT) as an alternative for ACID databases in the 
cloud within a series of publications [4, 5, 6]. He proposed also 
the PBS (Probabilistically Bounded Staleness) which could 
minimize the staleness of data and guarantee a limited latency 
[7]; he discussed also the limitations of eventual consistency 
[4]. CALM conjecture (Consistency And Logical 
Monotonicity) was proven by Alvaro who proposed also 
‘coordination-free’ distributed modals [3]. Furthermore, Lloyd 
et al.[21] presented the design and implementation of COPS, a 
key-value store that delivers a causal consistency model with 
convergent conflict handling; he proposed also a scalable, geo-
replicated storage system that guarantees low latency [22]. 
Finally, T. Kraska et al. [18] have proposed MDCC: an 
optimistic commit protocol for geo-replicated transactions. 
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V. CONCLUSION AND FUTURE WORK 

The tradeoffs around the consistency property remain a 
nagging issue in multi-datacentric systems. In this paper we’ve 
lightened some basic concepts which are rarely explained by 
authors. Even if there are some theorems, the theoretical proofs 
are sorely lacking at this level, so we’ve given new theorems 
on these tradeoffs. Unlike the CAP theorem [10] which does 
not clearly take into account the latency and the convergence, 
our theorems prove that we can guarantee low latency, strong 
convergence and high availability in addition to the causal 
consistency which is proven to be better than the eventual 
consistency. In addition, our theorems prove that we cannot 
ensure the strong consistency without thereby sacrificing high 
availability and dealing with an unbridled growth of the 
latency. 

In future work, it should be important clarify the fact that 
the very famous CAP theorem is not proved correctly and that 
CAP statement is out of context in actual distributed systems 
on the cloud. 
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Abstract— Mobile Ad-hoc Network (MANET) is a self-configuring wireless network. The nodes can configure themselves to be in 

any arbitrary topology. It is essential that mobility models used in simulating different scenarios must emulate closely the real scenario 

in order to assess the MANET performance as accurately as possible. In this paper, the authors have studied the effect of different 

maximum pause times and maximum node speeds on different performance metrics in order to arrive at optimal settings for these two 

attributes under the Reference Point Group Mobility model for the DSR protocol. In addition, this work is part of an ongoing research 

on link failures in DSR protocol. Thus, the performance of the DSR protocol under the Reference Point Group Mobility (RPGM) model 

in terms of different pause times, node speeds, number of nodes and number of source connections were evaluated. The simulation 

results show that the maximum pause time and the maximum speed have direct impacts on the performance parameters such as packet 

delivery ratio, routing overhead, average end-to-end delay, normalized routing load and packet drop under the Reference Point Group 

Mobility model.  

Keywords— MANET, Mobility Models, Routing Protocols, DSR Protocol, RPGM 

I.  INTRODUCTION  

Mobile ad hoc network is a collection of wireless nodes 
that allows devices to communicate with each other without 
help of an existing infrastructure [1]. A MANET is a self 
configuring and a self-organizing such that it can create an 
arbitrary topology temporarily for short while in which mobile 
nodes work as both routers and end nodes. MANET based 
applications range from military applications connecting 
soldiers in a battlefield, social networks for communication 
during emergencies such as natural disasters to personal area 
networks. New applications such as telemedicine, weather 
reporting and dissemination and disaster information 
dissemination are emerging in the recent times exploiting the 
new developments and the advantages of MANETs compared 
to the traditional infrastructure based networks. The above 
mentioned developments will increase the size and reach of 
MANETs to thousands of nodes which is hitherto limited to 
few nodes in both military and civil application domains.  

One of the main challenges in setting up and managing a 
dynamic mobile ad hoc network is routing. Routing protocols 
detect the optimum path between the source node and 
destination node in a complex network of nodes and deliver 

the data packets between those nodes in an efficient manner. 
In mobile ad hoc networks, high mobility, limited computing 
capability and low bandwidth associated with nodes make 
routing of data one of the most challenging tasks. Researchers 
have proposed different routing protocols to address these 
issues. These protocols can be categorized into two main 
groups. They are namely on demand or reactive protocols and 
periodic or proactive protocols. Protocols such as Dynamic 
Source Routing (DSR) [2], Ad-hoc On-Demand Distance 
Vector Routing ( AODV) [3] and Temporally ordered routing 
algorithm (TORA) [4] coming under the reactive protocols 
establish the route only prior to sending the packets and 
maintain the route only when it is needed. The proactive 
protocols such as Destination-Sequenced Distance Vector 
(DSDV) [5] on other hand periodically exchange routing 
information to maintain the routes continuously. In general, 
reactive protocols have been shown to outperform the 
proactive protocols due to their reduced overhead and ability 
to react quickly when routes change [6-9]. This motivated us 
to investigate more into on demand protocols. One of the most 
important and difficult tasks in simulating mobile ad hoc 
networks is the definition of a mobility model to represent real 
world scenarios. In the real world, mobile networks encounter 
various situations including intense mobility creating heavy 
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uncertainties especially in disaster situations. Hence taking 
measurements under real world conditions is an almost 
impossibility. The alternative to real world measurements is to 
simulate the different situations using a computer software 
represent the real world situation as closely as possible and 
take the measurements. Presently in the mobile ad hoc 
environments, the following mobility models have been used; 
Random Way Point, Manhattan Grid, Gauss Markov mobility 
model and Reference Point Group Mobility (RPGM) model 
[10]. In this paper, we use the RPGM model implemented in 
the Network Simulator 2 (NS2) version 2.34 under Linux to 
study the effect of pause time and node speed on the DSR 
protocol. Different scenarios were simulated and the 
performance of the network was critically evaluated with 
special reference to these parameters. The main objective of 
the analysis was to determine the optimal settings for these 
two parameters.  

The rest of the paper is organized as follows: Section 1 
provides an introduction to the study. Sections 2 and 3 discuss 
RPGM model in details and related work respectively. Details 
of the simulation environment setup and results are presented 
in Sections 4 and 5. Finally Sections 6 concludes the paper 
along with suggestions for future work. 

II. DYNAMIC SOURCE ROUTING PROTOCOL  

Dynamic Source Routing (DSR) protocol is a simple reactive 

routing protocol developed by Johnson at the Carnegie Mellon 

University in 1996. The key feature of the DSR protocol is 

based on the source routing where full or partial route is 

specified by the sender [11]. In mobile ad hoc networks, the 

source routing technique provides several advantages, 

including flexibility, simplicity and correctness [12-14]. When 

a node wants to send data packets to another node, the 

intermediate nodes forwarding the packets towards the 

detonation need not maintain up to date routing information as 

the data packet will contain information on how to forward the 

packet. DSR protocol is made up of two mechanisms namely, 

Route Discovery and Route Maintenance. DSR uses route 

cache to store the routes to other nodes. The main advantage 

of using route cache is it speeds up route discovery and 

reduces the propagation of route request packets. DSR can 

also provide interconnection between wireless devices with 

multiple network interfaces. This is vital in strategic 

communications as nodes in the military require 

communicating with different devices at different ranges 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 shows the route maintenance mechanism of DSR 

protocol. In this mechanism, DSR used two types of packets: 
ACKs packet is used for correction and verification operation 
of the routes, and second type of packets is called Route Error 
Packet (RRER). RRER is generated when there is link failure 
occurs between intermediate nodes and next hop due to battery 
usage, hard medium contention, and the node mobility that is 
leading to loss the packets as shows in the figure below when 
the link fails between the intermediate node I and destination 
node D. 

 

Fig. 1 shows the route discovery mechanisms. In this figure, 

when a source node (A) wants to send data packets to the 

destination node (J). First, it checks if there is a route to the 

destination in the route cache, route request will be discarded. 

Otherwise, source node (A) broadcasts Route Request Packet 

(RREQ) to the neighbour nodes (B, C, D) within wireless 

transmission range of a node (A). The route request identifies 

the destination node J to which a route in needed. If the 

neighbour nodes (B, C, D) are not the target, locally these 

neighbour nodes rebroadcast RREQ to the next hop after 

adding its own address to a list of nodes in the route cache. 

Each RREQ packet contains source address, destination 

address, request ID, and route record. When a route request 

packet arrives at the target node (J), the destination node (J) 

returns a Route Reply Packet (RREP) along with the reverse 

of a recorded path to the source node (A), which is (A, D, G, 

J). When a source node (A) receives more than one RREP for 

a given destination, it selects the first route that receives 

RREQ in order to reduce the time for route discovery packet. 

DSR protocol is made up of two mechanisms namely, Route 

Discovery and Route Maintenance. DSR uses route cache to 

store the routes to other nodes. The main advantage of using 

route cache is it speeds up route discovery and reduces the 

propagation of route request packets. 

 

 
Fig.2. Route Maintenance Mechanism 

 

 
Fig.1. Route Discovery Mechanism  
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III. REFERENCE POINT GROUP MOBILITY MODEL  

The Reference Point Group Mobility (RPGM) model was 
proposed by Hong [15]. In this model, all nodes work as a 
group and the nodes of the group moves as a single entity to 
achieve different tasks. Each group has the logical centre 
called the group leader. The path of the group in its entirety is 
represented by the locus of the centre. Each node in the group 
has its own reference point for communicating with other 
nodes. The reference point of the node follows the group 
movement; the real location of the node can be determined by 
its reference point plus a random motion vector that denotes 
its stability from the reference point. Reference point Group 
mobility is adapted for several applications such as a 
battlefield situation where a number of soldiers move together 
in a group, disaster recovery and convention scenarios. 
According to Hong's report, the RPGM outperforms Random 
Way Point model in case of link failures due to the inherent 
characteristic of spatial dependency between nodes. The 
RPGM model incurs fewer link breakages and achieves better 
performance for various routing protocols compared to 
Random Way Point model. The functions of the group leader 
and group members are as follows: 

A. Group Leader 

𝑉𝑔𝑟𝑜𝑢𝑝
𝑡

 It provides the general motion movement of the 

whole group. Each member of this group moves away from 
this group motion. The motion vector 𝑉𝑔𝑟𝑜𝑢𝑝

𝑡   can be arbitrarily 

selected or carefully designed based on several predefined 
paths.  

B. Group members 

The group members’ movement is heavily affected by its 
group leader’s movement. Each mobile node is assigned with 
a reference point that follows the group movement. With 
respect to this predefined reference point, every mobile node 
might be arbitrarily located in the neighborhood. Formally, the 

motion vector of the group members i, at the time t, Vi
t   can 

be defined as: 

                            Vi
t =  Vgroup

t + RMi
t                    (1) 

Where 𝑅𝑀𝑖
𝑡  is the random motion vector representing the 

deviation of the group member i from its reference point. The 

vector  𝑅𝑀𝑖
𝑡 is free identically distributed random procedure 

whose duration is uniformly distributed in the interval 
[0, 𝑟𝑚𝑎𝑥], where 𝑟𝑚𝑎𝑥 is maximum acceptable distance and 
whose path is uniformly distributed in the interval [0, 2π]. 

Fig. 3 illustrates the Reference Point Group Mobility 
model with the group leader represented in green and the 
members represented in red and yellow respectively. Vgroup    

t  

is the motion vector of the group leader and the whole group.  

 

Fig.3. Node Movement in RPGM Model 

 

With appropriate selection of the predefined paths for the 
group leader and other parameters, the RPGM model can 
emulate a variety of mobility behaviours. The RPGM model is 
thus able to represent various mobility scenarios, such as:  

  In-Place Mobility Model: In this model, the whole field is 

divided into adjacent regions. Each region is totally 

occupied by a single group. An example of this model is 

battlefield communication.  

  Overlap Mobility Model: In this model, different groups 

with different tasks move on the same field in an 

overlapping style. An example of this model is Disaster 

relief. 

  Convention Mobility Model: In this model, the area is 

divided into few regions and several groups are permitted 

to move between the regions. An example of this model is 

a conference. 

In RPGM model, the vector RMi indirectly determines    how     
far the group members deviate from their leader. The 
movement can be characterized as follows: 

                                    

 

     (2) 
 

Where 0 < SDR, ADR < 1, 

SDR is the Speed Deviation Ratio and  

ADR is the Angle Deviation Ratio 

 

SDR and ADR are used to control the deviation of the 
velocity in terms of both magnitude and direction of group 
members from that of the leader. Different mobility scenarios 
can be generated by adjusting these two parameters. 

IV. RELATED WORK  

Different mobility models have different impacts on the 
performance of mobile ad hoc routing protocols [16]. 
Different protocols have different metrics that capture 
interesting mobility characteristics like spatial and temporal 
dependence and geographic restrictions. Hong et al [15] 
introduced a mobility model called the Mobility Vector (MV) 
model and compared the performance  of different routing 
protocols such as DSR, AODV and FSR against other 
mobility models including Random Way Point, RPGM and 
Random Walk. Packet delivery ratio and link Up/Down were 
measured using simulation varying the average speed and 
transmission range respectively. Hence it is important to select 
the right mobility model to represent the real scenario under 
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consideration. Geetha and Gopinath compared the 
performance of two on demand routing protocols, namely 
AODV and DSR under different mobility models such as 
Random Way Point and Reference Point Group Mobility in 
order to characterize the two routing protocols under the 
different mobility models [17]. Simulation parameters 
computed included fixed pause time at 25 s, five low traffic 
source and speeds up to 20 m/s. In this study, the authors 
concentrate on different pause times and maximum speed with 
increased number of source connection along with increased 
node density in order to find the optimal setting of pause time 
and node speed for the DSR protocol in the Reference Point 
Group Mobility. 

Kioumourtzis evaluated the performance of OLSR, AODV 
and DSR three reactive protocols under Manhattan-Grid, and 
Reference Point Group mobility models [18]. The main 
objective of his work was to compare the performance of each 
protocol under the two models in order to understand the 
limitations of the protocols. The simulations were carried out 
under different conditions. The number of nodes was varied 
up to 90, the number of connections was increased up to 40, 
the packet rate was also increased and the nodes’ speeds of 
movement were fixed at 5, 10, 15 and 20 m/s along with a 
pause time of 5 s. However, this paper presents the 
performance of the DSR protocol with increased node density, 
increased CBR traffic and various nodes’ mobility velocities 
up to 80 m/s with different pause times up to 40 s in order to 
select the optimal setting for the DSR protocol under 
Reference Point Group Mobility model. 

 Agrawal, Tiwari and Vyas have evaluated the AODV 
protocol under four different mobility models, namely the 
Manhattan-Grid, Markov-Grid, Random Way Point and 
Reference Point Group Mobility model [19]. Their objective 

was to select a suitable model for AODV protocol. The 
metrics used by them were packet delivery ratio and delay. 
Their simulation result shows that the AODV performs well 
with RPGM model in terms of packet delivery ratio and end to 
end delay. The simulation parameters used were fixed pause 
time of 10 s, different velocities of 5, 10, 15, 20, 25 m/s and 
increased network load of 4, 8, 12 and 16 packets per second. 
The work presented by this paper focuses on velocities up to 
80 m/s with different pause times up to 40 with the objective 
of selecting the average optimal setting for these two 
parameters. 

V. SIMULATION ENVIRONMENT 

The Network Simulator 2 (NS2) version 2.34 installed on 
Centos Linux operation system was used as the simulation tool 
in this work. In NS2 the node movement has to be defined in a 
OTCL script or be imported from an external file. In this 
project, the mobility scenarios were created using the Bonn 
Motion version 1.4 a Java software tool specifically designed 
for this purpose [20]. Bonn Motion was developed by the 
Communication Systems Group at the Institute of Computer 
Science 4 of the University of Bonn, Germany. This tool can 
generate the most common mobility models such as Random 
Way Point, Gauss-Markov and Manhattan-Grid models. In 
this project, the Reference Point Group mobility (RPGM) 
model has been used as a movement model and the cbrgen.tcl 
generator tool which is located under the directory indep-
utils/cmu-scen-gen has been used to generate random source 
traffic. The traffic pattern used is CBR. Fig. 4 shows the 
simulation methodology adopted in this work. Each scenario 
was simulated for 200 seconds within a simulated rectangular 
geographical area of 1000 m x 500 m. Tables 1 and 2 lists the 
rest of simulation parameters. 
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Fig 4. Simulation Methodology 

 

 

 

TABLE 1: Simulation Parameters 

Parameters  Value  

Simulation Time  200 s 

Number of nodes  10, 20, 40, 80 

Number of connections  4, 8, 30, 40 

Maximum Pause Time 5, 10, 20, 30, 40 

Simulation Area 1000 x 500 m 

Minimum node speed  0 m/s  

Maximum node speed 20,40,60,80 m/s 

Mobility Model RPGM 

Routing Protocol  DSR 

Traffic Type  Constant Bit Rate 
(CBR) 

Packet size 512 bytes 

Distribution of nodes 5 groups 

Probability of group change 0.05 

Maximum distance to group 
centre 

100 m 

Standard deviation 2.0  

MAC Type  802.11 

 

According to the data listed in Table 1, there are eight 
main scenarios comprising four main scenarios of different 
speeds and another four main scenarios of different pause 
times. In the case of first main scenarios, for each speed was 
tested under four sub-scenarios by changing different metrics 
at a time making the total number of scenarios under this 
category to be 16. Under each pause time, five sub-scenarios 
were created using different additional parameters making the 
total number of scenarios under this category to be 20. Thus, 
the total number of scenarios tested in the experiment is 36.  
Since the performance of ad hoc routing protocols is sensitive 
to the movement pattern, scenario files were generated with 50 
different movement patterns representing 10 movement 

patterns per pause time.  

 

./bm –f scenatio1 –b RPGM –n 80 –d 200 –x 1000 –y 

500 –h 20.0 –l 0.0 –p 20.0 –a 5.0 –c 0.05 –r 100 –s 

2.0 
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Table 2 lists the parameters used in generating the RPGM 
mobility model in Bonn Motion.  

The following command will generate the Reference Point 
Group Mobility scenario.  

 

 

TABLE 2: RPGM Parameters in Bonn Motion 

Parameters Explanation 

-n Number of mobile nodes 

-d Simulation duration time 

-x Simulation area width 

-y Simulation area height 

-c Group change Probability 

-l Lowest velocity 

-h Highest velocity 

-p Pause time 

-a Average number of nodes 
per group 

-r Maximum distance to group 

centre 

-s Group size standard 
deviation 

 

After the generation of scenario1, the following command 
should be typed to transform the scenario1 into a file that can 
be read by ns-2. Fig. 5 shows the creation of clusters as shown 
in the NAM console at completion of the simulation. 

 

 

 

VI. SIMULATION RESULTS 

Four different scenarios were considered with different 
pause times. Each scenario contained five sub scenarios along 
with four different scenarios for different node speeds 
containing four sub scenarios each. The simulation for five 
times for each scenario and the average of the results were 
computed. The packets delivery ratio, average end to end 
delay, routing overhead, normalized routing load and packet 
drop were used as metrics in evaluating performance. 

 

 

 

 

Fig. 5. Creation of Clusters with the RPGM model 

 

./bm NSFile –f scenario1 
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A. Packet Delivery Ratio  

Packet Delivery Ratio (PDR) is defined as the fraction of 
the number packets received at the destination to the number 
of packets originated by the source application.  PDR 
describes the loss rate seen by the transport layer protocols. 
This will affect the overall network throughput.  

The PDR as a percentage is given by Formula (3). 

 

                            (3) 

Fig. 6. (A) shows the PDR for different pause times. The 
investigation was carried at pause times 5, 10, 20, 30 and 40 s 
and the PDR at these pause times were measured in order to 
select the best pause time. From Fig. 6 (A), it can be seen that 
the DSR protocol performs well when the pause time is 20 s 
under all the four scenarios. The results show that the highest 
PDR with the maximum number of packets sent and received 
at the pause time 20 s, is 100.00%, 100.00%, 99.35% and 
99.96%. After selecting the pause time to be fixed at 20 s, 
different maximum speed of 20, 40, 60 and 80 m/s were 
investigated in order to select the optimal node speed in the 
RPGM model. 

 

Fig. 6 (A). PDF vs. Pause time 

 Figure 6(B) shows the effect of node speed on the DSR 
protocol. The results show that the highest PDR is achieved 
when maximum speed is 20 m/s or 72 km/h. The PDR at 20 
m/s were 100.00%, 99.96%, 99.97% and 99.88% respectively. 
Whenever the node speed was increased, the PDR dropped 
due to the reason that the group leader and the members were 
moving very fast during the packet delivery process. This 
causes packets to drop leading to reduced PDR. It was also 
observed that when a mobile node moves fast and the pause 
time is small; the topology is likely to be in a highly dynamic 
condition. Hence, the optimal setting for node speed and the 
pause time are 20 m/s and 20 s respectively. 

 

 

Fig. 6 (B). PDF vs. Node speed 

B. Average End-to-End Delay 

Average end-to-end delay is defined as the average time 
taken by a packet to reach the destination from the source. The 
average end-to-end delay includes all the types of delays such 
as transmission delay, propagation delay, processing delay and 
interface queuing delay. The average end-to-end delay 
between two nodes is computed using Formula (4). 

                    (4) 

The delay is affected by higher CBR packet generation rate at 
the source as well. When packets are generated at high rates, 
the buffer at the source becomes full resulting in longer 
queuing delays at the source node. Figures 8(A) and (B) show 
the effect of maximum pause time and speed on average end-
to-end delay respectively. Fig. 7(A) shows that the average 
end to end delay is reduced when the pause time is 20 s in the 
2nd and 4th scenarios. The average end-to-end delays were 
30.56 s and 15.82 s respectively. The average end to end 
delays in the 1st and 3rd cases at 10 s pause time were 6.62 s 
and 11.66 s respectively. The reason for this discrepancy is the 
increased time consumption for route discovery at 20 s pause 
time due to buffer overflow in the 1st and 3rd scenarios. 

 

Fig 7(A). Delay vs. Pause Time 

Fig. 7(B) shows the effect of different maximum speeds on the 
average of end-to-end delay. From Fig. 7(B) it can be seen that 
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the average end-to-end delay is decreased when maximum 
speed is 20 m/s. An increase in maximum speed also results in 
an increase in the average end-to-end delay.  This is due to the 
reason that when a node moves fast, it causes link failures 
leading to new route discovery processes. New route 
discovery processes would create additional delays increasing 
the overall end-to-end delay. Hence it can be concluded that 
the optimum settings for the maximum pause time and the 
speed are 20 s and 20 m/s respectively. 

 

Fig. 7 (B). Delay vs. Node Speed 

C. Routing Overhead 

Overhead is an important issue as higher overheads reduce 
the overall network resources utilization. Hence it is important 
to reduce the overhead in a network as much as possible. Fig. 
8 (A) and (B) show the routing overhead for different pause 
times. From Fig. 9(A), it can be seen that different pause times 
affect the routing overhead under all the four scenarios. Fig. 
8(A) shows that the overhead is the minimum when maximum 
pause time is 20 s, except for the 3rd scenario with total 
number of nodes to be equal to 40 with 30 source connections 
and the maximum pause time to be 10 s. The 3rd scenario has 
the optimum setup at the maximum pause time equal to 10 s 
due to the lower number of packets transmitted. In addition, 
DSR protocol uses a route cache to reduce the number of route 
discovery processes during the establishment and transmission 
of packets. 

 

Fig. 8 (A). Overhead vs. Pause time 

Fig. 8(B) shows that different maximum speeds affect the 
routing overhead. It can be seen that the routing overhead is 
the minimum at the maximum speed is at 20 m/s in all 
scenarios. Whenever the maximum speed of a node is 
increased, the overhead is also increased. Hence, it can be 
concluded that the average optimal settings for maximum 
pause time and speed are 20 s and 20 m/s for minimizing the 
routing overhead. 

 

Fig. 8 (B). Overhead vs. Node speed 

D. Normalized Routing Load (NRL) 

The Normalized Routing Load (NRL) is an estimate of 
how efficient a routing protocol is. The number of routing 
packets sent per data packet is an indication of how well the 
protocol maintains the routing information updated. The 
higher the normalized routing load, the higher the overhead of 
routing packets is and consequently the lower the efficiency of 
the protocol. Fig. 9(A) and (B) show the results for the NRL 
against different maximum pause times and maximum node 
speed respectively. Fig. 9(A) shows that the DSR protocol 
performs best when maximum pause time is 20 s except for 
the 3rd scenario, where the pause time is 10 s. This is due to 
the reason that the NRL is directly proportional to the 
overhead and the packets sent. As shown in Fig. 10(A), the 
NRL is reduced when the maximum pause time is 10 s. 

 

Fig. 9 (A). NRL vs. Pause time 
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Fig. 9(B) shows the effect of the different maximum node 
speeds on the NRL. Fig. 9(B) shows that the DSR protocol 
performs best when maximum node speed is 20 m/s resulting 
in the lowest NRL value. Whenever the maximum node speed 
is increased, the NRL is also increased leading to lower 
efficiency. Hence, it can be concluded that the optimal setting 
for the maximum pause time and the maximum node speed are 
20 s and 20 m/s respectively for efficient NRLs. 

 

Fig. 9( B). NRL vs. Node speed 

VII.  CONCLUSIONS 

In this paper, the authors have presented the work of 
evaluating the performance of the DSR protocol under 
Reference Point Group Mobility model with respect to the 
effects of the maximum pause time and maximum speed under 
different scenarios. The simulation parameters included 36 
different scenarios of which 20 scenarios are for different 
maximum pause times and 16 scenarios are for different 
maximum node speeds. Simulation results show that the 
maximum pause time and speed have a direct impact on the 
performance of the DSR protocol. The Reference Point Group 
Mobility model has two constraints. One is that the movement 
of nodes should follow that of the group leader and the other 
one is that each group leader has the group movement limited 
to certain speed limits. The simulation results show that when 
the mobility is high, the possibility of route caches becoming 
stale is also high resulting in frequent link failures. When a 
route discovery is initiated, the large number of replies 
received in response is associated with high MAC overhead 
causing increased interference with data traffic. Hence, the 
cache staleness and high MAC overhead together result in 
significant degradation of performance in DSR in high 
mobility scenarios. Furthermore, simulation results show that 
there are four main factors that can affect the DSR protocol. 
They are namely, the maximum node speed, the maximum 
pause time, the number of connections, and the number of 
nodes. From the simulation results, it was observed that the 
optimal settings for the maximum pause time and the 
maximum node speed are 20 s and 20 m/s respectively. 
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Abstract – In the last decade quantum information theory and technology evolve and show their great potential. There are a set of 

problems for which it's more efficient and even not possible with classical communication to solve than with quantum equivalent. The 

best known example is Quantum Key Distribution (QKD), though there are quantum non-locality (entanglement), quantum 

teleportation, communication complexity and many more. The quantum information technologies permit by using quantum 

representation of data, to collect much bigger, more varied and precise information, as well as quantum data bank creation, which can 

be effectively treated by usage of relevant quantum algorithms. For creation of quantum databases, two methods will be dealt with: One 

is based on quantum numbers usage for processing various parametrical values (attributes of data bank); next, the database will be 

presented as its quantum model. On the basis of quantum information technology approach the new methods of possible improvement 

of nano micro sensory systems effectiveness is discussing in the recent paper. Multiparametral and multifunctional nature of sensors 

and their networks was taking into account. Nano micro sensor systems integrate and interface multiple core technologies and related 

devices to implement a variety of functions. They can be implemented through scalable homogeneous, or heterogeneous hardware 

integration technologies, in order to advance the miniaturisation, functionality and reliability of the sensor, processor, actuator and 

communication functions. Power autonomy (consumption and supply) is a common issue. In the medium term, there is growing 

industrial interest to integrate nanosensors in smart (intelligent) microsystems, mainly due to an increase in sensitivity, device 

simplification and associated cost reduction. 

 

Keywords – quantum information, sesensory systems, swarm intelligence, qubit, data collection and processing  

I. INTRODUCTION 

Monitoring natural uncertain environment parameters is a 

complex task of great importance in many areas. The origin 

of the difficulty lies in the environment’s dynamism, 

arguably representative of real world problems, which 

consists of a number of peaks of changing width and height 

and in diffuse processes [1,2].  

For technological monitoring of environmental safety which 

should be conditioned by the large scale spatially distributed 

homogeneous or heterogeneous environment with dynamic 

diffusion processes the multi mobile sensor systems and 

reconfigurable wireless networks of distributed autonomous 

devices which can sense or monitor physical or 

environmental conditions cooperatively are very sufficient. 

Intelligent sensors and sensor networks have an important 

impact in meeting environmental challenges. Agents interact 

(communicate, coordinate, negotiate) with each other, and 

with their environment. Usually, in a multi-agent system, 

interaction dynamics between an agent and its environment 

lead to emergent structure or emergent functionality [3]. 

There are many applications for non-stationary problems in 

the sense that the global optimum value and the shape of 

fitness function landscape (by the moving peaks) may 

change with time. The task for the adaptive optimization 

algorithm in these environments is to find optimal results 

quickly after the change in environment is detected.   

Conceptually speaking, monitoring can be realized by 

continuously collecting sensory data from a distributed 

network of stationary or mobile Intelligent Sensor Agents 

deployed in the field. The architecture of such system for 

environment monitoring may consist of both sensors (for 

complex environment monitoring) and mobile Intelligent 

Sensor Agents, a wireless communication network [4].  

Integrated sensory system is possible to treat as an 

information channel between the environment and the 

automated monitoring and mapping distributions. The 

development of a new range of sensor materials, effective 

sensors and sensory systems (networks) united in artificial 

intelligence techniques can achieve the necessary 

capabilities to provide quantitative information as well as 

alarm functions. Sensor networks consisted of a small 

number of sensor nodes that were wired to a central 

processing station. Sensor networks have a variety of 

applications. Examples include environmental monitoring – 

which involves physical or environmental conditions, 

habitat monitoring (determining the plant and animal 

species’ population and behavior), seismic detection, 

military surveillance, inventory tracking, smart spaces, etc. 

In fact, due to the pervasive nature of micro-sensors, sensor 

networks have the potential to revolutionize the very way 

we understand and construct complex physical systems [5]. 

However, nowadays, the focus is more on wireless, 

distributed, sensing nodes. Multiple roles can be 

This paper was prepared in the framework of the EU projects: SENSERA 
and SECURE R21 
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distinguished: Sensors – measure physical phenomena, 

sources of measurement data; Base stations – analyze and 

post-process data, sinks for measurement data. Actuators – 

perform actuation in response to received data; Processing 

elements – pre-processing of transmitted data. 

A wireless sensor network (WSN) consists of spatially 

distributed autonomous sensors to monitor physical or 

environmental condition, and to cooperatively pass their 

data through the network to a main location. The WSN is 

built of "nodes" – from a few to several hundreds or even 

thousands, where each node is connected to one (or 

sometimes several) sensors. On the other hand, we can 

distinguish also two kinds of nodes: Aggregator and Device 

or Sensor/Actuator.  

Area monitoring is a common application of WSNs. In area 

monitoring, the WSN is deployed over a sensor field where 

some phenomenon is to be monitored. When the sensors 

detect the event being monitored, the event is reported to 

one of the base stations, which then takes appropriate action. 

Sensor nodes can be imagined as small computers, 

extremely basic in terms of their interfaces and their 

components.  

The base stations are one or more distinguished components 

of the WSN with much more computational, energy and 

communication resources. They act as a gateway between 

sensor nodes and the end user as they typically forward data 

from the WSN on to a server. The algorithmic approach to 

modeling, simulating and analyzing WSNs differentiates 

itself from the protocol approach by the fact that the 

idealized mathematical models used are more general and 

easier to analyze.  

To better support high quality monitoring, we propose to 

enhance the sensor network with mobile swarms. A 

”swarm” is a group of nodes which are physically close to 

each other and usually share the same mobility pattern [6].   

Swarm intelligence is an exciting new research field still in 

its infancy compared to other paradigms in artificial 

intelligence. Particle swarm optimization algorithms (PSO) 

have gained popularity in recent years. PSO is a population-

based method, a variant of evolutionary algorithms with 

moving towards the target rather than evolution, through the 

search space. In PSO algorithm, the problem solution 

emerges from the interactions among many simple 

individual agents called particles [7]. 

The movements of the particles around in the search-space 

are guided by their own best known position in the search-

space as well as by the entire swarm's best known position. 

The improvement of positions is a necessary condition to 

guide the movements of the swarm. The gradient of fitness 

or cost function, which must be optimized, is not known. 

The goal is to find a solution in the search-space, which 

would mean is the global optimum. The process is repeated 

and by doing so it is hoped, but not guaranteed, that a 

satisfactory solution will eventually be discovered.  

 

 

II APPROACH TO QUANTUM INFORMATION 

TECHNOLOGY METHODS 

 

Nowadays information processing is fundamentally studied 

with classical approaches; the  latest improvements in this 

direction use existing explorations and no significant 

breakthroughs are observed. The explanation of such 

difficulties lies under the natural limitations to which we are 

already close enough.  Our progress barely satisfies our 

needs, for we are reaching the edge of existing paradigms; 

consequently, we seek for novel approaches of information 

processing. Information processing methods based on 

quantum mechanical phenomenon is believed to be closer to 

nature, which promises to open a whole new world of 

opportunities. Moreover, emerging technologies use nano 

and sub-nano scales, where quantum mechanics comes into 

play, and we can't ignore its influence on the computing 

process and we see information processing based on 

quantum approaches as the future of information science 

[8,9].  

The main actor in quantum system – the main unit for 

saving information- is called quantum bit or qubit. Qubit 

exists simultaneously in two states, and there is certain 

probability to measure qubit in classical state 0 or 1. After 

measurement, we lose the superposition and from all 

possible states we get just 0 or just 1. To take advantage of 

this property, we must operate on the qubits as long as 

needed and measure them only at the end because operating 

saves the superposition. We have restrictions on the types of 

operations; every operation should be reversible (intuitively 

it's easy to understand that quantum operations are 

reversible because there is no lost of information and we 

always can go back, reverse the process), but measurement 

is irreversible and all irreversible operations collapse the 

superposition. Furthermore, no cloning theorem tells that 

every particle in the universe has its own unique state. We 

can't fake it (nature seems to forbid making an exact copy of 

something). We can't hide the information a particle 

contains; it's somehow represented into its unique quantum 

state, so this can be used to detect false. It's awful if we 

would think about spreading information, but from the 

security point of view it gives novel opportunities [10].  

The outline of this problem includes: a) Quantum 

computation (QC)  quantum bit (qubit) and entanglement; 

 problems in experimental realization of QC; b) Spin-based 

QC  nuclear spin and electron spin in semiconductors as 

qubits. A challenging problem is to use the reach world of 

correlations in quantum systems in a controllable manner to 

process information [11].  

A quantum particle with two steady state levels can be used 

as a quantum bit  qubit 
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Fig.1. Examples: 

- ground and excited states of an atom; 

- vertical or horizontal polarization of a single photon; 

-  superconducting and normal state; - spin 1/2 particles in a 

magnetic field. 

 

 Classical bit can represent at the moment either 0 or 1. 

Most general qubit state is a superposition of two basic 

states:                   

 
 For two bits there are four possibilities: 00, 01, 10, 11. In 

contrast, two qubits are in general in a state of a form 

                       

12222  dcba  
 Qubits in this state display a degree of correlations 

impossible in classical physics. This phenomenon is called 

entanglement and is a crucial property for the success of 

quantum computing. 

 

 

 
 Fig.2. The general state of N qubits is 

specified  by a 2N- dimensional complex 

vector. 

 

 

 

 

 

The main requirements for the implementation of a quantum 

computation are: 

1. A scalable physical system with well characterized 

qubits: Two-level systems - spin 1/2 particle in a magnet 

field where one is ground and excited states of an atom, the 

second –  superconducting and normal state.  

2. Long relevant decoherence times: at least 104-105 times 

longer than the gate operation time. 

This is necessary for successful application of the quantum 

correction procedure 

3. The ability to initialize qubits to a ground state, such as 

000…: registers should be initialized before the start of 

computation. 

4. A “universal” set of quantum gates: two-qubit 

interactions:  CNOT (control not) or SWAP gates (universal 

quantum gates). 

5.  A qubit-specific measurement capability: the result of 

computation must be read out.      
Among many suggestions for realizing the basic unit for 

Quantum Computation, the most exciting avenue is using 

spin-1/2 particles (electrons, some nuclei) embedded into a 

semiconductor device which allows to utilize the 

tremendous resources of  silicon based industry for scalable 

fabrication technology [12]. 

 

 

Fig.3.Candidate for a qubit needs phase coherence during 

quantum com 

 

In the last decades our perception of the world has changed. 

We are more involved in distant and shared tasks, and it's 

natural to seek new ways to improve communication. As 

quantum information theory evolves and shows its great 

potential, why not try and take these advantages and make 

communication better. 

Quantum communication refers to a process of transferring 

qubits from Point A to Point B at distance. There are a set of 

problems for which it's more efficient and even not possible 

with classical communication to solve than with quantum 

equivalent. The best known example is QKD, though there 

are quantum non-locality (entanglement), quantum 

teleportation, communication complexity and many more 

[13]. 

Quantum communication relies on some phenomenon like 

entanglement which gives plenty of opportunities, but at the 

same time it's very tricky. When Einstein first saw this 

phenomenon (EPR – Einstein-Podolsky-Rosen paradox), he 

said that it was incompleteness of quantum mechanics. For 

today, we know more about this phenomenon; still we have 

a lot to explore in this direction Present knowledge lets us 

define entanglement as a property of quantum system when 

two or more objects are linked together (their quantum 

states) and you can't refer to one without referring to the 

others, so if you measure one, others are determined as well. 

If we define communication in qubit terms, every qubit has 

its own channel to transmit state, but sometimes it happens 

so that two or more qubits are entangled and share the 

channel which means they communicate between each 

other. The result of communication is the “immediate” 

transmission of one of the qubit’s state to others [14]. 

The medium that provides the communication is unknown 

for today. It can be said that it is some sort of field. It is 

important, that this field fills the space and even more - the 

communication is not based on light speed, which means 
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either the distance does not reflect on the communication 

time or it reflects less. 

Still, we try to use what we know about entanglement, and 

we came up with a strange communication scenario which 

we call quantum teleportation. But if you look closer, it’s 

nothing that special.  

Quantum teleportation is a great proof of entanglement’s 

power. Quantum teleportation is a process when an object’s 

quantum state dissolves here and reappears at a distance 

without ever existing at any intermediate location. Process 

can be executed as a three step sequence (Fig.4). 

First an entangled pair of qubits are prepared and 

distributed, then the sender performs a so called Bell-State-

Measurement (BSM) between entangled qubit and qubit to 

be teleported and sends measurement result to receiver via 

classical channel. Note that BSM provides nothing about the 

teleported qubit's state, but contains something about how 

the two are related (entangled and teleported qubits), and 

this information is infinitely smaller than classical 

description of teleported qubit's state. At the end, based on 

BSM results, the receiver makes result-dependent unitary 

rotation to his/her system to recover qubit state. So as we 

use the  classical channel to communicate, we are limited 

with the speed of light and physical implementation (with 

linear optics) of BSM is not as efficient as needed [15]. 

Communication complexity refers to the number of 

communications required to solve a distributed task. For 

example if A and B points (separated in distance) have their 

own input x and y and want to calculate some function f(x, 

y), what would be the minimal amount of information 

exchange (communication) for problem to be solved?  

 

 
Fig. 4 Visual representation of teleportation: t – Qubit to be 

teleported; e – Entangled qubits; BSM – Bell-State-Measurement 

result. 

  

Quantum superposition phenomenon plays a significant role 

in Quantum Algorithms. There are also some limitations but 

generally quantum algorithms are more advanced than 

classical ones. The most important advantage is the 

possibility to maintain all of the states simultaneously 

during the process. Theoretically it gives us the exponential 

power of quantum computer, but for today there are many 

technical and principal problems, which limit us to 

implement quantum algorithms [16].  

 

 

III  QUANTUM TECHNOLOGY METHOD OF 

SENSORY SYSTEMS DATA COLLECTION AND 

PROCESSING 

 

Environment condition data collection process usually is 

managed by the different methods and devices (which 

determine the types of data) are used [17]. These methods 

might be divided as:  

1. Standard measurement methods – sensors and sensory 

systems which are measuring the various physical and 

chemical parameters; data bank is inflated / significantly 

increased by these common and other standard data .  

2. Semantic description (estimated texts) – collection of 

information represents the unstructured data coming from 

sensory systems. For their valuable use semantic analysis 

is necessary as well as the structuring of data knowledge 

taking from estimated texts and performing another range 

of tasks. 

3. Description by multimedia sensory systems (photo and 

video clamping, audio recording) – the process is mainly 

dedicated to image recognition and may have a large 

range of complexity (Fig.5) 

 

Fig.5. General scheme of the modeling process 

Let us stay at the first method. In predicting the 

consequences of certain actions or events, various models 

play a crucial role. The key of simulation of the model for 

any purpose is determination of its tasks and targets.  

Data collection is one of the most important parts of the 

model successful functioning. Quantum approach for 

optimization of the use of databases can give to us at least 

two positive effects: 1. The compact representation of the 

database; 2. The possibilities to reduce the processing time. 

It is well known in computer science the representation of 

the three main types of data: real-valued, integer or Boolean. 

These types reset all data that belongs to the type of class 

one (Classes of data type): primitive data types (machine 

data types, Boolean type, numeric types); composite types 

(enumerations, string and text types); other types (pointers 

and references, functional data types, abstract data types; 

utility types). 

Primitive or composite data types are used in the models 

describing the data of disaster types. This depends on two 

main factors: 1. Data source and 2. Model representation of 

type Boolean (logical), an integrated, causal, and the others. 
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Any type and scale of the disaster we can imagine, as it is a 

big system. One characteristic of this kind of systems that 

are used to describe the condition of many and varied 

attributes and, in addition, may consist of many smaller 

ones define the subsystems. For example, if the object of 

our study is earthquake, earthquake could lead to flood or 

landslides [18]. Therefore, we have at least two different 

and mutually dependent systems, which at the same time 

could be described by a separate model. 

The parameters of each of this kind system are divided into 

descriptive qualitative parameters (include only content 

definitions), quantitative parameters (include only discrete 

or continuous quantitative parameters) and mixed 

parameters (include quantitative and qualitative parameters 

all together). In the real situation when disaster is mixture of 

different systems of parameters it is very important to use a 

method where all types of data are in the form of inference 
and therefore there are no information loss and all these can 

be used in a single model. Let us represent a generalized 

notion of the catastrophe. To observe the different disasters 

jointly because of the reason of their high individuality is 

not always possible [19].  

Let us admit that we have S a big system, and its describing 

parameters are: 



the abundance of (where N is the description of the 

parameters of the points, {P} - Primitive data type, {C} - 

Composite data type, {A} - Abstract data type) model is 

essential to reducing the effectiveness of the same type. 

Type depends of the chosen model. In our case, all 

parameters are reset to the quantum dimension of the 

quantum value. 

We can perform the transformation process in two stages: 1. 

Unification of logical presentation of data from the census; 

2. the quantum representation of parameters. 

In the first step, for each parameter there is a discrete set of 

values, which contains much of numeric values [20], 

contextually described in non-overlap range. The question 

is; how many different values can be fixed when we 

describe the S system, which was adopted by the 

International grading system describing or defining the level 

of threats. This number can be different for each parameter. 

As a result, we get the allowable values for each parameter 

draws  domain: 



where ni is equal to  a number of different meanings . 

In case that we have the S system description in the 

generalized form we could say that the description of the 

observed is the main option or not. In some cases, 

different it is important first to analyze the existence of zero 

in the option. In this case the quantum  performance is 

used.  

Assume that  is a quantum imagination of the system, 

which can be represented as  and the state of a quantum 

system  is a vector in a complex vector space (Fig.6). If 

the state of a quantum system  is a vector in a complex 

vector space and the set of vectors { }, ni = 0, . . . , N − 1 

(where N may be ∞) has an orthonormal basis, for this space 

we can always express  

 

 

for some complex coefficients , where 

 

 

Fig.5. The data transformation process. 

 

According to the parameters of each presentation of each 

meaning we can write:  ratio. This form 

will be modified according to our data base for further 

processing [21]. 

In the point of view of data processing, we see two 

approaches: 1. Quantum information processing classical 

quantum algorithm (mainly meant to search), and 2. Data 

processing system S is used to describe and convey it by the 

quantum concepts. 

Grover’s algorithm for quantum calculations is one of the 

most important tool, which helps to describe not well 

defined N=2n elements in the database (a database handle 

disasters) of a particular element search. This algorithm 

makes possible to compute the many unsolved problem of 

classical calculations [22]. Using classical methods in the 

theory of probability, we can say that for any m element 

inspection the probability that a request for records with 

equal . It is clear that the database needs to be 

2n for the necessary elements to look for. Using the 

Grover’s algorithm the necessary number of requests (steps) 

is  = ) 

In our case, we may give to the task such formalization: S is 

used to describe the system of N=2n From the each of the 

values S1, S2,… Sn, there is a unique situation, which 
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satisfies the condition: f(su)=1 is only one element s ∈ A, 

and f(s)=0 for all other elements. We can make such a 

formulation of the problem, because we have already 

reduced our options to quantum face. 

As mentioned above, we use the S parameters for 

description of the . In concrete case 

presentation these parameters reducing to the quantum face. 

Suppose we have a different system in K S Description. 

Each description we can write as quantum 

implications:Where 

 



 

 

Therefore we have K implicants. Write a realization in 

dysfunctional normal form: 

 
 

If we minimize this form following the method which it is 

shown in [23], as result we will receive S system describing 

quantum concept in a generalized form. This description is 

compact and contains only those parameters that are most 

important to a particular kind of system evaluation. Its use 

will enable to evaluate the system not only by quantitative 

parameters, but options of all of them. 

Quantum algorithms (especially Shor’s) prove that quantum  

approaches are more flexible than classical in complex 

environments like the sensory network (when process goes 

exponentially). So we can say that our tool-set of 

information processing (brain) must be minimum quantum, 

as far as we know, because Devo (development evolution) 

have chosen us as leading creatures. 

Shor’s algorithm have suppressed any hope that encryption 

base on discrete logarithm (factoring large numbers) can be 

resistant against quantum computing, so we have to replace 

asymmetric encryption algorithms with novel quantum 

approaches. Though it was proved that symmetric 

algorithms perform quite well in quantum environments, 

similar approaches do not give effective use in quantum 

asymmetric world. Instead of pure asymmetric key 

distribution there are some thoughts about quantum 

asymmetric cryptography using entangled key pairs. This 

approach effectively uses the physical security of channel, 

so to estimate private key with high probability 

eavesdropper needs large amount of public keys. The 

disadvantage of this approach is the need of trusted issuer of 

keys, who generates private and public key pair and sends it 

to authenticated users securely [24]. 

Suppose eavesdropper reads quantum state in channel 

without collapsing superposition. QKD uses quantum 

channel to negotiate the key, after that encrypted data is sent 

via the classical public channel. The security of this method 

will become vulnerable if quantum reading without losing 

superposition is possible. The next advancement of attack 

on quantum channel is to get the information with about the 

same probability as the receiver. One of the known attack 

modes includes man-in-the-middle attack at any point in 

QKD. The reliability of QKD is based on encoding the 

information in non-orthogonal states. Quantum 

indeterminacy means that these states cannot be measured 

without disturbing the original state. However, if we read 

superposition without collapsing it, then we would be in the 

same state as actor A, thus if man-in-the-middle attack 

continues, we can get the key generated using QKD. 

If we assume that reading qubit is possible with certain 

(high) probability and the eavesdropper can easily access 

information sent by quantum channel, the need of different 

approach arises. One protection against such attack is the 

use of entangled qubit pairs as key. The sender generates 

entangled registers (sequence of qubits) and sends one of 

them via quantum channel. The eavesdropper can 

successfully read this information but after the receiver 

receives it, sender operates the entangled register on his/her 

side and in that way sets a key, which is also accessible to 

the receiver but is unknown for the eavesdropper. After that, 

encryption and decryption happens with entangled keys. If 

we assume that entanglement could not be intruded by a 

third-party, then this scheme is unconditionally secure. 

Let's take n-bit qubit and apply some algorithm on it. After 

performing the main algorithm quantum register is in 

superposition of all possible states. The goal is to find the 

solution, that is one of the N = 2n states. Let's take the 

simple model to describe amplitude amplification. The best 

example should be uniform superposition that contains 

every possible state with the same amplitudes (coefficients) 

and the sum of the squares of amplitudes is 1. The solution 

we are interested in is one of them, but if we measure the 

register, the probability of getting solution is 1/N. We could 

try again and again, but which one would be a solution is 

unknown, so we can't effectively find the answer without 

changing the coefficients. This is the case where amplitude 

amplification comes into play. We use the "oracle", which 

changes only the solution's amplitude. Applying oracle on 

qubit result in the change only in the solution's amplitude; 

specifically, it gets a minus sign, so the probabilities (square 

of amplitudes) remain unchanged. After that the amplitudes 

are inverted against the mean of amplitudes; consequently 

the solution's amplitude is raised and the other amplitudes 

are lowered. The reason this happens is that only the 

solution has negative amplitude which is less than the mean, 

and all remaining amplitudes are more than the mean. The 

above described steps make one iteration of Grover's 

algorithm [24]. When we apply Grover’s algorithm, we 

change the amplitudes iteratively, so that on every iteration 

the amplitude of solution is changed. This process is 

periodic. Not every iteration will raise the amplitude. To be 

more specific, within 

Page | 228



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0033   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

N
4

r


  

steps the amplitude is increased, but on r+1 step, amplitude 

begins to decrease. This means that we need r iterations to 

get maximum possible amplitude effectively. The 

complexity is sub-linear and is O(N1/2) which is better to 

simply repeat the main algorithm several times and analyze 

measured results to "guess" which result is solution. There 

is one interesting detail about the oracle. Oracle is 

represented as a matrix which contains "1"-s on the diagonal 

except one element which is related to the  solution and is "-

1" and all other elements are "0". In the real world, we don't 

know where that "-1" is, because if we knew, we also would 

know the solution itself. The oracle hides the solution in 

itself; we just can use it to increase the probability of 

measurement. 

Finally, it's worth  mentioning, that finding the quantum 

solution is more effective if the states are unstructured and 

unsorted  because in sorted cases there are no significant 

differences between classical and quantum algorithms. So, 

Grover's algorithm is used for searching the solution that is 

already mixed in the superposition of quantum register; 

more generally it's useful for searching one particular 

element in an unsorted,  unstructured set. This algorithm is 

also expanded to search for multiple solutions in the 

superposition, but this is beyond our scope [25]. 

Applications we have reviewed, we think are ready for 

mainstream after implementing the  quantum computer. The 

approaches that lie under these applications use quantum 

properties (Fig.5). 

 

Fig. 5 Quantum Approaches and its applications. 

 

Cryptography has always been an important part of 

information theory. A lot has been done in classical 

cryptography. Two main types of algorithms are known – 

symmetric and asymmetric. Symmetric algorithms are 

widely used for securing communication between two 

parties (e.g. A and B) and asymmetric are used for digital 

signatures. Both of them have their advantages and 

disadvantages, but we will discuss classical cryptography 

only in order to explain quantum cryptography. Security in 

classical cryptography was based on the exponential number 

of computational calculations, which was not achievable in 

real time, needed to decrypt encrypted message. As we have 

seen, quantum computing offers us exponentially more 

computing power than classical analogy. Due to that, many 

algorithms which were thought to need years to break the 

key,  need no more than minutes with the help of quantum 

computation. But that will be done after the quantum 

computer is built. Until quantum cryptography can help 

these problems, it solves classical cryptography’s weak 

issues. Quantum cryptography is mainly known for quantum 

key distribution (QKD) which solves the weakest point of 

classical symmetric algorithms- key distribution [26]. 

Despite this fact, integration in classical cryptography is 

essential because QKD only generates and distributes keys 

over two parties which then can use this key with any 

classical encryption algorithms.  

The idea of QKD algorithm is the following: 

We begin with the first stage, the transmission of the 

photons, which is the physical representation of qubits, from 

A to B. Afterward the communication switches to the public 

channel. There, the first phase is the shifting phase, where A 

and B negotiate which bits are used and which bits are 

discarded. To avoid a man-in-the-middle attack by C, this 

message exchange must be authenticated. After agreeing on 

the bits and being sure that C has not modified messages by 

using an authentication scheme, A and B go on to the 

reconciliation phase or error correction phase. Due to the 

fact that quantum channel is not a noiseless channel, A and 

B do not share the same identical string. There is a small 

portion of errors in B’s string, which are corrected in this 

phase. Again, C has the possibility to modify messages 

during this phase to his/her interest. Therefore, A and B 

must authenticate this phase. Passing reconciliation, A and 

B share a string, which is identical with a very high 

probability. But this string cannot be used as a key yet. C’s 

information about the string must be considered.  

As we can see QKD is limited in distance, because in the 

first part we send qubits via quantum channel. Due to this 

fact, no cloning theorem and no repeaters can be used as in 

classical communication. This type of algorithm is 

unconditionally secure if several simple conditions are met: 

1. Eavesdropper cannot access A’s and B’s encoding 

and decoding devices 

2. The random number generators used by A and B 

must be trusted and truly random (for example a 

Quantum random number generator) 
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3. The classical communication channel must be 

authenticated using an unconditionally secure 

authentication scheme 

Despite this fact QKD has been broken, but not because of 

the algorithm but due to the non ideal behavior of the 

present-day quantum cryptographic hardware [27].  

As for asymmetric algorithms some theoretical 

advancement is present. Nothing has been done in practice 

because asymmetric quantum algorithms require quantum 

technology beyond today’s advancements.  

Quantum digital signature algorithm is already available. 

Quantum digital signature shares a lot with classical 

analogy. Requirements for good and usable signature 

schemes for classical and as well as for quantum are 

underlined: 

1. The scheme has to provide security against 

tampering by: - The sender after the message was 

signed; -The receiver; - A third party 

2. Creating a signed message has to be easy 

3.  Every recipient has to get the same answer, when 

testing the message for validity 

Differences between classical and quantum signatures are 

based on quantum information nature. 

IV CONCLUSION 

This work was motivated by the idea of developing the high 

effective sensory systems monitoring of environmental 

pollution, particularly in nuclear power engineering, which 

can be realized by continuously collecting sensory data from 

a wireless mobile sensor network deployed in the field [28]. 

The relevance of problems is particularly pointed out by the 

environmental dynamism of the shape of fitness function 

landscape, which consists of a number of peaks of changing 

width and height and in diffuse processes. We have 

discussed the quantum algorithms as effective tools for the 

adaptive control of the mobile sensory system . 

We also discussed the quantum approach of sensory data 

collection and processing using some quantum information 

technology methods and tools.  

Present knowledge lets us define entanglement as a property 

of quantum system when two or more objects are linked 

together (their quantum states) and you can't refer to one 

without referring to the others, so if you measure one, others 

are determined as well. More than that, no matter how far 

they are (physical separation), measurement occurs 

instantly, faster than the speed of light. It's like an instant 

communication which would be great, so that we could 

reduce the dependency on distance, but unfortunately lack 

of knowledge does not allow us to realize its potential. 

Inside the quantum world, entanglement is some sort of 

communication because the separated states depend on each 

other or have a connection.  

Taking into account the quantum and multi parametrical 

nature of information for its clear and precise modeling it is 

possible and effective to combine two methods, where one 

is based on quantum numbers usage for performing of 

different parametrical values (transferring logical numbers 

to quantum numbers), and second - to creation of the data 

base (quantum date base) which should be presented as its 

quantum model. These approaches jointly with quantum 

search algorithms and quantum query algorithms are 

opening the new ways for creation of novel technologies for 

modeling and creation of novel high effective sensory 

systems and networks. 
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Abstract— The channel equalization is a technique allowing to remove the inter-symbol interference (ISI) in the SDR receiver caused by 

the radio-mobile channel. In this paper, present a design and implementation of modem with 16-QAM modulation, convolution, 

interleaved circuit, differential coding and adaptive equalizer using LMS algorithm based of SDR, using MATLAB system generator 

model. The results show that LMS equalizer gives a good estimation on the proposed channel model. The hardware implementation is 

done in FPGA board kit, which has shown a promising foundation for developing coding, modulating and other circuit of modems circuits. 
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I.  INTRODUCTION 

  Software defined radios (SDR) are highly configurable 

hardware platforms that provide the technology for realizing the 

rapidly expanding future generation digital wireless 

communication infrastructure [1]. In many practical 

communication systems, data is transmitted over a channel with 

inter symbol interference (ISI). To reduce ISI in proposed SDR 

system, two methods are suggested that are convolution code 

and least mean square error algorithms [2]. Convolution code 

known also as error correcting code added redundant bits to the 

information transmitted bits to allow the receiver to detect and 

correct a limited number of errors occurring anywhere in the 

transmitter signal. Different studies that are combined 

convolution code in SDR system like in [3].Equalizer gives the 

inverse of the channel to the received signal and combination 

of channel and equalizer gives a flat frequency response and 

linear phase [4]. The LMS algorithm is a type of the adaptive 

filter used to discover the filter coefficients in the adaptive 

manner that is used to model the inverse channel and overcome 

ISI problem. There are Different studies that are combined 

LMS equalizer in SDR system like in [5]. The reasons for 

choice LMS algorithm are simplicity; low computational 

complexity and better performance in may run environment [6]. 

The paper is organized as following: Section II provides an 

overview of 16-qam modulation/de-modulation, Section III 

provides an overview of the convolutional codes. Section IV the 

interleaver and de-interleaver, Section V provides an overview 

of the differential coding, Section VI provides an overview of 

the  LMS equalizer algorithms, Section VII provides the block 

diagram of the 16-QAM SDR system, Section VIII provides the 

simulation results, Section IX conclusion. 

II.    THE 16-QAM MODULATION/DEMODULATION 

QAM is one of the widely used modulation techniques 

because of its efficiency in power and bandwidth. The 

constellation diagram of 16-QAM  in contain 16 different 

symbols each having a different real and imaginary 

component, Each constellation point can represent four bits, 

with two bits on the I axis and two on the Q axis . The 4 bits 

Gray coded that represent one point in the constellation 

diagram can be regarded also as two of two bits words on I-

axis, and Q-axis respectively as shown in Fig (1) [7]. 
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Fig. 1. The 16-QAM constellation diagram with Gray code input mapping. 

The received complex coded sequence is; 

                                         y= x + n                                          (1) 

x is the data complex sequence in the form of; 

                   ∝16 𝑄𝐴𝑀= {
∓1 + ∓1𝑗, ∓1 + ∓3𝑗

∓3 + ∓3𝑗, ∓3 + ∓1𝑗
}                        (2) 

In a demodulation the Maximum A posteriori Probability 
(MAP) method has been used as soft bit detection for 16-QAM. 
This method usually maximizes the probability that assume the 
bit bm was transmitted given y received; 

                            P (bm/y) =
P(y/bm)P(bm)

P(y)
                                (3) 

The detail description of soft bit detection is summarizing in 

[8]. 

The soft bit for bit b0 is; 

        sb(b0) = {

2(yr + 1),           yr < −2

       yr,                − 2 ≤ yr < 2

2(yr − 1),               yr > 2
                   (4) 

And for bit b1 is; 

            sb(b1) = {
       yr + 2,              yr ≤ 0

  − yr + 2,            yr > 0
                      (5) 

The soft bit for b2 is similar to soft bit for b0 except the 

resolutions are based on the imaginary component and b3 is 

similar to b1 but also are based on the imaginary component. 

III. THE CONVOLUTIONAL CODES 

          Coding is a technique where redundancy is added to the 

original bit sequence to increase the reliability of the 

communication [9]. The following parameters that can be used 

for convolution code are summarized as: code rate is1/2, 

constraint length K=3, and Generator polynomial is G= [7 6]. 

Fig.2 shows convolution encoder with given generator 

polynomial. 
 

 

 

 

 
 

 

Fig. 2. The convolution code with the generator polynomial [7 6]. 

A.  Viterbi Decoding of Convolution Codes 

         Viterbi Decoder algorithm is used to recover the 

information sequence at the receiver side. Hard decision 

decoder with Hamming distance measure has been used in this 

paper. The receiver employs a trellis based maximum 

likelihood Viterbi decoder which decodes the input bits to 

obtain the information bits. The trellis length is chosen to be 5 

times the constraint length [10]. Fig (3) shows an example of 

Viterbi algorithm and how the information is recovered. 
Fig. 3. The Viterbi algorithm example. 

IV. THE INTERLEAVER / DE-INTERLEAVER  
            A method for making data recovering more efficient by 
rearranging or renumbering. The interleaver/de-interleaver is 
used to reduce the effects of long burst errors. Simple random 
error correction code by rearranges the elements of its input 
vector using a random permutation [11]. 

V. THE DIFFERENTIAL CODING 

          Bit streams through transmitter can be un-intentionally 

inverted. Most signal processing circuits cannot know if the 

stream bit is inverted or not. Differential Encoding is used to 

protect against this possibility [12]. It is one of the simplest 

forms of error protection coding done on a baseband sequence 

prior to modulation. Supposing that xi is a bit intended for 

transmission, and yi is a bit actually transmitted (differentially 

encoded) [12], if  

                             𝑦𝑖 = 𝑦𝑖−1  + 𝑥𝑖                                                     (6)                                                  
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Is transmitted, 

then on the 

decoding side, 

                        

𝑥𝑖 = 𝑦𝑖−1  +
𝑦𝑖                                                    

(7) 

can be 

reconstructed, 

where + is 

modulo-2 

addition. 

VI. THE LMS 

EQUALIZER 

            The 

structure of 

the adaptive 

filter is shown in Fig. (4). Least mean squares (LMS) 

algorithms are a class of adaptive filter used to mimic a desired 

filter by finding the filter coefficients that is related to 

producing the least mean squares of the error signal [14]. The 

LMS algorithm performs the following operations to update the 

coefficients of the FIR filter: 

1. Calculate the output signal Y(K) of the FIR filter. The 

output of the filter represents an estimate of the 

desired response. Y(K) is the calculated as the 

convolution of the weight vector and the input 

vector: 

Y(k)=∑ Wn(k)𝑥(𝑘 − 𝑛) = 𝑊T(k)x(k)
𝐿−1

𝑛=0
           (8) 

2. The error signal e(k), is estimation error defined as the 

difference between the estimated response and the 

desired response. 

                         e(k)=d(k)-y(k)                                 (9) 

3. The error signal and the input signal are applied to the 

weight update algorithm to updates the filter 

coefficients [13]. 

 

 

 

 

 

 
 

 

 

 

Fig. 4. The linear adaptive LMS equalizer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. The block diagram of the Baseband SDR Modem. 

 

 

VII. THE 16-QAM SDR BLOCK DIAGRAM 

           The design of blocks of Fig. 5 can be explain based on 

system generator of Xilinx that work under the environment of 

MATLAB Simulink for FPGA design. The Past experience with 

Xilinx FPGA or Hardware properties Languages (HDLs) is not 

needed when using System Generator. All of the downstream 

FPGA implementation procedures including synthesis, position 

automatically executed to generate an FPGA programming. 

 

A. The main blocks of transmitter section  are: 

 Random  Binary Signal Generation  

The Random integer block in MATLAB Simulink is used as a 

stream binary signal with 2 M-ary number . 
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The convolution encoder Xilinx IP core of system generator has 

been used that have native rate of 1/2, a constraint length equal 

to 3, and generator polynomials codes G1=110 and G2=111. 

Fig. 6 shows convolution encoder system [15]. 

 
 

 

 

 

 
 

                            

  
Fig. 6. The convolution Encoder Xilinx IP code. 

 

 

 

 Parallel to Serial  

The parallel to serial conversion has been done using a 

special converter serial to parallel available in system generator 

whose block layout is shown in Fig. 7. In this Block, the parallel 

two bits output data of convolution encode are converted to 

serial streams bits. 
 

 

 

 
 

 

 
 

 

Fig. 7. The parallel to serial converter. 
 

 Interleaver encoder  

The main idea of the Random Interleaver is rearranges the 

elements of its input vector using a random permutation. The 

output of convolution code is firstly converted into serial bits 

and then passing through a random interleaver that is a one- to-

one permutation map according to random labeling sequence 

after the data converted into vector mode. 

 

    

Fig. 8.  The interleaver circuit. 

 

 Differential Encoder 

This encoder has been done using one delay with the 

logical (exclusive OR) components as shown in Fig.9. 
 

 

 

 

 

 

 
 

 

 
Fig. 9. The differential encoder circuit. 

 

 Serial to Parallel converter 

This block has been used to convert the Din serial bits 

to D4 bit parallel 4 bits of data in the form d (3:0) using shift 

registers as shown in Fig. 10. 

 

 

 

 

 

 

 
 

Fig. 10. The serial to parallel converter block. 

 

 16-QAM Mapping 
 

Each parallel four bits generated from the serial to parallel 

section are mapped using the 16-QAM constellation. The four 
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coding values ( ±1 to ±3) are stored in a ROM memory block. 

The block diagram of 16-QAM mapping is demonstrated in Fig. 

11 [6]. 

 

 
 

 

 

 

 

 

 

Fig. 11. The 16 QAM Mapping. 

B. The main blocks of channel model: 

     To modeling the multipath channel two taps of coefficients 

of 0.1 and 0.9 respectively have been used with AWGN. The 

signal to noise ratio has been set to (SNR= 40 dB).  

 

 

 

 
 

Fig. 12. The block diagram of channel model. 

 

C. The main blocks of equalizer filter: 
                        The LMS adaptive equalizer algorithm is shown in Fig. 

13, in this Fig. x represent the desired signal that used for 

training, and y complex represent the actual samples. The 

stream sample pass through shift register to select five 

samples as shown in Fig . 14, the five samples are entered in 

parallel to the LMS filter to update weight. To update weight 

firstly multiplied YK with Mu by complex multiplication 

then adding to the older weight to produce the new weight 

as shown in    Fig. 15 .output of LMS filter that is feedback 

to subtract with the next complex desired signal to produce 

the error.  

 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

Fig. 13. The block diagram of the equalizer filter. 

 

 

 

 

 

 

 

Fig. 14. The block diagram of the shift register 
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Fig. 15. The block diagram of LMS filter and update weight block. 

 

 

 

D. The main blocks of receiver section : 

 16 QAM De-Mapping 
       The De-Mapping has been performed by assigning the 
received I-Q signals location to the nearest point in the I-Q 
constellation using soft bit algorithm. Figs. 16 and 17 shows the 
soft bit decision circuit for b0 and b1 r1espectively. Soft bit 
decision of b2 and b3 has has been built in the same manner as 
b0 and b1 respectively [7]. 

 

 

Fig. 16. The Soft bit decision of 16-QAM de-mapping for b0. 

Fig. 17. Soft bit decision of 16-QAM  de-mapping for b1. 

 Parallel to Serial Conversion  

The parallel four bits output from 16 QAM De-mapping has 

been converted to serial stream bits using parallel to serial 

converter as shown in Fig. 18. 

 
Fig. 18  The parallel 4 bits to serial converter. 

 

 Differential Decoder 
 

Fig. 19 shows the differential decoder circuit. Using one bit 

delay block, and one block exclusive OR components [3]. 
 
 

 
 

 

 

 

Fig. 19. The differential decoder circuit. 

 Random De-interleaver  
       The output of the differential decoder is stream bit and each 
four bits serial that convert to the parallel with re rang the 
sequence for each bit it’s the inverse for the interleaver encoder 
and the output is serial bit. 

 

 

 

 

 

 

 

 

Fig. 20. The serial to parallel convertor. 

 Serial to parallel  
 

      The serial to parallel conversion has been used to convert 

serial data to parallel two bits streams d(1:0). The slice block 

has been used to select one bit, the upper slice select d(0) and 

the lower slice select d(1) as shown in Fig. 21. 

 
 

 

 

 

Fig. 21. The serial to parallel convertor. 

 

 Viterbi decoder 

Viterbi decoder Xilinx IP core version7 has been used to 

recover information bits as shown in Fig. 22.Viterbi decoder 

has the same parameter setting of convolution encoder to be 

consistent with it [15]. 
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Fig. 22. The Viterbi decoder circuit. 

 

 

VIII. THE SIMULATION RESULTS 
 

          The verification of the implementation has been done 

via system generator. Fig. 22 shows the time waveform for the 

error signal between the actual and desired signal during the 

training mode for mu=0.001 and mu=0.006 respectively. From 

this Fig. it can be seen that increase the step size (mu) will 

decrease the time of training mode and converged the signal to 

the desired value in very fast. In other word increase the step 

size will decrease the resolution of the recovered signal and 

hence decreased the performance of the error rate. 

 
 

 

 

 

 

 

 

 

 
 

 
 

 

 
 

 

 
Fig. 23. The time waveform of the error between the actual and desired 

signals during the training mode for mu=0.001 and mu=0.006 respectively. 

 

Figs. 24 and 25 shows the constellation diagram of 16-QAM for 

transmitter and receiver side respectively. 
 

 

 

 

 
 

 
 

 

 
 

 

 

 

Fig. 24. constellation diagram of 16- QAM at the input of the channel. 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig. 25. constellation diagram of 16 QAM at the output of the equalizer. 

 

Fig. 26 and 27 show the simulation results at a transmitter and 
receiver sides respectively. 

 

 

 

 

 

 

 

 

 

Fig. 26. The time waveforms of transmitter side. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 27. The time waveforms of receiver side. 
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Table (I) shows resource utilization and operating frequency. 

Table (I) Resource utilization and operating frequency 

 

 

 

 

 

 

 

 

 

 

 

IX. CONCLUSION 

                 In this work a proposed SDR communication system, 

the system has been designed and implemented using system 

generator tools to check the effect of using convolution code 

and efficient LMS linear equalizer.The SDR system generator 

gives flexibility and optimal in communication system design. 

The hardware has been implemented on the Xilinx Virtex-4 

FPGA using VHDL. A comparison of our proposed work with 

a conventional LUT-based method and also with a recent work 

show significant improvement on resource utilization and 

operating frequency as shown in Table (I). The simulation 

results show that the LMS filter is good estimation for the 

channel and the error is zero between the desired and actual 

signal. Also the results show that the system is synchronized 

between each component and can be realized in life day as SDR 

system. 
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Abstract— While comparing with the existing networks, Wireless Mesh Network has the advantages of fast implementation, 

low direct investment and easy maintenance. During their existence time Wireless Mesh Networks (WMNs) experience frequent link 

failures caused by channel interference, dynamic obstacles, and/or applications bandwidth demands. Wireless mesh networks should be 

recovered from these link and node failures.  These failures cause severe performance degradation in WMNs. In WMNs, the quality of 

the link can rapidly change because of varying environment condition. The routing algorithm must be able to cope with such changes in 

link quality and provide alternate route in case the link becomes unusable.  

 

This paper proposes a Cost efficient fast autonomous reconfiguration system (C-FARS) which provides the multiradio 

Wireless Mesh Networks to recover from link failure automatically to maintain the network performance. C-FARS generates necessary 

changes in local radio and channel allocations in order to recover from failures. C-FARS recovers from link failures by making cost 

effective local configuration changes with minimum delay that satisfies the applications QoS demands instead of making global network 

changes. Our Implementation results shows that C-FARS outperforms existing failure-recover schemes in improving channel-efficiency 

by more than 95%, also reduces the cost and delay. 

 

Keywords— Wireless Mesh Networks (WMNs); Cost efficient autonomous reconfiguration system(C-FARS); WMN Architecture, 

Quality of service (QoS). 

 

I.  INTRODUCTION  

A. Wireless Mesh Networks Architecture 

Wireless mesh networking has emerged as a 

promising design paradigm for next generation wireless 

networks. WMNs seem significantly attractive to network 

operators for providing new applications that cannot be easily 

supported by other wireless technologies. A WMN is formed 

by a set of wireless nodes, where each node can communicate 

and forward data of each other. Wireless Mesh Network 

consists of two types of nodes: mesh clients (MCs), mesh 

routers (MRs). Some of the mesh routers act as gateways to 

the internet using the wired links. These special WMRs are 

called Internet Gateway (IGWs). During communication the 

mesh networks divide the long distance into a series of smaller 

hops to boost the signal using intermediate nodes. Such 

structural design allows continues flow of data and 

reconfiguration when paths are blocked or broken. WMN is 

fully supported by wireless mesh router network, also called 

Backbone Wireless Mesh Network (BWMNs). IGWs acts as 

communication bridges between the internet and BWMN, and 

provides internet accessibility. These BWMNs provide 

internet connectivity to MCs. 
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Fig. 1. WMNs architecture 

B. Why Is Self-Reconfigurability Necessary? 

 Wireless Mesh Network has the advantages of fast 

implementation, easy maintenance and low direct investment 

while comparing with the existing networks. During their life 

time Wireless Mesh Networks (WMNs) experience frequent 

link failures caused by channel interference, dynamic 

obstacles, and/or applications bandwidth demands. Wireless 

mesh networks should be recovered from these link and node 

failures.  These failures cause severe performance degradation 

in WMNs.  

 The topology and the connectivity of the network can 

vary frequently because of route failure and energy depletions; 

an efficient self-configuration, topology control and power 

managements are required. In WMNs, the quality of the link 

can rapidly change because of varying environment condition. 

The routing algorithm must be able to cope with such changes 

in link quality and provide alternate route in case the link 

becomes unusable. This approach gives the research on the 

fault-tolerance for Wireless mesh networks 

C. Techniques For Link Recovery In WMN 

Though MWNs are used widely, they often face frequent 

link failures. So link recovery plays an important role in 

WMN. There are various techniques used for link recovery in 

WMN.  

1) Initial Resource Allocation Method: In this method, 

using some theoretical guidelines for allocation of resources, 

the initial planning is done to recover from link failure. Even 

the planning is done before, this method has drawback of 

“Global reconfiguration changes”. By using this method for 

link recovery where a small change is required, this method 

performs reconfiguration of the entire network [3]. 

 

2) Greedy Channel Assignment Method: In this method 

the drawback of “Initial Resource Allocation Method” is 

removed. In this method, the setting of faulty link is alone 

changed instead of the entire network. Even it do local 

changes it too has drawback of “ripple effect”. In this effect 

whenever a local change is done then it causes triggering of 

change to some kind of network settings [4]. 

 

3) Fault Tolerant Routing Protocol : When there is a link 

failure during the communication in WMN, then it is must to 

recover the link from failure and also make sure that the 

communication must not loss. To overcome these link failures 

and avoid the data loss we can route the packet through 

different link. Protocols help us in selecting the alternate 

paths. Protocols such as rerouting or multipath routing can be 

used. Anyway these protocols are not that much efficient and 

take massive amount of time to reroute, which leads to delay 

delivery of packets. 

 

4) Autonomus Reconfiguration System (ARS): Kim and 

Shin [5] proposed a new recovery technique for wireless mesh 

networks named ARS. In this method the node detects the link 

failure and generates a set of reconfiguration plans by 

considering the rage of channels. Among the set of plans, a 

feasible plan is selected by considering that the plan must 

maximizes the throughput of the network and also satisfy 

some QoS constraint of the network. The drawback of ARS is 

that it is not cost aware reconfiguration technique. 

 

5) Enhanced Reconfiguration System (ERS): 

Ramakrishnan R and Dr. N.Sankar introduces ERS [6] is to 

provide cost aware reconfiguration system in wireless mesh 

networks. In ERS a set of reconfiguration plans are generated 

and among them a best plan is selected which provides the 

required service in minimal cost. According to the selected 

plan the reconfiguration is done in the network. Thus it 

maximizes the network performance. The drawback of ERS is, 

sometimes it may fail to satisfy the Qos constraint which leads 

to frequent link failure. 

 

6) Quick Autonomous Reconfiguration System (QARS): 

QARS [7] is proposed by A.Melveena & D.Ramya Dorai to 

recover the link failure in a short duration to avoid the delay 

transmission. In this method when a link failure is detected, 

immediately a group is formed around the faulty area. Among 

the group, a leader node is selected using enhanced Bully 

algorithm. Using the plans generated by other nods in the 

group, the leader node select the plan which requires 

minimum change and meets the Qos demand. Thus it 

improves the network performance. 

 

II. C-FARS ARCHITECTURE AND ALGORITHM 

A. C-FARS Architecture 

In the proposed system a network is assumed to consist of 

mesh nodes, IEEE 802.11 based wireless links and control 

gateways as in fig. 2. 
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Fig. 2. C-FARS architecture 

C-FARS running in every mesh node supports self-

reconfigurability via the following distinct features: 

 

 Localized Reconfiguration: Based on the multiple 

channels and radio associations available, C-FARS 

generates reconfiguration plans that allow for only 

local network changes where the link failures occurred. 

 Fast Reconfiguration: C-FARS generates the 

reconfiguration plans within minimum duration and 

reduces the delay in reconfiguration. Such fast 

reconfiguration helps in increasing network 

performance. 

 Qos-Aware Planning: C-FARS effectively identifies 

QoS-satisfiable reconfiguration plans by : 1) 

Estimating the QoS-Satisfiability of generated 

reconfiguration plans, and 2) Deriving their expected 

benefits in channel utilization. 

 Cross-Layer Interactions: C-FARS actively interacts 

across the network and link layers for planning. This 

interaction enables C-FARS to include rerouting for 

reconfiguration planning in addition to link-layer 

reconfiguration. C-FARS also maintains connectivity 

during the recovery period with the help of a routing 

protocol. 

 Cost Effective Multipath Selection: The routing 

algorithm must be able to cope with changes in link 

quality and rapidly provide an alternative route in case 

the link becomes unusable. Our modified DSR 

algorithm in C-FARS selects the least cost alternative 

path based on various routing metrics among the 

multiple paths available in case of path failure. 

B. C-FARS Algorithm 

In this paper we proposed an algorithm for C-FARS which 

operates on each and every node of the Wireless Mesh 

Networks (WMNs). This algorithm1 executes in a particular 

time interval to monitor the failure and if found it recovers 

from such failure in an efficient manner.   

 

Using this algorithm it recovers from the link failure and if 

there is a frequent link failure detected on the same link which 

means the particular link unusable, then it is consider as a path 

failure and a new cost effective path is selected using modified 

DSR. 

 

 

(1) Monitoring period 

1: for every link do 

2: measure link-quality using passive 

monitoring; 

3: end for 

4: send monitoring results to a gateway ; 

 

(2) Failure detection and group formation period 

5: if link violates link requirements then 

6: request a group formation on channel of 

link; 

7: end if 

8: participate in a leader election if a request is 

received; 

 

(3) Planning period 

9: if node is elected as a leader then 

10: send a planning request message to a 

gateway; 

11: else if node is a gateway then 

12: synchronize requests from 

reconfiguration groups 

13: generate a reconfiguration plan; 

14: send a reconfiguration plan to a leader; 

15: end if 

 

(4) Reconfiguration period 

16: if includes changes of node then 

17: apply the changes to links; 

18: end if 

19: relay to neighboring members, if any 

 

Algorithm. 1.  

C-FARS algorithm 1 involves 4 phases 

 

1) Network Monitoring: In this 1st phase each mesh 

node monitors the quality of its outgoing wireless links at 

every tm sec (eg.10 sec) and the status of the results are 

reported to the gateway.  
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2) Failure Detection Phase And Group Formation: 

System detects the failure by comparing the current link state 

information with that in the existing database.  Whenever a 

failure is detected all the mesh nodes that use a faulty channel 

are grouped together. 

 

3) Planning Period: After forming a group one of the 

group members will be elected as a leader by using the well-

known bully algorithm and this leader node will send a plan 

request message to the gateway. Now the gateway generates 

the new reconfiguration plan which is broken down into 3 

steps as in fig. 3. 

 

 
 

Fig. 3. Steps in planning period 

a) Feasible Plan Generation: Generating feasible plans 

is very important to keep in mind all legitimate changes in 

links configurations and their combinations around the faulty 

area. C-FARS identifies feasible changes that do only local 

changes but maintain existing network connectivity as much 

as possible. While selecting feasible plan C-FARS will 1) 

avoid a faulty channel. 2) Maintain network connectivity and 

utilization. 3) Control the scope of reconfiguration changes. 

 

b) QoS-Satisfiability Evaluation: Among a set of 

feasible plans, C-FARS filters the plan that satisfying QoS by 

checking if the QoS constraints are met under each plan. C-

FARS will select the plan by 1)Per-link bandwidth estimation 

2) Examining per-link bandwidth satisfiability 3) Avoiding 

cascaded link failures  

 

c) Choosing the Best Plan: C-FARS now has a set of 

reconfiguration plans that are QoS-satisfiable and needs to 

choose a plan within the set for a local network to have evenly 

distributed link capacity. C-FARS selects the plan by 1) 

Quantifying the fairness of a plan 2) Path with the highest 

minimum access efficiency value 3) Breaking a tie among 

multiple plans 

 

4) Implementing Reconfiguration Plan: Here firstly the 

gateway sends the selected reconfiguration plan to the leader 

node then leader node distributes it to all other nodes in the 

group and then each node executes the corresponding 

configuration changes 

 

III. PATH SELECTION IN C-FARS  

C-FARS is proposed to overcome the failure by making 

the reconfiguration with minimum delay and less expensive. 

Once a node detects the failure, it self-reconfigures by using 

feasible plans. If there is no feasible plan for a particular link 

failure or it detects frequent failure on a particular link, an 

alternate route must be discovered. The new route selected 

must be cost effective, feasible, optimal, and satisfies QoS 

demands. 

 

Fig. 4. C-FARS Failure and reconfiguration 

A. Route Discovery Using Modified DSR 

The rationale for modifying the DSR protocol is to make it 

better suited to the WMN environment. The WLAN medium 

is a shared medium where nodes must contend for accessing 

the medium using DCF MAC mechanism. Since the DCF is a 

“listen before talk mechanism”, a high level of contention for 

access to the medium will result in a low availability of 

bandwidth at a node. This in turn limits the maximum 

throughput that can be achieved. Unfortunately, the DSR 

protocol fails to explicitly consider the availability of 

bandwidth locally at a node which is an important omission in 

WMNs based upon the IEEE 802.11 standard.  

 

In this case, the access efficiency measured locally at a 

node is used as a measure of the local availability of 

bandwidth at that node. By incorporating bandwidth 

availability information into the DSR protocol the cost of 

Route Discoveries can be reduced and the overall performance 

of the network can be significantly improved. The 

performance of modified DSR is investigated through a series 

of simulations performed on the NS2 modeler package. 

 

In this work a new metric to support the DSR node cache 

mechanism has been used. The modification to the DSR 

protocol is intended to incorporate knowledge of the path 

capacity into the route discovery mechanism. Specifically, the 

DSR protocol was modified by replacing hop count field in 

the cache route table with an access efficiency field. The 
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optimal route is determined by selecting the path with the 

highest minimum access efficiency value. 

 

Fig. 5. Illustrates the operation of the path selection 

mechanism for the DSR protocol and our modified DSR 

protocol. From this figure, the original DSR protocol selects 

path B as the hop count of this path is smaller than the hop 

count of the other paths (path A and path C). While our 

modified DSR protocol chooses path A over paths B and C as 

it selects the path with the highest minimum link capacity. 

 

 

Fig. 5.  Path selection in C-FARS 

B. Path Selection Metric 

In this section we present a new interference-aware 

multipath selection metric. Our selection metric and algorithm 

aims to minimize interference (between paths and to neighbor 

nodes), without assuming that interference is global, and 

considers link quality and the delaying effect of long paths, 

when selecting paths. 

 

1) Path Interference Cost: The path interference cost 

reflects the degree of interference between links operating on 

a common channel along the selected paths. To help define the 

path interference cost, we first define the interference cost for 

a link (i,j) on channel c in a network N as: 

 

 
 

      Where  denotes the number of nodes in 

network N that are affected by interference from link (i,j) on 

channel c. In this work we assume interference to be binary – 

two nodes either do or do not interfere. This assumption 

allows us to simplify the computation of metrics. We plan to 

investigate more accurate classifications of interference in the 

future. The path interference cost for a set of paths P is simply 

the aggregate of all link interference costs along the paths: 

 

 
2) Neighbour Interference Cost: Similar to the path 

interference cost, the neighbor interference cost represents the 

channel time cost to nodes close to the paths, and it is defined 

as: 

 

 
 

3) Weighted Interference Multipath metric: The Weighted 

Interference Multipath (WIM) metric is a weighted average of 

path interference and the neighbor interference costs. 

 

 
 

The WIM metric can be interpreted as a balance between 

local and global considerations. The path interference cost 

component reflects the total channel time along the paths that 

is consumed when the channels are concurrently used. The 

smaller it is, the better the paths will be at providing low end-

to-end delay, assuming interference to neighbor nodes is 

negligible. On the other hand, the neighbor interference 

component favors paths that have less interference to nodes 

that are not on the paths. This could be beneficial when the 

network load is high such that interference from neighboring 

nodes starts to affect, or even dictate, the traffic on the paths. 

C. C-FARS Fault Tolerance 

Physical C-FARS can play very significant role for failure 

recovery in a WMN. As any node in plane 1 is reachable from 

plane 2 in minimum hops, if any node on plane 1 fails, all the 

data destined to that node can be redirected over plane 2. 

Moreover, because of the ring architecture, if any node on C-

FARS suffers a failure, data can still be routed over other part 

of the C-FARS. As all the gateways of plane 1 is included in 

plane 2, if a gateway fails, then traffic can be redirected to the 

other gateway, and C-FARS can carry the traffic from the 

other gateway, and deliver the packets. Failure recovery 

schemes described can be integrated with C-FARS for 

protection. Fig. 4. shows how C-FARS can be used for fault 

tolerance in a WMN. 

D. Energy Efficient Model 

The topology control problem is a well researched topic for 

energy saving in wireless ad hoc networks. However, little 

attention has been given to similar problems in the case of 

wireless mesh networks (WMNs) even though WMNs have 

very unique characteristics that are different from other 

wireless multihop networks e.g., MANETs. This is because 

many WMN surveys make the impractical assumption that 

since mesh routers are static, energy is not a problem. 

 

Consequently, with specific interests to WMN applications 

in rural areas, where power sources are limited, this work 

addresses the topology control problem for energy efficiency 

in a hybrid WMN of heterogeneous wireless devices with 
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varying transmission ranges. A localized distributed algorithm 

is presented which computes an optimal per-node transmission 

power such that: (1) a node’s average out degree is reduced 

considerably to cover only the nearest neighbors, (2) network 

connectivity is maintained and (3) the network lifetime is 

extended. The performance of the algorithm is evaluated via 

several mathematical analyses.  

 

Additionally, simulations are done in the NS-2 simulation 

environment to show correctness and effectives of the 

algorithm. a cross-layer modification to the DSR protocol that 

increases the global throughput in wireless mesh networks. In 

our modified DSR protocol we have introduced the Access 

Efficiency metric as an alternative to the hop-count metric in 

order to improve the route selection mechanism. 

 

 The selected path in the route selection mechanism is 

identified by choosing the path with the highest minimum 

Access Efficiency value. We have employed the NS2 modeler 

as a simulator to examine two different patterns of traffic for a 

series of randomly generated network topologies. Each 

topology was simulated twice. One simulation used the 

original DSR algorithm while the other utilized the modified 

DSR algorithm. The average throughput was recorded for each 

run and the percentage improvement for the particular 

topology was calculated. Our results demonstrate that a 

significant increase in the global throughput of the networks 

can be achieved by implementing our modified DSR protocol. 

 

IV. PERFORMANCE EVALUVATION 

Our following experimental evaluations on an ns2-based 

simulation will demonstrates the effectiveness of C-FARS in 

recovering from local link-failures and in satisfying 

applications’ diverse Qos demands 
 

 

 

Fig. 6. Average end-to-end delay 

Fig. 7.  

 

Fig. 8. Average remaining energy 

 

Fig. 9. Packet delivery ratio 

 

Fig. 10. Throughput 

 

Fig. 11. Minimal cost path(path metric) 

Page | 245



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0035   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 

 

Fig. 12. Total remaining energy 

 

Fig. 13. Data transfer 

V.  CONCLUSION 

 

This paper proposes a Cost efficient fast autonomous 

reconfiguration system (C-FARS) which provides the 

multiradio Wireless Mesh Networks to recover from link 

failure automatically to maintain the network performance. C-

FARS generates necessary changes in local radio and channel 

allocations in order to recover from failures. C-FARS recovers 

from link failures by making cost effective local configuration 

changes with minimum delay that satisfies the applications 

QoS demands instead of making global network changes. Our 

Implementation results shows that C-FARS outperforms 

existing failure-recover schemes in improving channel-

efficiency by more than 95%, reduces the cost and delay. 

 

. This scheme improves the reliability of dynamic wireless 

sensor networks in the point-point routing scenario by using 

multipath routing. This method is suitable to disseminating a 

large amount of bulk data to the destination with a high 

reliability and low delay.  

 

Our cross-layer approach achieves the proposed reliability 

improvement in a dynamic wireless sensor network. Our 

lessons learned in this research show that in the routing 

protocols for WSN, optimization is more effective when 

taking into account the overall system and with the use of all 

available knowledge, instead of a strict layered approach. This 

approach has a much larger network lifetime, compared with 

traditional protocols for WMNs.  
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Abstract— Mobile Adhoc Network has become an essential one in every aspects of our life due to the recent growth of technological 

developments. Effective communication in right scenarios is an important factor to be considered. Here in this paper, Cluster based 

routing for a specific disaster scenario and the parametric analysis for the effective clustering in Mobile adhoc network (MANET) is 

analyzed and proposed using fuzzy logic with mat lab simulator. 

Keywords— MANET,Hierarchical routing,Cluster based routing schemes for rescue scenarios,fuzzy logic 

 

I.  MOBILE ADHOC NETWORK  

A mobile ad hoc network consists of a group of wireless-

enabled devices. Initially, it was named as packet radio 

network and was initiated by the Department of Defense 

(DoD) of the United States of America. Mobile adhoc network 

itself is an autonomous system consisting of collection of 

mobile hosts connected by wireless links. It has no supporting 

fixed infrastructure or central administration and the nodes 

will communicate within the transmission range of each other. 

If two hosts are unable to communicate, then they will try to 

communicate if other hosts lying in between are willing to 

forward packets for them. Thus every node will participate in 

multi-hop routing to reach all the nodes in the network. 

Continuous improvement in smart devices in wireless world 

has gained the interest of the users in capitalizing these smart 

devices.  MANET is widely used in rescue operations, military 

scenarios and in scenarios where it is impossible to establish a 

wired backbone. While considering the emergency situation 

particularly in mass disasters, a quick and coordinated 

response must be given to improve the efficiency of rescue 

teams and to save as many lives as possible. Furthermore, the 

emergency situation may be ongoing for some time or even 

days; hence systems may have to stay usable for extended 

periods. This is the case of IMPROVISA (Improvisa) that 

proposes to solve this difficulty by distributing antennas in the 

disaster area [1]. Some other applications of MANET include 

the adhoc network created in smart classrooms by the students 

and Professors with the laptops and by a group of people at a 

meeting using their PDAs or laptops to exchange information 

among themselves. In future, MANET will be widely used in 

ubiquitous computing, providing connectivity to everyone, 

anywhere and from any device. As a result, robust routing 

mechanisms and improving the Quality of service becomes 

inevitable. Mobility of nodes in MANET and limited battery 

power, dynamic topology changes, link bandwidth are major 

challenges in MANET when concerned with routing, 

scalability and management functions. 

II. HIERARCHICAL ROUTING IN EMERGENCY SCENARIOS 

A. Routing  in MANET 

Mobile adhoc network undergoes multihop network 

topology that may change frequently due to mobility, 

congestion in traffic, power constrained problems and 

computational overhead. Many routing protocols are set up for 

efficient routing. Proactive routing, reactive routing, Hybrid 

routing protocols and the route constructed are kept alive as 

long as possible. Location aided routing protocol is based on 

the nodes location information. The communication overhead 

of proactive protocols is  𝑜(𝑛2 )  where n represents the total 

number of mobile terminals [2].Reactive routing protocols 

faces scalability and mobility challenges. Hybrid protocols 

exhibit both reactive and proactive features. The drawbacks of 

proactive and reactive protocols such as overheads and delay 

are minimized in Hybrid routing. A hierarchical routing 

depends on the hierarchic level in which a node resides. For 
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the better performance of MANETs a hierarchical architecture 

is essential. 

B. Emergency Rescue Scenarios 

MANET is widely used in Emergency rescue scenarios, 

Disaster recovery, supporting doctors and nurses in hospitals, 

Environmental disasters etc.Hence in such cases continuous 

evaluation of the routes between the routes is very important 

to rescue the people affected. In case of emergency and rescue 

scenario, there may be obstacles which affect the normal 

mobility pathways.Many network providers are providing 

instant networks in disaster areas with mobile base stations, 

antennas and power generators. These instant networks will be 

life saving because the deployment of placing a fixed network 

will take much duration and the cost will be high. When 

Typhoon Bopha hit the Philippines an instant network was 

created and many people were rescued. While analyzing the 

emergency scenarios, zone based link connectivity and 

mobility are the important factors to be considered. In order to 

overcome the disadvantages of reactive and proactive 

hierarchical structure has been developed. In general, Cluster 

based routing protocol [CBRP] falls under the reactive 

category but due to its level-oriented administration and 

governance by cluster head it has the hierarchical 

component.CBRP has many advantages such as energy 

consumption and network performance. Thus a typical 

hierarchical structure can be implemented by partitioning the 

network into clusters depending on the geographic region, 

transmission range, and communication reliability irrespective 

of the sparse and dense regions.   

 

III. CLUSTERING SCHEME 

A. Cluster based routing  for Rescue Scenario 

Clustering refers to the partitioning of the network in to 
different sizes. Transmission range and Zone based partitioning 
will aid in the easier routing. Liliana Enciso Quispe et.al 
analyzed the hierarchical routing  in their work based on  the  
Behavior of Ad Hoc routing protocols, analyzed for emergency 
and rescue scenarios, on a real urban area[3] and suggests  that 
the use of CBRP protocol in a disaster area, more efficiently 
adjusts the evacuation of persons and their care and appropriate 
location. The following figure [Fig.1] is the scene for the 
Emergency rescue scenario of the City Loja with an area of 
1000m x500m. The diagram represents the Node or a person 
with a mobile device as a cyan circle, goal point as the red star, 
and obstacles with the red circles with a black stripe in the 
middle. The group leader is represented as the red circle. 

 

Fig. 1.  This is an example of Cluster Based Adhoc network. 

 
CBRP routing will be very efficient in the case of rescue 

operations for optimum routes, large scalability, traffic 
reduction etc. 

IV. NETWORK MODEL AND PROBLEM SPECIFICATION 

A.  Disaster area model  

This paper focuses on the following disaster area model 

with network connectivity. This temporarily created MANET 

involves mainly communication devices for effective 

communication. This may include even vehicular adhoc 

nework, Air network, fly network with mobile base stations. 

Clustering in this type of MANET will be very suitable for 

effective communication. This may save the energy of the 

resources and for fastest telecasting and monitoring of the 

current situation. The Government Hospitals, Police station 

and Telecasting media centre may be at a particular distance. 

Connectivity index can be used to find the shortest path. 
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C.  

 

 

 

 

 

 

 

 
 

Fig.2. Disaster Area Model 

We are analyzing some of the following necessary 

parameters for the effective chance of clustering in MANET. 

 

 

 

V.   PARAMETER ANALYSIS USING FUZZY LOGIC 

A.Connectivity Index 

 

Fig.3.Connectivity Index of the City of Fayetteville, North Carolina 

 The above Connectivity index represents the area in the 

the City of Fayetteville, North Carolina [4].Connectivity Index 

is also  Known as Randić index.It was proposed by Randić in 

1975.[5] χ(G) is defined as the connectivity index and it was 

calculated based on the degree of vertex.In 

general,Connectivity index is also an important entity when 

analyzing the  MANET implementation in the above disaster 

scenarios.Nodes (stars) exist at street  intersections.Links 

(circles) are represented as stretches of road that connect 

nodes.  In the  above diagram, there are 36 links (circles) and 

21 nodes (stars); therefore the connectivity index is 1.71 

(36/21 = 1.71).The greater connectivity index factor shows the 

links between the source and destination for easier reachability 

and routing. By assuming that if the disaster area is divided 

into zones as below: 

 

 Fig.4. Disaster Area Divided in to Zones. 

  If zone1 and Zone2 recovery process was finished, the 

links can be added or deleted and connectivity can be 

redirected. In some Connectivity analysis problems, the 

connectivity is defined by the probability that a node is 

reachable at any other node in the network. For a single 

component graph, any node is reachable at other nodes, thus, 

the connectivity is equal to 1 .So connectivity can be defined 

as   𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =

          
𝐿𝑎𝑟𝑔𝑒𝑠𝑡 𝐶𝑜𝑛𝑛𝑒𝑐𝑡𝑒𝑑 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

N
                 (1) 

 

Where N is the total number of nodes in the network. 

 

B. Mobility  

For this scenario, the assumption is that the mobility 

of the nodes will not be too fast .It depends on the incident 

area zone. Many mobility models have been described by 

authors. Some of them are real life mobility models, models 

based on topology restrictions and statistical models with 

random mobility. Different mobility metrics with relative 

speed velocity are calculated based on the position of the 

nodes. But in a Disaster area scenario GPS system will be 

helpful for identifying the position of the nodes even though 

the hardware cost is high and the energy consumption is high. 

 

C. Transmission range  

  The transmission range may vary from short range to 

long range. The disaster scenarios will have the transmission 

range depending on the incident location and the density of 

the nodes. A larger transmission range will have greater 

connectivity. The total number of nodes within the 

transmission range is defined as : 

 

∑ {𝑢∈𝑣,𝑢≠𝑣 D𝑢𝑣 <  T𝑥,, 𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑟𝑎𝑛𝑔𝑒}                      (2) 

     

                                   

D. Density of the nodes  

  If the density of the nodes is high there may be 

higher attenuation. Generally, the density of the nodes in the 

disaster area may depend on the population of the area. 

 

E.Battery energy  
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  Each mobile node has a defined amount of energy. 

The energy of the node is the important factor in 

communication devices. If this amount is low, the node can 

neither send nor receive any data. The energy consumption of 

a node during a network will have the following states :  

  

   Fig.5.Energy States 

Here in this disaster scenario, we are not considering 

the energy of a particular node to calculate the membership 

function. But the leader node has to be chosen for clustering 

based on highest energy. 

 

F.Fuzzy Logic   

The fuzzy logic was used to represent uncertainties. 

Fuzzy logic control system is rule-based system which 

contains a set of fuzzy rules. It will be very useful for control 

decision mechanism. Mamdani fuzzy-rule based systems has 

the linguistic description which has both the antecedent parts 

and the consequent parts. Rule base is an IF-THEN rule group 

with fuzzy sets that represents the desired behavior of a fuzzy 

system.  

 

IF x1 is Ai1   and . . . and   xn  is Ain THEN y is Ci, i = 1, 2,.. L  

                        (3) 

Where L represents the number of fuzzy rules, X is the input 

variable, y is the output variable. Aij are the fuzzy sets of the 

input linguistic variable xj  and ci   represents the set of the 

output linguistic variable y. Aij  and ci   are characterized by 

both membership functions.For the above discussed 

parameters, the fuzzy membership function is calculated and 

the effect of  clustering in the above discussed disaster 

scenario MANET is discussed by rule-based system. 
 

TABLE I 

SELECTED PARAMETERS FOR CLUSTERING WITH RANGE 

Parameters 
Chosen for 
Clustering 

Range 

 

Connectivity Index of 
a particular Zone 

High 

Medium 

Low 

 

Transmission Range 

Long 

Short 

Medium 

 

Mobility 

High 

Medium 

Less 

 

Density 

Large 

Medium 

Small 

 

The membership functions of the above parameters are 
derived using fuzzy logic in Mat lab as: 

 

 

 Fig.6.Membership functions for the selected parameters 

 

 

 Fig.7.Parameter Analysis Graph for effective clustering 

 Thus the required important parameters for the clustering in 
MANET in case of disaster scenarios is discussed  using fuzzy 
logic. The rules are generated for the chance of effective 
clustering in MANET using Rule-based Mamdani. This shows 
that if the parameters connectivity index and the transmission 
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range is high and if the mobility and density are medium then 
the chance of the effective clustering is best. The graph shows 
the impact of the parameters on the effective clustering for 
MANET.  

VI.  CONCLUSION 

 This paper focuses on the required important parameters for 
the effective clustering chance especially in focus of the 
disaster scenarios. It proves that the chance of effective 
clustering is possible in disaster scenarios and the parameters 
are analyzed by focusing on efficient clustering. In future, the 
effective head will be chosen depending on the proposed 
parameter values.  
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Abstract— Software Defined Networking (SDN) is a novel technology that has become a prominent topic in the last years. In any 

research is essential to have emulators and simulators in order to test new applications or protocols. In this context, we present the 

integration of OpenFlow protocol with Virtual Networks over linuX (VNX) tool, as new alternative for the emulation with SDN. 

VNX/OpenFlow approach integrates three kind of tools, an OpenFlow compliant switch (Open vSwitch), Network Operative Systems 

(POX, NOX and Beacon) and finally tools to control the performance and the network traffic. For the validation process, we present 

two VNX/OpenFlow scenarios to test the correctness of this tool. Finally, the result of this work allows the deployment of virtual 

scenarios with OpenFlow protocol. 

 

Keywords— Emulation, OpenFlow, Software Defined Networking; Virtualization. 

I.  INTRODUCTION 

Network data traffic has grown exponentially in the last years 
due the emergence of real time applications, video streaming, 
the rise of social networking, the introduction of cloud 
computing, among others. The research community has created 
protocols in order to cover these new needs, however the 
standardization process takes a long time and the 
improvements in communication methods and information 
processing are almost nonexistent [1].  

Existing networks should have an open control and provide 
a real environment to tests with production traffic, due to these 
requirements the concept of Software Defined Networking 
arises [2]. SDN is not a new concept, rather is the result of 
many research projects such as the Active Networks and 
Ethane project [3]. SDN takes advantage of the best 
characteristics of these technologies (programmability, control 
and data plane separation), changing the way we see networks 
today. SDN allows the separation of data and control plane in 
network devices [4]. The control of the network behavior is in 
charge of an external device known as Network Operative 
System (NOS). The communication between network devices 
and the controller is established with a defined protocol, the 
most known OpenFlow [5].  

Currently, a great number of enterprises like Google have 
incorporated OpenFlow in their infrastructures and devices, 
and there are some organizations, such as Open Networking 
Foundation (ONF), which promote the development and the 
widespread of OpenFlow and SDN architecture. There are few 
projects to test with SDN such as simulators, emulators or 
testbeds. One of the first OpenFlow testbed was developed by 

Global Environment for Network Innovations (GENI) [6], 
which interconnects the principal universities of United States. 
Likewise, the project OpenFlow in Europe: Linking 
Infrastructure (OFELIA) [7] connects 8 OpenFlow islands, 
allowing experimentation with this technology.  

Other interesting tool is ns-3 simulator [8]. Although ns-3 
has support for OpenFlow, it does not work with typical 
controllers such as POX [9], NOX [10], Beacon [11], 
Floodlight [12], OpenDaylight, and so on. Instead, ns-3 has its 
own OpenFlow controller. Regarding OpenFlow emulators, the 
most known is Mininet which is used for rapidly prototyping 
large networks [13]. Mininet can run real applications with a 
great variety of topologies; however, the performance fidelity 
depends on the CPU capacity and the number of the emulated 
hosts. Additionally, there is a hybrid approach that combines 
simulation and emulation in one tool called EstiNet [14]. It has 
not problems with fidelity performance, however, it is not a 
free tool.  

There is a wide range of tools for experimentation with 
virtual networks, such as the virtualization tool called Virtual 
Networks over linuX (VNX) [15]. VNX is used in education 
and research fields, for instance in the experimentation with 
Intrusion Detection Systems (IDS), Multipath TCP (MTCP), 
among others. This paper presents the integration of this tool 
with OpenFlow protocol. For this purpose, OpenFlow-enabled 
switch and controllers are integrated. 

This work has been divided into five sections, as follows: 
The second section contains an introduction of SDN and 
OpenFlow protocol. Then, the third section presents the 
description of simulation and emulation tools. Next, the fourth 
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section shows the VNX-OpenFlow integration process and the 
validation of two test scenarios. Finally, a discussion is opened 
in the fifth section.  

II. SOFTWARE DEFINED NETWORKING 

Software Defined Networking introduces a paradigm change in 
the network communication, facilitating the innovation and the 
network programmability. SDN proposes the separation 
between the control and the data plane in networking devices. 
Consequently, the network is more flexible, programmable and 
it has automation capabilities. The own device could carry out 
advanced capacities such as firewall rules, load balancing, 
among others. 

The control of whole network is performed by a central 
point known as a controller. The network devices are 
connected with the controller through secure communication 
channel like Sockets Secure Layer (SSL). In the 
communication process is needed a standardized protocol the 
most known OpenFlow [5], which defines the communication 
rules between controller and OpenFlow compliant switches. 
OpenFlow offers new features that enable experimentation 
without expose the internal structure of switches from different 
vendors. For this purpose, OpenFlow delimits the basic 
functions of OpenFlow switches based on common 
characteristics of traditional Ethernet switch. OpenFlow defines 
three kind of tables, these are: flow, group and meter table. 
OpenFlow also introduces the flow concept, which can be 
defined as a kind of traffic such as the http requests, traffic to 
the same destination address, and so on. Moreover, OpenFlow 
establishes a pipeline in order to process the incoming packets. 
The packet is first matched against flow entries of flow table 0 
and may continue with the next tables, depends on the result of 
the match in the table. Flow entries match packets based on the 
priority field (highest priority). If a flow entry is found, the 
instructions are executed (Modify packet and update match 
fields, update action set, update metadata). If the packet does 
not match with a flow entry in any table, the outcome depends 
on the configuration of the table miss. A possible action is to 
search in the next table. Based on the SDN architecture and the 
business requirements many tools have been developed, such 
as: 

 Virtualization tools [16]. 

 Network Operating System (controllers) [9] [10]. 

 Virtual switches [17]. 

 Tools for Quality of Services and Quality of Experience 

[18]. 

 Management [19] [20]. 

 Optical Networks [21] [22]. 

 Traffic engineering and load balancing [23]. 

 Load Balancing [24]. 

 Simulation and Emulation tools [8] [13] [14]. 

All of these research fields are deployed and tested through 
some approaches; real testbeds, emulator or simulators [25]. 
OpenFlow testbeds [6] [7] allow the experimentation in real 
environments on a large scale. However, testbeds are 
not easily accessible by potential researchers. For its part, 

simulation and emulation approaches provide facilities in terms 
of scalability, portability and accessibility in the case of open 
source tools. Nevertheless, in some cases they produce 
inaccurate outcomes. We describe some familiar tools ns-3, 
Mininet and EstiNet, as well as VNX/OpenFlow. 

III. SIMULATION AND EMULATION TOOLS 

NS-3 is a simulator tool focuses on research and educational 
fields. It is an open sources simulator that provides an 
extensible network platform with several external animators, 
data analysis and visualization tools. In order to enable the 
simulation with OpenFlow protocol, Ns-3 implements its 
OpenFlow-enabled switch and its own controller, as a modules 
written in C++. The switch component is known as 
OpenFlowSwitchNetDevice. This object consists of a set of net 
devices that represent the switch ports, according to the 
OpenFlow Switch Specification v0.8.9. Even though Ns-3 can 
be used for real-time simulations, there are some issues that the 
user should take into account such as the slow learning curve to 
use the tool, the compatibility with a basic OpenFlow version 
(0.89) and specially it does not run a typical OpenFlow 
controller. Therefore, the controller applications generated with 
ns-3 controller cannot be used in real network. If a controller 
like Pox or Floodlight was required, these will need substantial 
modifications. 

For its part, Lantz et al. in [13] proposes Mininet, a 
virtualization tool for rapidly prototyping large networks in a 
single laptop. This tool includes OpenFlow support and 
combines lightweight virtualization capabilities over Linux 
operative system with an extensible CLI and API. A scenario 
built with Mininet is deployable, interactive, scalable, realistic 
and it can easily share. In fact, the Mininet topologies and the 
controller applications can be used for others researchers 
without modifications in the emulation environment as well as 
in real networks. Mininet run on virtual machine monitors like 
VMWare, XEN and VirtualBox or it can be installed in a Linux 
system. Mininet allows the deployment of hundreds of nodes, 
emulating OpenFlow-enabled switches, controllers like POX, 
virtual links and hosts. Mininet shares components like the file 
system, the user ID space, the kernel, device drivers, among 
others. Tough, Mininet is the most popular tool for SDN has 
limitations of performance fidelity related with the available 
resources, real bandwidth and the timing of the process.  

A novel hybrid approach has recently presented called 
EstiNet [14]. This combines the best characteristics of both 
simulation and emulation mode in one tool. On the one hand, it 
allows the deployment of large networks in a flexible, easy, 
scalable and repeatable way. On the other hand, EstiNet takes 
into account the timing needs for real applications in order to 
obtain the same results in both, virtual and real deployments. 
EstiNet supports 1.3.2 OpenFlow Switch Specification and it 
can run NOX, POX, Floodlight, and Ryu controllers without 
any modifications. For this purpose, EstiNet intercepts the 
packets between two real applications through tunnel network 
interfaces and redirects the packets to the EstiNet simulation 
engine. The entire process is based on a simulation clock, 
which allows accurate results. Besides, EstiNet provides a 
graphical user interface for configure the scenarios and observe 
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the outcomes from the simulations. The results of this tool 
show better scalability and performance than Mininet, however 
their main problem is that it need a payment for the tool. The 
universities can embrace the EstiNet University Program. This 
grants a license during six months with a cost of US$1500 or a 
license to 12 months for US$2500, becoming its main 
disadvantage.  

As we have seen, there are few tools or testbeds that allow 
the SDN experimentation. We present VNX a modular 
architecture based on plugins (Fig. 1), which allows the 
deployment of virtual testbeds. This tool includes the code of 
the previous tool VNUML [26].  

VNX

libvirt

Other 

Plugins

Physical 

Equpment 

Plugin

Dynamips 

Plugin

UML

Plugin

Libvirt

Plugin

...VMwareXENKVMUML Dynamips
PE

Manager

VM1 VM1 VM1 VM1 VM1 VM1 VM1

Virtual Machines Physical EquipmentEXPERIMENTATION SCENARIO
 

Fig. 1. VNX Architecture [15]. 

 The plugins used by VNX are: 

 UML (User Mode Linux) can be considered a hypervisor-

based technique. 

 libvirt allows virtualization capabilities and some 

virtualization platforms, such as Xen, VMware, KVM, 

VirtualBox, etc.  

 Dynamips plugin allows the emulation the hardware of 

Cisco routers.  

 Olive allows the integration of Juniper routers. 

 Physical equipment plugin, which allows the connection 

between VNX physical islands. 

VNX is a free tool based on Linux that allows the easy 
creation and management of large virtual scenarios over a 
single server or a cluster. The scenarios can have nodes in 
some physical hosts and can use different operative systems, 
for example Linux and Windows. In turn, each physical host 
can deploy their own virtual testbed. Besides, VNX allows the 
creation of large scenarios with hundred or even thousands of 
virtual machines. This process uses the copy on write technique 
(cow), which starting the virtual machines from a single image 
file known as filesystem. In this way, the nodes can share the 
same filesystem. The filesystem is mounted in read-only mode. 
If a virtual node is modified, the differences are stored in a 
private filesystem.  

VNX is also focused on education and research. In [15] a 
large virtual network scenario was created. It is a laboratory for 
dynamic routing that involve 44 virtual devices (16 Cisco 

routers, 6 Juniper routers, 6 Linux/Quagga routers, 12 end user 
and 4 Servers). This testbed is a typical scenario deployed with 
VNX and shows its potential.  

One of the main SDN challenges is the integration of 
heterogeneous networks. VNX could provide the ideal 
environment to combine OpenFlow-enabled islands and legacy 
networks. The integration process is described in the next 
section.  

IV. INTEGRATION AND VALIDATION 

VNX should be implemented over a Linux operating system. 
The guidelines for configuration, modifications and filesystems 
are available in the official site of VNX project [27]. In order to 
testing with OpenFlow protocol, VNX needs the integration of 
some critical elements, an OpenFlow-enable switch for 
virtualization environments and a network operative system for 
network control. Additionally, it would be useful the 
integration of performance tools or data traffic analyzer. VNX 
was installed on a physical host with Ubuntu 12.04. Then, we 
choose two different filesystems. For controller device is 
desirable a graphical interface (ubuntu-12.04-gui-v024) to 
analyze the traffic. The second filesystem is a console interface 
(ubuntu-12.04-v024), which is used for simulated hosts and 
routers. The graphical filesystem was modified to make the 
controller functions, 3 of them were integrated: POX (based on 
Python) which is one of the most widely used today, NOX 
based on c++ and Python and finally Beacon which uses Java. 
The integration and configuration process are available in the 
official sites of each project. Additionally, in order to improve 
the functionalities of VNX/OpenFlow, three tools were 
installed: Wireshark, tcpdump and iperf. The wireshark tool is 
indispensable because originally it does not identify OpenFlow 
traffic. For this purpose, a dissector plugin for OpenFlow must 
be compiled and installed in the filesystem. Dissector allows to 
decode all information of specific incoming packets, in this 
case OpenFlow (version 1.0). Other important changes is the 
integration of Open vSwitch (OVS) [17]. OVS is an open 
source tool that allows the creation of switches in virtualization 
environments. OVS matches the virtual machines, providing 
better performance than the traditional bridge, such as VLANs, 
netFlow, QoS, bonding, mirroring, among others. OVS works 
transparently with VNX, for both legacy and OpenFlow 
networks. The version used in this paper is 1.4.0. After we 
create the .xml specification (Fig. 2). 

 

Fig. 2. XML Specification for Design Phase. 
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Once we have the file with .xml specification, the virtual 
scenario is deployed and matched with the controller. For the 
validation process we replicate the topology of OpenFlow 
Tutorial, as a point of reference to see the VNX operation. This 
tutorial was developed by Stanford University [28] and it 

deploys a topology (subnet 10.0.0.0/24) with 3 virtual hosts 
(h2, h3 and h4), an OpenFlow switch (s1) and one controller 
(c0). Two scenarios are presented: a basic scenario (Fig. 3a) 
that is identical to OpenFlow Tutorial and the second scenario 
incorporates more subnets and a second controller (Fig. 3b). 
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10.0.0.2 /24 10.0.0.3 /24

HOST      
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Fig. 3. (a) Scenario 1. Basic Scenario; (b) Scenario 2. Scenario with two Controllers. 

The first scenario (Fig. 3a) has an OpenFlow-enabled 
switch and four hosts (C1, H2, H3, H4), all of them with 
Ubuntu 12.04. H2, H3 and H4 work with textual consoles and 
the controller (C1) works with a graphical console. The second 
scenario (Fig. 3b) is formed by five Ubuntu 12.04 virtual 
machines (router and hosts work with textual consoles and 
controllers with graphical console) according to the following 
structure: 

 3 switches in different subnets (Net0: 10.0.0.0/24, Net1: 

10.0.1.0/24 y Net2: 10.0.2.0/24). 

 2 controllers (C1: 10.0.0.2 and C2: 10.0.1.3).  

 2 hosts (H1:10.0.0.3 and H2:10.0.1.2) each one in different 

subnets.  

 Subnets communicate through the router (R1). 

The proofs of concept of this work were made exclusively 
with Ubuntu virtual machines, but it is possible to use another 
kind of operating system. Data traffic was analyzed with 
Wireshark. At first, Wireshark shows only typical protocols, 
such as ICMP, UDP, IP, among others, because OVS works as 
an Ethernet switch by default.  

In order to enable OpenFlow traffic, OVS must be 
connected with the controller. There are two configuration 
modes, which determine the switch behavior for a controller 
fail condition. These modes are: 

 Fail standalone: The default configuration mode. If OVS 

does not receive the inactivity probe interval three times, 

the OVS takes the control of the switch and it works like a 

normal Ethernet switch (MAC-learning switch). When the 

connection is lost, the switch handles the incoming packets 

using the OFPP_NORMAL reserved port. Moreover, the 

switch will attempt to connect with the controller. These 

mode is usually available in OpenFlow hybrid switches. 

 Fail secure: In this mode the OVS cannot take the network 

control if the controller fails. The network will be 

uncommunicated during the failure. Then, OVS will 

attempt to connect with the controller, until obtain a 

response. This mode is commonly used to avoid forwarding 

loops. 

Once the communication is established, the controller (or 
controllers) should maintain the links with all switches. There 
are three kinds of roles for the connection. The default role is 
OFPCR_ROLE_EQUAL and it allows full control over the 
network. The second role is known as 
OFPCR_ROLE_SLAVE, in which switches are configured in 
read only mode, therefore the controller has limited control. 
The third role, OFPCR_ROLE_MASTER works in the same 
way that OFPCR_ROLE_EQUAL, but there is only one 
controller with this role, other controllers are changed to slave 
role. In the second scenario all switches are connected with C1 
and C2 controllers in EQUAL role. In this way, we provide 
redundancy to the second scenario. 

Proofs were made with standalone and secure mode in both 
scenarios. We used POX controller with three applications, 
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forwarding.l2_learning, forwarding.l3_learning and 
forwarding.hub. Additionally, we wrote scripts in order to 
automate the process. These scripts contain the code for the 
deployment of the above mentioned scenarios and the 
establishment of links between switches and controller.  

In both scenarios data traffic was generated with ICMP and 
web requests between the hosts of the topologies. OFP 
(message for the establishment of network communication), 
OFP-ARP, OFP-ICMP (packet-in, packet-out) messages were 
captured with Wireshark analyzer and tcpdump tools as shown 
in Fig. 4. 

 

Fig. 4. Traffic Capture Scenario 2. 

Fig. 4 shows an ICMP proof from host h1 (10.0.0.3) to host 
h2 (10.0.1.2) performed in the second scenario, with the 
component forwarding.l2_learning of POX controller and in 
standalone mode. 

Both scenarios work properly with OpenFlow protocol, 
however in second scenario there were duplicated messages 
(from controllers C1 and C2). This is because OpenFlow does 
not define coordination mechanisms among controllers in the 
same network or in different domains [29]. At present, this 
process is done with other components. For instance, Fonseca 
et al. in [30] introduces the CPRecovery component, which 
allows keeping the consistency between the primary and 
backup controllers. This component provides seamless 
transition between the primary and secondary controller 
through two steps, the replication phase (maintain updated 
data) and the recovery phase. The replication phase acts during 
the normal network behavior and the recovery phase acts in 
case of failure. Another challenge in large topologies is the 
communication among controllers in different SDN domains. 
At the present time, Internet Engineering Task Force (IETF) is 
working in a standard called interfacing SDN Domain 
Controllers (SDNi) for exchange routing information (network 
topology views, network conditions, event reports) and 
application requirement.  

A general overview for the whole process in order to 
interact with VNX/OpenFlow scenarios is shown in figure 5. 
The first phase consist of the design and creation of VNX 
scenarios based on .xml specification. The second phase is 
related to the deployment or destruction of these scenarios 
through specific commands (vnx –f –v --create). Then, the 

controller must be connected with the switches and the user 
should configure the operation mode (standalone, secure, 
equal, slave, master). The user can create their own topologies 
and programs with the controller and finally can interact with 
the OpenFlow testbed.  

V. CONCLUSION AND DISCUSSION 

This work presents the integration process between VNX tool 
and OpenFlow protocol. The filesystems used by virtual 
machines and nodes was modified. We create a SDN 
environment through the integration of two main components: 
an OpenFlow compliant switch (Open vSwitch) and three 
network operating systems (NOX, POX and Beacon). Besides 
the controller has incorporated some performance and analyzer 
tools, these are Wireshark, tcpdump and iperf. Proofs of 
concept were carried out with POX components and two 
configuration modes (secure and standalone).  

We can verified the exchange of OpenFlow messages 
(OFP+ARP, OFP+ICMP Packet In, OFP packet Out) with 
Wireshark analyzer. Although in the validation process we 
only used Ubuntu, future proofs can use multiple operating 
systems such as Windows. Now the user can create their own 
topologies and controller programs in order to experiment with 
OpenFlow protocol and SDN technology, which was the main 
objective of this work.  

Today, VNX allows the deployment of large and complex 
OpenFlow networks in distributed environments. VNX allows 
not only the deployment of virtual scenarios in a single laptop, 
but also allows the inclusion of physical equipment (each one 
can have its own scenario with virtual machines), that is, VNX 
works in distributed scenarios. This is the main contribution of 
VNX over Mininet, since the communication between two 
scenarios in Mininet is a complex process. In this way, VNX 
enable the communication between OpenFlow networks and 
legacy networks that is one of the main challenges of SDN, the 
transition and migration process between heterogeneous 
networks. Besides, take into account that virtual scenarios may 
include Cisco and Juniper devices, therefore inside the virtual 
scenarios we could test with OpenFlow and no OpenFlow 
networks. Moreover, VNX allows the easy experimentation 
with specific services such as multimedia applications, 
deployment of servers, among others. The developer can 
customize the filesystem of the hosts and in this way, testing 
their new ideas and applications. 

VNX also allows another kinds of operating systems for the 
virtual machines, such as Debian, Windows and Fedora. This is 
another strong point compared with Mininet, which uses only a 
Linux kernel. If a user want to test a Windows application over 
an OpenFlow network, the windows filesystem may include 
the application code.  
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Fig. 5. Workflow of VNX/OpenFlow. 
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Abstract— The growing number of on-line applications and services running on wireless and mobile devices has been limited by the 

rigidity of actual IT infrastructure, in which the closed union between data and control planes limits the possibility of customize the 

network behavior. In this context, the concepts of SDN and NFV appear as a viable solution to open the infrastructure to developers in 

order to create new services and applications. In this work, we describe the concepts of SDN, NFV and analyze the possibility of 

integrate these technologies in mobile networks. Furthermore, we present the last projects and an architecture proposal focused on this 

direction. Finally, we discuss the trends and challenges in order to implement these advances in production networks. 

 

Keywords—Mobile Network; Network Function Virtualization; OpenFlow; Software Defined Networking. 

I.  INTRODUCTION 

The diversity of network infrastructures has enabled the 
increase of connectivity among users and consequently it has 
promoted the establishment of new business models. This new 
digital environment requires an IT infrastructure capable to 
ensure high level of Quality of Service (QoS) and 
customization of applications. However, the heterogeneity of 
cellular and wireless technologies and the current configuration 
techniques complicate the control and management of the 
network. 

The IT infrastructure is composed by a set of hardware 
devices running proprietary software that analyzes the traffic 
and selects the optimal route to the destination. In this scenario, 
the network administrator does not have access to modify the 
internal operation of the device. Instead, the administrator can 
only configure a minimum set of parameters to modify the 
network behavior. Moreover, the inclusion of new services 
requires the individual updating of devices or the complete 
replacement of hardware infrastructure. For this reasons, the 
idea of separate the data plane and control plane in order to 
customize the network behavior has gained importance. 
Similarly, the possibility of encapsulate the different network 
functions based on actual network conditions can optimize the 
allocation of available resources.  

The concepts of Software Defined Networking (SDN) and 
Network Function Virtualization (NFV) have changed the 
vision of typical network infrastructure. SDN separates the data 
and control planes in network devices and establishes a 
centralized control of the network behavior. This architecture 

enables to the network administrator the possibility to design 
and develop “network applications” and dynamically control 
the network. For its part, NFV allows the deployment of 
virtualized network functions (e.g. load balancers, firewalls) as 
virtual instances over standardized hardware (storage, network 
and servers). This technology integrates the use of different 
resources (servers, storage, IT-hardware), enhances the 
scalability of the network services and reduces the capital and 
operational cost.  

A techno-economic analysis in mobile infrastructure 
reveals that the benefits of the introduction of SDN and 
virtualization techniques could decrease the capital 
expenditures. The capital expenditure could be reduced around 
13.81 % in a SDN scenario [1].  It is clear that architectures 
based on SDN offer multiple potential advantages for telecom 
operators [2], for instance, the possibility of deploy Radio Base 
Stations in the Cloud [3] or integrating LTE network elements 
with SDN switches managed from the cloud [4]. In this 
context, the industry and research community go a step further 
in this direction and have been combining their efforts in 
multiple projects such as OpenRoads [5], SoftCell [6] as well 
as European Projects such as T-NOVA [7], UNIFY [8] among 
others. In this piece of work, we describe the concept and the 
evolution of SDN and NFV in the last years. Furthermore, the 
integration of mobile infrastructure with SDN/NFV as well as 
the trend and challenges to implement these technologies in 
production networks are analyzed.  

The work is structured as follows: in Chapter II the 
concepts of SDN and NFV are presented. Next, Chapter III 
reviews the integration of mobile networks with both 
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technologies. Chapter IV analyzes the trends and challenges 
and provides an initial SD/NFV architecture. Finally, Chapter 
V presents the conclusions. 

II. SDN/NFV 

A typical network device is composed by an integrated data 
plane and control plane. The data plane receives the packet, 
reads the header information, sends the information to the 
control plane and forwards the packet to the next network 
device. For its part, the control plane analyzes the information 
provided by the data plane and executes a routing algorithm to 
establish the optimal route to the destination. Once the route is 
chosen, the control plane sends the decision to the data plane. 
However, the limited coordination and access to the 
configuration of the devices (closed technology) has limited the 
development of customized network applications and QoS 
services.  

Software Defined Networking is a new network paradigm 
that removes the rigidity present on current architectures and 
improves flexibility and management in networks. SDN 
decouples the control plane and the data plane in network 
devices and establish an open communication interface 
between them. In addition, SDN proposes a centralized control 
of the network and open APIs to facilitate the development of 
high level network applications and services. OpenFlow is the 
first SDN standard that has been widely used in different 
research projects [9] [10]. OpenFlow is designed based on the 
actual flow tables located in traditional network devices and 
opens those up. The controller uses the OpenFlow protocol 
[11] to configure the flow tables in switches. Figure 1 shows 
the differences between SDN and traditional architectures.   
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Fig. 1. Comparison between traditional and SDN architectures [10] 

Another limitation of the actual infrastructure is the highly 
amount of network devices, each operating their own private 
software and highly dependent in proprietary hardware. For 
this reason, the design and installation of new services usually 
require the individual software updating or the replacement of 
hardware. This rigidity increases the installation and 
operational costs. In this context, the Network Function 
Virtualization NFV concept has gained in importance in the 
telecommunications industry.  

Network Function Virtualization proposes the transferring 
of the different network functions (routing, firewall, deep 
packet inspection DPI, gateway) as virtual software-based 

applications executed in IT platforms (servers, switches and 
storage). This new vision of IT services provides a major 
flexibility and scalability, facilitates the development cycles 
and reduce costs. Figure 2 describes the differences between 
NFV and traditional architectures.   
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Fig. 2. Comparison between traditional and NFV paradigms 

The NFV architecture identifies three principal modules: 
the Network Function Virtualization Infrastructure (NFVI) that 
includes all hardware resources, the Virtualized Network 
Function (VNF) that represents a network functions executed 
over the NFVI and the NFV Management and Orchestrator 
(NFV M&O) responsible for coordinate the execution of the 
different network functions (NF) over the infrastructure [12].  

It is important to note that SDN and NFV concepts are 
different but complementary. Thanks to the SDN separation of 
data and control planes in network devices, the integration of 
NFV in virtualized IT environments is feasible. However, the 
implementation in production networks has several challenges 
to be addressed [13].  

 

III. INTEGRATION OF WIRELESS NETWORKS WITH 

SDN/NFV 

In the last years, SDN approach has been expanded to mobile 
networks, giving rise the concept of Software Defined Wireless 
Networks [5] [14] [15] [16] or Wireless Mesh Software 
Defined Networks [17] [18]. Similarly, the integration between 
SDN and mobile technologies (LTE) has gained the attention 
of industry and research community [19] [20] [21] as well as 
the close relationship between SDN and NFV. For instance, 
EmPOWER [22] shows a testbed composed of 30 nodes that 
facilitates the deployment of SDN/NFV experiments for WIFI 
networks and it also provides monitoring tools in order to 
control the energy consumption. In the wireless field, some 
research intends to apply OpenFlow in order to enhance these 
types of networks.  
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OpenRoads [5] presents an architecture of three layers 
(flow, slicing and controller) based on OpenFlow protocol and 
SNMP in order to innovate in WIMAX and WIFI networks. In 
the same way as OpenFlow wired networks, the wireless 
devices (Access Point or Wimax base station) have a flow table 
which are controlled through the controller. For its part, the 
slicing layer divides the data traffic through the FlowVisor tool 
[23] and NOX controller is the brain of the network control. 
The deployment contains 85 Access Points and two Wimax 
Base stations (over Stanford campus network) and provides 
functions such as hard handover, bicasting, Hoolock, among 
others.  

Dely et al. in [18] presents an approach to improve the 
mobility in Wireless Mesh Networks (WMN). For this 
purpose, it introduces a mesh router known as a Mesh Access 
Point (MAP), which forwarding the traffic to the destination 
through other mesh routers or gateways. It is important to note 
that MAPs have OpenFlow support. Each node has some 
physical wireless cards and these in turn are divided into two 
virtual interfaces, one related with the data plane and the other 
for control traffic. The data interface is related with OpenFlow 
datapath. The gateways allow connectivity with the outside and 
each mesh router has an agent in order to monitoring the links, 
channel utilization, and others. Moreover the core network has 
two elements: the Monitoring and Control Server (MCS) and 
NOX controller. MCS builds a topology database with the 
information from mesh routers and NOX controls the mesh 
network. Proofs of concept were conducted over an 
experimental Wireless Broadband Mesh Network (KAUMesh), 
which is based on 802.11a/b/g standard. These tests were 
focused on mobility capacities, when clients move rapidly 
between different MAPs. 

Regarding to cellular networks, the advances are limited 
and not homogeneous due each research applies different 
approaches and focuses on diverse elements, the Radio Access 
network (RAN) and the Evolved Packet Core (EPC).  

On one hand, SoftRAN [24] framework uses the SDN 
concept in order to improve the RAN performance. SoftRAN 
has a whole view of interference and load of each node and in 
this way coordinates the allocation of radio resources, 
especially in dense networks. Each base station sends 
periodically information to controller and it is saved in a data 
base, which contains the following elements: an interference 
map, the flow records and the network operator preferences. 
SoftRAN was tested with some use cases such as load 
balancing and utility optimization. 

On the other hand, there are some approaches focused on 
the core part of cellular networks.  CellSDN [25] [26] provides 
an architecture with advances characteristics, such as the 
slicing of the network resources, better packet classification 
through deep packet inspection functionalities, scalability via 
local switch agents and the creation of applications based on 
the user attributes (network provider, device type).  

For its parts, SoftCell [6] enhances the scalability and 
flexibility in SDN/LTE networks through the analysis of 
workload and the implementation of fine-grained policies. 

Softcell also aggregates the traffic based on different aspects 
such as the base station, mobile devices and the service polices. 
Each base station is connected with an access switch. This 
switch has OpenFlow support and is supervised by the 
controller.  

Similarly, MobileFlow [21] takes advantage from SDN and 
data center concepts to enable and foster the innovation in 
carrier networks. The main elements of the architecture are 
MobileFlow Forwarding Engine (MFFE) and MobileFlow 
Controller (MFC). MMFE has support to mobile network 
tunnel capacities and allows the integration with legacy EPC 
equipment. For this reason, the MMFE is considered the data 
plane. Each MMFE is controlled by the MFC (control plane). 
The implementation and validation process consists on a 
prototype based on x86 servers and OpenFlow components.  

Furthermore, some projects could be applied to 
SDN/mobile networks (Wireless and cellular). These projects 
not only take into account SDN technology but also another 
key enabler technologies such as NFV, cloud computing, 
advances virtualization techniques, among others.  

For instance, T-NOVA project [7] aims the design and 
implementation of a framework to allow operators the 
deployment of virtualized Network Functions (NF) over 
Network/IT infrastructures. This virtual network appliances are 
developed in software using SDN/NFV and eliminate the need 
of acquire, install and maintain specialized hardware. The 
framework will enable an open API for developers to the 
design and develop of NF appliances.       

UNIFY (Unifying Cloud and Carrier Networks) [8] 
considers the entire network (home networks to data centers) as 
a “unified production environment”, focusing on telco 
functions. UNIFY combines the benefits of cloud computing 
and virtualization in order to build a new architecture that 
optimizes data traffic flows and allows the dynamic placement 
of networking, computer and storage components. The 
consortium creates a model with advanced programmability, 
new languages, algorithms and management tools to optimize 
data traffic across networks. UNIFY intends to design a 
universal hardware node in order to support network functions 
and traditional data center workloads. The whole architecture 
allows agility (velocity), simplicity (automation), flexibility 
(granularity) and programmability of the services, providing 
and open environment for the deployment of these services 
and, at the same time, reducing the costs. UNIFY will derive a 
framework which supports a variety of services such as 
OpenFlow, Network Function Virtualization, and so on. 
Besides, this project is focused on three areas. First, 
infrastructure virtualization, second, flexible service chaining 
and thirdly, network service chain invocation (programmability 
interfaces). 

CROWD project (Connectivity management for eneRgy 
Optimised Wireless Dense networks) [27] proposes a novel 
architecture in order to enhance very dense and heterogeneous 
wireless networks (Dense Nets). CROWD promotes a 
paradigm change in this kind of networks through global 
network cooperation, fine and dynamic network configuration, 
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resources on demand, among others. For this purpose, this 
project uses SDN and OpenFlow protocol as an enabler 
concepts to control and manage in an efficient way the 
resources of Dense Nets. CROWD architecture has two kind of 
controllers: local and regional. The infrastructure layer consists 
of base stations (eNBs or Wifi AP) which are configurable via 
OpenFlow. CROWD provides dynamic controller placement, 
dynamic backhaul reconfiguration, energy optimization, MAC 
optimization mechanism and ensures user quality of 
experience. 

CITYFLOW project (OpenFlow City Experiment – 
Linking Infrastructure and Applications) [28] introduces the 
use of virtual path slice (VPS) technology at large scale on an 

OpenFlow network. This project emulates a city with one 

million inhabitants, with OpenFlow support and taking into 
account network topologies over  xDSL, LTE and Fiber 

technologies.   

Moreover, there are some facilities that allow the 
experimentation with SDN in wireless environment, such as 
OFELIA (Open Flow in Europe: Linking Infrastructure and 
Applications) [29] and the above mentioned deployments, 
OpenRoads [5] and KAUMesh [18]. OFELIA provides an 
environment to investigate and validate revolutionary ideas. 
OFELIA has a set on ten islands over Europe based on 
OpenFlow technology. Likewise, SmartFIRE [30] develops a 
large-scale testbed located in South Korea and Europe. The 
European zone is composed by three different and 
heterogeneous islands. Two islands belong to the OFELIA 
project (iMinds and UMU) and the other is part of the 
OpenLab federation testbed (UTH testbed). For its part, South 
Korea testbed includes OpenFlow islands in different institutes, 
for example Electronics and Telecommunications Research 
Institute (ETRI) and Seoul National University (SNU). 

All these advancements are in an early stage but the initial 
results are promising. Next, we present the current trends and 
challenges and a possible architecture aligned with the SDN 
and NFV concepts.  

 

IV. TRENDS AND CHALLENGES 

Nowadays, the variety of mobile networks providing different 
services and applications requires a mobile infrastructure 
capable of provide high levels of security, performance and 
QoS. This means that current mobile networks requires a 
standardized environment, wherein foster the innovation and 
introduction of new services would be possible in less time and 
with the lowest investment. This may be achieved through the 
synergy of NFV and SDN. On one hand, SDN enhances the 
control and management of network devices through the 
centralized control. On the other hand, NFV reduces the 
investment by means of sharing resources not only physical 
infrastructures but also network functions. This means the 
reduction in capital (Capex) and operational costs (Opex) that 
is the main limitation of carrier and service providers. In the 
context of mobile networks, there are some challenges that a 

SDN/NFV approach may solve. Next, we describe the actual 
issues and trends.  

Rapid innovation: The combination of SDN and NFV 
reduces the time to market of new services, through the 
resource virtualization and centralized control in different 
locations over an standardized environment. This eliminates 
the vendor dependence and increases the benefits for 
stakeholders.  

Mobile traffic monitoring and management: SDN allows 
fine-grained control of the network data traffic and resources. 
This is especially important for handover, where OpenFlow 
may facilitate the change between nodes. Additionally, the 
traffic could be classified and managed based on the kind of 
flow, aggregation criteria (cell, user equipment, etc), flow rate, 
occupation of the resources (channels, links, base stations or 
AP, available bandwidth), among others. For instance, could be 
possible connect users to multiple networks or defines 
threshold parameters (bandwidth, location), allowing the easy 
change between them. Other applications may include the 
dynamic resources management of wireless backhaul or the 
capacity aggregation not only with one technology but also 
combining different technologies.  

Energy efficiency: The traffic load is changing constantly 
according different factors, time, location, special events, 
among others. On one hand, SDN may enable the optimization 
of the power consumption based on real time conditions. In this 
way, the SDN controller could increase or decrease the number 
of resources allocated. On the other hand, NFV may decrease 
the number of devices due its flexibility and sharing 
capabilities. 

Scalability and flexibility: Nowadays, the introduction or 
extension of new services is not easy because current 
architectures are closed. It process requires a long time or in 
some case is not performed due the investment is greater than 
the economy benefits SDN/NFV facilitates the service 
scalability and allows the reutilization of infrastructures and 
applications. Moreover, mobile networks are more flexible 
because SDN/NFV approach is aware of network conditions 
and changing traffic patterns. 

Sharing infrastructure or services: SDN monitoring and 
VNF virtualization capabilities enable to share infrastructures 
and network resources. A service provider (SP) could deploy 
their network functions in the infrastructure of another SP, or 
use the applications (of another SP) in their own infrastructure. 
All of these activities are managed by the SDN controller. As a 
result of this, SDN/NFV introduces new capabilities in billing 
services. This generates more revenue for stakeholders, the first 
SP obtains revenue from the service and the second with the 
infrastructure lease. However, this is an ideal environment to 
network business; there are some legacy concerns that would 
be solved or agreed before this scheme can perform. 

Inter-Cell Interference: Several APs or base stations in the 
same location could produce interference each other due the 
cell overlapping, bad coordination of subcarriers, among 
others. Consequently, it produces degradation of quality of 
services (QoS). In this context, SDN enables the easy 
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management of radio resources by means the centralized 
control and the global view of the network. 

Security: The full picture of network events of SDN allows 
a better control and the detection of anomalous activities. The 
controller could provide pieces of software that acts like 
Intrusion Detection System (IDS), firewalls or another security 
function. 

The advances in these concerns are in preliminary state and 
require the effort and coordination of vendors, researchers and 
the organism working in these areas, such as Open Networking 
Foundation (ONF), International Telecommunication Union 
(ITU) or the European Telecommunications Standards Institute 
(ETSI), among others [31].   

The Wireless and Mobile Working Group (WMWG) aids 
to promote and extend the ONF approaches in this field, it 
includes the incorporation of OpenFlow protocol with mobile 
networks, following the current standards such as 3GPP, IEEE 
and others. ITU tries to standardize SDN for telecom carriers. 
For instance, Joint Coordination Activity on SDN (JCA-SDN) 
coordinates the ideas from different Standard Developing 
Organizations (SDO) and open sources activities. Other group 
(SG11) is discussing SDN signaling. For its part, Internet 
Research Task Force (IRTF) has created the Software-Defined 
Networking Research Group (SDNRG) and Network Function 
Virtualization Research Group (NFVRG), which analyze the 
approaches that can be used in both technologies. Moreover, 
ETSI-ISG has delivered some initial requirements, service 
models and use cases for Network Function Virtualization. 

We have presented the benefits of SDN/NFV in mobile 
networks. Based on the premises of both technologies, a whole 
overview of a possible framework is shown in Figure 3. 
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Fig. 3. SDN/NFV Architecture. 

This architecture takes into account SDN and NFV 
technologies. On one hand, the framework presents a layered 
structure: data, control and application layers, in the same way 
that SDN architecture. Moreover, it takes advantage of NFV 
concept to allow the easy implementation and management of 
network functions, without the need to increase the hardware 
devices. 

In the data layer, we have the current mobile infrastructure 
of the network operator providing support to a wide range of 
wireless and cellular technologies like WiFi, LTE, UTMS, 
GSM, among others. On top of this hardware layer, there is a 
virtualization layer to enable the virtualization of hardware 
devices. The resources could be in different locations and data 
centers and takes into account three components: 

 Networking: These devices incorporate mobile technologies 

and OpenFlow protocol. 

 Storage: This element can include Object storage or block 

storage (Swift and Cinder OpenStack) or another novel 

techniques. 

 Computing: It include high volume servers.  It could also 

use Openstack Nova. 

The control layer is in charge of monitoring, analysis, 
management and orchestration of devices. Consist of four 
modules: monitoring, analyzer, network OS and NFV M&O.  

 Monitoring Module: This module is able to provide the 

complete low-level overview of the managed systems by 

mean of gathering metrics coming from different network 

devices. 

 Analyzer Module: This module could give a deep analysis 

of the data in order to determine the suited behavior of the 

network. This module also can infer the recommended 

behavior of the network. The techniques used in the 

analysis can include: data mining, learning algorithms, 

pattern recognition, among others. 

 Network OS: This module control de basic functions of the 

control layer. Also, it uses the OpenFlow or similar 

protocols to send instruction to the Infrastructure Layer 

elements. Its functionality is similar with an Operating 

Systems OS in computing.  

 NFV M&O: This module determines and organizes the 

actions to be executed in the system, the orchestration, the 

management of the resources and the control functions. 

On the top of the architecture is located the application 

layer, which consists of two basic modules: 

 Communication Interface: This module enables an open 

API to programmers to facilitate the development of new 

services.  

 Network Functions: This module presents an scalable 

structure to create customized network functions or control 

applications. 

This architecture enables users and developers a global 
view of IT infrastructure. Furthermore, the elements located on 
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SDN/NFV control layer can adapt the network resources 
depending on the actual situation of the network and 
dynamically respond to failures or degradation of network 
performance.  

V. CONCLUSION  

The integration of digital services distributed over multiple 
mobile devices (laptop, tablet, cell phone, IoT) sharing high 
amounts of data (VoIP, streaming, digital images, e-gaming) 
have been limited by the closed-access and rigidity of actual IT 
infrastructure. Software Defined Networking and Network 
Function Virtualization have emerged as a part of the solution 
for the openness of the infrastructure and enabling to network 
administrator the dynamically customization of the network 
behavior.  

This work presents a whole overview of the limitations of 
current IT infrastructure and introduces the novel concepts of 
SDN and NFV. Similarly, we describe the recent projects 
based on the integration of SDN/NFV with mobile 
infrastructure. The current trends and challenges in order to 
implement these advances in production networks are 
analyzed. Finally, we present an SDN/NFV architecture that 
integrates mobile and wireless technologies. It is clear that 
these paradigms bring new opportunities and create new 
business models for users, operators and service providers. 
However, it is fundamental the coordination between research 
community, industry and service operators in order to 
implement these advances in production networks.  
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Abstract— Wireless Sensor Networks (WSN) is an important application uses the power of wireless communication to querying the 

real word. Sensor nodes are battery-driven devices and it have to work as long as possible to gather data. This paper provides a 

comparative study about using clustering on WSNs and how it helps in saving energy in these sensor nodes. The aim of this study is 

suggesting a topology to distribute nodes in WSN in a way that enhance overall battery life.   
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I. INTRODUCTION 

Wireless Sensor Networks (WSN) is a network of sensor 

nodes, each node works as station to collect specific data from 

its environment, organizing these collected data and sent them 

to central computer as electrical signals wirelessly to be 

manipulated. In WSN, sensors send these signals either 

periodically or based on events depending on the goal of 

censoring. 

The importance of WSN comes from its critical using in 

many applications as in [1] and [2] some of these applications 

can be divided to fields as follows: 

 Military Applications for targeting or detecting the 

Nuclear, biological and   chemical attack. 

 Environmental Application like detecting the forests 

fire, flooding and air or water pollution. 

 Health Applications like tracing and monitoring patient 

in the hospital and drug administration. 

 Home applications in which the home machines will be 

controlled remotely by end user and interacts 

automatically. 

The main component of wireless sensor node consist of:  

 Sensing Unit, which is a hardware that responsible 

about measuring the physical parameters. 

 Processing Unit, which is a hardware that process the 

data, collected by sensor unit and controls the 
functionality of other components in the sensor node. 

 Transceiver Unit, which is a device work as a 

transmitter and a receiver at the same time. 

 Power Unit, which is typically the battery. 

Some optional component may be added such as Location 

Finding System, Power Generator, Mobilizer. A simple 

structure of sensor node shown in Figure 1. 

 
 

Fig. 1. The main component of wireless sensor node 

 

Since the nodes in WSN are battery-driven and battery is a 

limited power source, it is important to minimize the energy that 

the node consume to maximize the overall efficiency of WSN. 

The constraints on WSN which come from the limited 

energy, storage size and processing power leads to take these 

constraints in account and adapt the wireless network protocols 

or suggests a new protocols specifically designed for wireless 

sensor networks to achieve these requirements.  

In this paper the power consumption and battery limitation 

for nodes in WSN is studied, furthermore, this paper will show 

that clustering can enhance the overall power consumption and 

provides a topology that exploit the node clustering to enhance 

power consumption. 
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The work is organized as follows. In section II literature 

review is presented. In section III clustering techniques are 

discussed and compared. A new model for WSN clustering 

suggested in section IV. In section V the conclusion presented.     

II. LITERATURE REVIEW 

The previous researches in WSN covered many ideas to 

solve power consumption and suggested different models. In [3] 

the power consumption studied from the point of using multi-

hop implementation in WSN to reduce the power consumption 

for the sensor nodes. In contrary, an opposite result suggested in 

[4] where a single-hop implementation is used which is simpler 

in routing protocol and needs a lower communication overhead 

which is more efficient. Another idea proposed in [5] to serve 

the applications in environmental science and agriculture by 

distributing large  number of sensor nodes in wireless network 

which combines a very large radio range with low cost, and 

transmits only in a single hop mode to get  low power 

consumption. The improvement of  hardware and implementing 

a hardware-based  forward error correction scheme is suggested 

in [6] which gives a better overall energy consumption for the 

node. 

As mentioned in [7] routing protocols classified into seven 

main categories: Heterogeneity-based Protocols, Location-

based Protocols, Data centric Protocols, Hierarchical Protocols, 

Mobility-based Protocols, Multipath-based Protocols and QoS-

based Protocols. Hierarchical Protocols organizes the nodes in 

WSN as a small group named cluster. 

The cluster has two-level hierarchy of nodes: the first higher 

is the cluster head nodes collecting data from nodes in its cluster 

and transmit these data, the second lower is the node members 

of the cluster which are responsible for collecting the real world 

data [8]. This saves communication and processing work and 

also saves energy [9]. The importance of energy efficiency not 

only in static sensor nodes but also in mobile sensor networks 

too. One of the modern researches studied the mobile sensor 

networks and proposed a novel approach to develop an energy 

efficient routing in [10].  

 

III.  CLUSTERING TECHNIQES: 

A part from clustering architecture of a WSN is treated to 

minimize the energy consumption by transmitting less data, and 

this also improves the scalability of the network and the 

communication bandwidth within the cluster [10]. Some of the 

energy efficient routing protocols based on clustering are 

LEACH, HEED, PEGASIS, Hierarchical-PEGASIS, TEEN, 

APTEEN: 

Low Energy Adaptive Clustering Hierarchy (LEACH) [11], 

this protocol uses the clustering to distribute the energy 

consumption by dividing network nodes into groups based on 

data collection. The cluster heads that collects data from the 

nodes coming under its cluster are randomly selected. This 

randomly selection helps to prevent energy draining for the same 

sensor node because head would be changed. The main problem 

of this protocol is the random selection of cluster head. In the 

worst case the choose of cluster head nodes may be not 

distributed fairly, and this effects the data gathering. See figure 

2 which  shows the LEACH where the cluster heads collects data 

before transmitting it to the base station (BS) [12].  

Hybrid Energy Efficient Distributed clustering approach 

(HEED) [13] was developed to avoid the problem of random 

selection of cluster heads selects the cluster heads based on both 

remained energy level and communication cost. 

 

 
Fig. 2. LEACH Architecture 

 

These protocols are proved energy efficient to WSN with 

static sensor nodes only and they are untested while the sensor 

nodes exhibit mobility [10]. 

Power Efficient Gathering in Sensor Information Systems 

(PEGASIS), where all the sensor nodes in the network will be 

arranged to form a chain with a leader node which is responsible 

for transmitting data to the base station[14]. The data moves 

from one node to the next until reaching the end of the chain 

where the leader node lies, the leader node transmits one 

message to the base station as shown in Figure 3 [15]. The main 

problem of this protocol is the long delay. 

 

 

Fig. 3. PEGASIS Architecture 

 

Hierarchical-PEGASIS is an enhancement on PEGASIS, to 

reduce transmission delay [16].  

Threshold Sensitive Energy Efficient Sensor Network 

Protocol (TEEN) is a hierarchical clustering based protocol in 

which nodes react with the changes in the environment. After 
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cluster formation, the cluster head broadcasts two thresholds to 

the sensor nodes namely hard threshold and soft threshold. Hard 

threshold permits the sensor nodes to send data only when the 

attribute sensed by them is in the range of interest. The soft 

threshold will reduce the data transmission if there is no or little 

change in the value of sensed attribute. In order to control the 

data transmissions, both thresholds can adjust [17]. 

The Adaptive Threshold sensitive Energy Efficient sensor 

Network protocol (APTEEN) is an extension to TEEN. 

Clustering in APTEEN and TEEN protocols is done in two 

levels of cluster heads: the first level collects data from set of 

simple nodes and the second level cluster heads gets data from 

cluster heads in the first level and its simple nodes to transmit it 

to base station as shown in Figure 4. 
 

 
  

Fig. 4. Hierarchical Clustering in TEEN 

 

 

A summary to these protocols can be as follows [13]: 

  LEACH, TEEN, APTEEN and PEGASIS have almost 

similar features and fixed infrastructure. LEACH, TEEN, 

APTEEN are cluster based routing protocols but PEGASIS is a 

chain-based routing protocol. The performance of APTEEN is 

intermediate between TEEN and LEACH in the field of power 

consumption of the network. PEGASIS avoids the overhead of 

cluster formation of LEACH, but it needs dynamic topology 

adjustment. PEGASIS adds excessive delay for distant nodes on 

the chain. 

IV. PROPOSED SYSTEM 

Based on nature we propose a perfect hexagon clustering 

system to the WSN. This system takes the advantages of 

hexagon shape like what the bee do in beehive to get maximum 

amount of space with a minimal amount of material. 

When the area of the cluster of WSN is divided into a grid of 

hexagon the resulted grid will have no gaps and it covers the 

maximum area unlike the other shapes such as the circle or 

octagon create gaps and the triangle or square makes the area 

smaller as sown in figure 5. 

 

 
 

Fig. 5. No gaps in hexagon grid 

 

In the cluster, each hexagon will be called cluster cell. The 

cluster cell will have sensor node in the central, this node 

responsible about sensing within its cell area. By applying this 

to all cluster cells the whole cluster will cover the maximum area 

and the distances between these nodes will be minimized to get 

efficient communication with low power consumption within 

the nodes of the same cluster. Figure 6 shows the architecture of 

such system. 

 
 Fig. 6. a perfect hexagon cluster with centric sensor nodes 

 

V.  CONCLUSION 

In WSN it is still important to maximize the network nodes 

efficiency with minimization to the power consumption. This 

paper studied the clustering protocols and suggested a new 

clustering model. This model enhances the cluster efficiency by 

maximizing the sensing area with better communication 

distances to minimize the power consumed in communication 

between nodes.   
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Abstract —This paper presents a novel algorithm for finding a solution to the frequency assignment problem (FAP). The algorithm 

proposed here is a metaheuristic approach called memetic algorithm, which uses genetic algorithm based on new crossover operator 

combined with a modified tabu search. The performance of our algorithm is evaluated using for the results eight well-known benchmark 

problems, Computational results allow us to confirm the effectiveness of the proposed algorithm. 

Keywords: frequency assignment problem; genetic algorithm; tabu search; memetic algorithm, metaheuristic. 

I. INTRODUCTION 

Due to the insufficiency of available bandwidth resources and 

the increasing demand for cellular communication services, the 

Frequency assignment problem becomes increasingly 

important. 

Frequency assignment is generalization of the graph coloring 

problem, which belongs to the class of NP-complete problems 

[4]. For this category of problem, there is no known algorithm 

that can generate a guaranteed optimal solution in an execution 

time that may be expressed as a finite polynomial of the 

problem dimension. As this reason many heuristic methods 

have been proposed to deal with FAP. This large production 

has been analyzed and organized in several surveys [1, 2, 3]. 

We briefly present about each of used approaches: 

• genetic algorithm based approaches. 

• Constructive algorithms and local searches. 

• Tabu Search. 

• hybrid algorithm. 

• approach based on ant colony paradigms. 

• Neural Network Algorithm 

• Simulated anneling 

• Multi agent Systems 

 

From the experiments made by most researchers on a variety of 

standard benchmark problems, tabu search(TS) has been one of 

the most effective heuristic algorithms for the FAP especially 

when solution  time is less important than solution quality [5]. 

The differences in these approaches lie in the representation of 

the move, in the definition of neighborhood of a move, and in 

the way of defining a tabu move [1]. Moreover genetic 

algorithm (GA) provides for a wide exploration of the space to 

search. As these reasons the hybridization between the two last 

approaches is meant to accelerate the discovery of good 

solutions. 

Memetic algorithms (MAs), which are similar to genetic 

algorithms, are good algorithms for combinatorial optimization 

problems [14]. Normally, a genetic algorithm combined with 

local search methods is called a memetic algorithm (MA) [14].  

MAs have received various names throughout the literature and 

scientists not always agree what is and what is not an MA due 

to the large variety of implementations available. Some of the 

alternative names used for this search framework are hybrid 

GAs, Baldwinian EAs, Lamarckian EAs, genetic local search 

algorithms, and other names are not unheard of. Moscato [13] 

coined the name Memetic Algorithm to cover a wide range of 

techniques where evolutionary-based search is augmented by 

the addition of one or more phases of local search.  

In this paper, we propose a memetic approach for solving the 

frequency assignment problem. We consider a general cellular 

radio network subjected to all three kinds of constraints [8] : 

1. the cochannel constraint (CCC): the same frequency 

cannot be assigned to certain pairs of radio cells 

simultaneously; 

2. the adjacent channel constraint(ACC): frequencies 

adjacent in the frequency domain cannot be assigned 

to adjacent radio cells simultaneously; 

3. the co-site constraint (CSC): any pair of frequencies 

assigned to a radio cell must have certain distance in 

the frequency domain. 

The rest of the paper is organized as follows. In Section 2, we 

formulate the frequency assignment problem. In Section 3, we 

present the proposed algorithm. In Section 4, experimental 

results are presented. Future work and perspectives are 

discussed in the last section. 
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II. PROBLEM DESCRIPTION 

The problem of frequency assignment is to provide wireless 

communication frequencies from limited spectral resources 

while keeping to a minimum interference suffered by those 

wishing to communicate in a given radio communication 

network. According to [2] the here considered version of FAP 

is classified as a MS-FAP (minimum Span frequency 

assignment problem). Radio channels are represented by the 

positive integers. Let M = {1, 2,…,m} be a set of available 

channels where m is the Number of available channels in the 

mobile network. The basic model of the channel assignment 

problem can be represented as follows: 

1. N: The number of cells in the mobile network.  

2.  d
i  

: represents the number of frequencies that must be 

assigned to cell i (1≤ i ≤ N) 

3. C: Compatibility matrix, C=(c
ij
)

NxN  
represents the Minimal 

channel separation between channels in cells i and j,  1 ≤ i,  

j ≤ N. 

4. Call
ik 

: Cell i  with  call k  where  1≤ i ≤ N,  1≤ k ≤ d
i.
  

5. f
ik 

: A radio channel is assigned to Call
ik
, where f

ik 
belongs 

to the  set of radio channel F.  

6. Frequency separation constraint :  

 | f
ik 

- f
jm 

|≥ c
ij, 

for all i, j, k, m (i ≠ j, k ≠ m),  c
ij 

is defined in  

Compatibility Matrix, C. If (i=j), it become co-site 

constraint. 

7. TotalAssignCh: the total number of required channels The 

total of radio channel to be assigned in the system can be 

shown as: 

  

TotalAssignCh = ∑ d(i)

n

1

 

                                                                                         (1) 

  

Therefore, the objective is to find an assignment that minimizes 

the total number of violations in an assignment, Subject to: 

 

min ∑ ∑ ∑ ∑ fik

m

l=1

n

j=1

m

k=1

n

i=1

viol(i,j,k,l) fjl   

                                                                                                 (2) 

 

     Where:     viol (i,j,k,l)= { 0        if | k - l |≥  𝐶𝑖𝑗       

 1            otherwise          
  

     and 

     fik= {
0     if channel k is not assigned to cell i   

 1    otherwise                                            
 

                          for 1≤ k , l ≤ m  and  1≤ i , j ≤N. 

 

III. MEMETIC ALGORITHM 

 

In this paper, a Memetic Algorithm (MA) is proposed for FAP. 

The mechanisms and operators of the MA are given below. 

 

A. Representation  and selection mechanisms 

 

 Encoding the chromosome in FAP is relatively simple, We 

represent a solution by a binary matrix N×m. N is the number 

of cells and m is the number of channels. If a gene fik = 1, then 

the kth channel is assigned to the ith cell. Chromosomes are 

randomly selected from the population for crossover and 

mutation. 

 

B. Population initialization 

 

In a traditional GA, each chromosome in the initial population 

is generated randomly. However, many experimental results 

have shown that the GA does not always result in good 

solutions due to the random method.  

the co-site constraint (CSC) may cause more interference in the 

real-world situation[6]. So firstly to make sure the absence of 

interference between two channels assigned to the same cell, 

we have generate the initial population with new method called 

(PI) inspired from[7]. Figure 1 shows the difference between 

the two methods: -Cell: i 

- j: is random number between 1 and   m-((di-1)×Cii+1))  

 

             j               j+Cii 

 

               Cii                        Cii             Cii 

 

                                     (a) 
                                         inti                                     inti 

 

            Cii+rand(inti)         Cii+rand(inti)         Cii+rand(inti) 

 

 

                                    (b) 
Fig.1:  Frequencies assigned to cell ‘i’ 

(a) Cheng method [7]   (b)  our method(PI) 

 

The inti is defined by 

          

                            Inti=
m-((di-1)×Cii+1)

di
                             (3) 

Where:      

Cii represents the Minimal channel separation between 

channels in cell i ; 

Inti+Cii is the maximum channel separation between channel in 

cell i ; 

Inti   represents the interval of possible assignment to cell “i” 

without breaking the CSC constraint of all assignment in the 

Cell i.  

 The cells with a high channel demand have more difficulty 

obtaining an assignment that satisfies the CSC constraints. So 

we have generated pi to deal with this problem. Where pi  is 

defined as: 

                            p
i
=

(di-1)×Cii+1

m
                                        (4) 

…                  …. 

…                  …. 
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Cells with a high value of pi means that these cells must use the  

minimum separation distance (Cii) between channels. For the 

others with low value of pi means that these cells use the 

separation distance  Cii+random (0,inti) .Figure 2 is the  pseudo 

code of PI. Where soli is the assignment of cell i. 

 

 

C. Proposed crossover operator 

 

Chromosomes in the population have good genes resulting 

from the population initialization, It is clear that performance 

can be improved by transferring these good genes to the next 

generation. 

An overview of the crossover operator is shown by figure 3. 

Two parents such as parent1 and parent2 are considered for the 

crossover process. We randomly generate a binary number 

mask then, we calculate Pi for each cell in the tow parents 

where Pi is defined in (4). The value of Pi can exclusively 

reduce the searching space and consequently the convergence 

time is shortened. Pi has two roles; the first one is keeping CSC 

constraints for some cells verified, the other one is for the cells 

that do not have a high probability for improvement - optimum 

solution obtained -will be leaved uncrossed.  
 

Population initialization 

for each cell i   

    a=random(0,1) 

    if (a>pi) 

           for each demand dj of cell i 

             soli(dj)= [random (0;Inti)+ soli(dj-1)+ Cii ]mod m+1 

              end 

   else 

         s =random(m (ri 1) ×Cii) 

        soli (1,..,di) =[ s, s + Cii , s + 2 ×Cii, …, s + (di 1) ×Cii] 

   endif 

end for 
Fig. 2: population initialization 

 

                 

C=Random (0, 1)      

If(C<pi) 

    The row pairs leave uncrossed 

Else 

    The row pairs will be crossed 

 

 

           p1 

 

p2 

. 

. 

 

px 

. 

. 

Pn 

           

                      

                      

                      

                      

                      
        Parent1                                                 parent2 

 

 
0 0 1 1 0 0 0 1 0 0 0  

0 1 1 1 0 0 1 0 0 0 1  

1 0 0 0 1 1 1 0 1 0 1  

0 0 0 0 0 0 0 0 0 0 0 (C<Px) 

1 0 1 1 0 1 1 0 1 0 0  

1 1 0 0 1 1 0 1 0 0 0  

 

Binary mask 

 

           p1 

 

p2 

. 

. 

 

px 

. 

. 

Pn 

           

                      

                      

                      

                      

                      

      First kids                                   Second kids 

 
Fig. 3: Proposed crossover operator 

 

 

 

D.  Mutation operator 

 

Our mutation operator called “mutation adapter” controls the 

total number of “1” in row i. we make sure that not to exceed di 

of the demand vector in any case. We do this by adding or 

removing a “1” randomly from the specified row. The 

mechanism of mutation operator is shown in figure 4. 

 
Fig. 4: mutation adapter 

 

E. MA description 

Figure 5 illustrates the MA framework followed in the 

implementation of the proposed algorithm. The first step of the 

algorithm is to create an initial population with PI and evaluate 

it .After that, for each generation, a pair of "parent" solutions is 

selected for the above methods of crossover and mutation. Two 

solutions are created which typically shares many of the 

characteristics of its "parents. After that the Tabu search and 

the module of restricted frequency are performed on these 

solutions. The mechanisms and operators of these components 

are given in section F and G. 

 

Algorithm  MA 

Before mutation di After mutation 

        2         

        2         

        3         

        2         

        1         

        3         
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In
te

rf
er

en
c

e  

Begin 

Initialize population P with PI; 

Evaluate initial population, 

Repeat 

 -Generate-Binary-Masks 

 -Select two parents randomly 

 -use the proposed crossover. Then get two  offspring    

 - mutation adapter(ofspring1, ofspring2) 

 - If fitness (ofspring2) better than fitness (parent)     

then Ofspring will be accepted. 

 - tabu Search (ofspring1); 

 - calculate the unrestricted frequencies for each cell      

which have interference  in ofspring1 

 - replace the restricted  frequencies  with  

unrestricted frequencies  

-add ofspring1 to population 

Until Termination criteria are satisfied; 

End; 
 

Fig. 5: MA framework 

F. Tabu search 

 

After several generations, chromosomes in the population are 

similar enough to each other such that only local optimization 

may be possible. Tabu search is one of the mechanisms to 

avoid minimum local. Opposite to randomizing approaches 

such as Simulated Annealing (SA) where randomness is widely 

used, TS is based on the principle that intelligent search must 

embrace more efficient and systematic forms of direction such 

as memorizing and learning [15].the hybridization between GA 

and TS is more successful in our case. 

 

1) Solution representation 

The representation of a frequency assignment S is obtained by 

using a matrix N×m. where if a gene fik = 1, then the kth 

channel is assigned to the ith cell. 

2) Neighborhood 

 

The space to search or set of moves is defined in figure 6. Our 

basic move is then moving a 1 to a 0 entry of the same row. 

Thus changing the assigned channel of one cell, maintaining 

the number of assigned channels unchanged and keeping the 

result of crossover operator (co-site interference) .  

3) Tabu list 

 

 Some neighbors composed of previously encountered 

solutions will not be considered for the next k iterations (k, 

called tabu length). These neighbors are consisted in tabu list, 

which is one of the main mechanisms of tabu search. Tabu list 

is also the most important feature distinguished with other 

search algorithms. Thus, TS can be described as a form of 

neighborhood search with a set of critical and complementary 

components.  

As shown in Figure 6, the element (j, fx) prevents the 

algorithm from re-visiting previously seen solutions. The 

element (j, fy) prevents the other individuals from re-exploring 

the same search area.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        

 

                 

 

 

 

 

               █    tabulist = (j,fx);  (j,fy). 

 
Fig. 6: Tabu search moves  

G. Restricted frequencies 

 

In order to improve the quality of the solution obtained, we 

apply the following steps to locate the free frequencies (if any 

exist) and resolve the maximum of conflict between cells. This 

 Fx  fy  

 

 

. . . . . ……………. . 

cell=i .  1 . . . ……………. . 

. . . . . ……………. . 

. . . . . ……………. . 

cell=j .  1 . 0 . ……………. . 

. . . . . .……………. . 

.  1 .  . .……………. . 

. . . . . . ……………. . 

. . . . . .……………. . 

. 0 . 1 . .……………. . 
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module is applied to solution obtained by tabu search that do 

not satisfy all the constraints of the problem. 

1. determine the couples of cells which have interference 

between them  ;   

2. from the list of couples “S” ,we create list of candidate 

L .where L is  defined  by: 

 L ={x , px<py ∀ (x,y)∊S } px , py defined in (4) 

3. delete all frequencies assigned to L 

4. Assigned={} 

5.  calculate” free frequencies” it means the authorization 

of assigning frequencies in cell x, ∀  x∊(L-Assigned) 

(see figure 7)    if (L-Assigned)={} go to 7; 

6. if ( free frequencies)  then 

x∊ (L- Assigned) Assign the first free frequency to “x”, 

Assigned={x}; 

else  

   Assign a frequency randomly to x; 

   Assigned={x}; 

 endif  ;go to 5. 

7. End 

This approach shares some similarities in the calculation of the 

free frequency in Frequency Exhaustive Strategy [16]. 

H. Termination criteria 

 

 In traditional GA, either computation time or the number of 

generations or solution improved  is selected as termination 

criterion. In this paper, all of them are considered. If a solution 

cannot be improved any more in consecutive generations, the 

algorithm terminates. However, it is very time-consuming for 

problems, MA terminates when any of the three conditions is 

true. 

 

 

 
Assign these free frequencies to cell x make no interference 

between x and cells i and j 
 

 Cell -i-   0 0 0 0 1 0 0 0 0 0 0 

 

 Cell -j- 0 0 0 0 0 0 0 1 0 0 0 

Cxi=2,Cxj=3 

Free  frequency 

for cell - x-            

 
Fig. 7: Free frequencies 

 

IV. EXPERIMENTAL RESULTS 

In these experiments we used the Philadelphia problem 

instances [12]. These instances are widely known within 

problem FAP, and they are characterized by a number of 

hexagonal cells (habitually 21), that represent a cellular phone 

network of the Philadelphia city (see Figure 8).  

 

 

 

 

 

 

 

 

 

Fig. 8: Cellular geometry of test problems 

The main differences among the instances correspond with the 

use of different interference matrices and demand vectors (see 

table 1). In these instances, the number of antennas (cells) 

varies from 4 to 25, and the number of frequencies finally used 

varies between 11 and 533. Figure 11 shows the different 

interference matrices (C) and the demand vectors (D) used.  

Table I:  Problem Specifications 

 

Instance 

# of 

Cell 

Lower 

Bound 

(lb) 

Compatibility 

matrix (C) 

Demand 

vector 

(D) 

P1 

P2 

P3 

P4 

P5 

P6 

P7 

P8 

4 

25 

21 

21 

21 

21 

21 

21 

11 

73 

381 

533 

533 

221 

309 

309 

C1 

C2 

C3 

C4 

C5 

C3 

C4 

C5 

D1 

D2 

D3 

D3 

D3 

D4 

D4 

D4 

 

 

To investigate the convergence frequency, Table II 

summarizes the simulation results, and shows the 

convergence to the optimum solution (the convergence 

frequency). 

Table II: convergence rate 

 

Inst Approach and rate of convergence 

Lower 

Bound 

MA [9] 

MGA 

[10] 

 NN 

[11] 

DGuGA 

[7] 

CSCP 

P1 11 100% 100% - 100% 100% 

P2 73 100% 100% 62% 98% 100% 

P3 381 100% - 99% - 100% 

P4 533 100% - 100% - 100% 

P5 533 100% - 98% - 100% 

P6 221 100% 92% 97% 89% 100% 

P7 309 100% - 99% - 100% 

P8 309 100% 80% 52% - 100% 

 

2 3 4 5 

9 10 11 12 

15

 
 

1 1 1 1 

1 1 1 1 

16 17 18 

8 

19 20 21 

14

 
 

1 1 1 1 

1 1 1 1 

13

 
 

1 1 1 1 

1 1 1 1 

7

 
 

1 1 1 1 

1 1 1 1 

6

 
 

1 1 1 1 

1 1 1 1 

1

 
 

1 1 1 1 

1 1 1 1 
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 Figure 9 shows the required generation to converge to the 

solution in two problems. In problem #8, our MA found the 

solution within 22 generation, in problem #2, our MA 

converge in the 36th generation.  

 

Table 2 allows us to confirm the effectiveness of the 

proposed algorithm. The simulation results show that our 

algorithm achieved 100% convergence to solutions for all 

eight benchmarking problems. The results show that MA 

outperform the convergence results of the neural network 

(NN) [10], genetic   algorithm (MGA) (DGuGA)[9,11]. The 

MA shows the same convergence results of [7]. Our 

algorithm identifies higher-quality solutions than other 

methods and it is easy to implement. For cellular systems 

with high number of cells, this algorithm can be efficiently 

applied to find the exact solution in an acceptable time of 

computation. Also since it is an implicitly parallel 

technique, it can be implemented very effectively on 

powerful parallel computers to solve exceptionally 

demanding large-scale problems. 

 

Figure 10 shows a two-dimensional stem plot. It displays 

the frequency assigned to each cell for the problem #8, 

where the x-axis represent the cells, and the y-axis 

represent the frequency assigned  . The full assignment of 

channels for a sample of the 8 benchmark problems 

considered in our simulations is presented in the Appendix.  

The results and analysis presented above indicate that our 

MA is certainly an effective Memetic algorithm for solving 

the frequency assignment problem.  

   

 

(a)

 
(b) 

Fig. 9: (a)instance P8 convergence (b) instance P2 convergence 
 

 
 

Fig. 10: two-dimensional stem plot 

 

 

V. CONCLUSION 

 

We have presented a memetic algorithm for solving the 

frequency assignment problem in cellular radio networks. 

Due the importance of CSC constraints, we have considered 

this in the population initialization. Problems specific 

information has  been used into the mechanism of crossover  

and  tabu  search as to effectively bias the search process 

towards promising regions of the search space. After 

experiments with real data, optimization was achieved and 

the algorithm has been efficient and convergent. Our 

approach can find better or equivalent solutions compared 

with existing optimization methods. 

Our work presents a good perspective of managing the 

radio spectrum that can be intended towards a parallel 

implementation for implementing a pertinent strategy and 

effective management of resources in the future works. 

   

 
Appendix: 

 

This appendix shows the full assignments for benchmark instances 

No. 2, 5, and 6(see table 3-5) 

 

 

Table III: Channel assignment for benchmark problem 2 
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Cells Frequency 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

31,33,35,37,39,41,67,69,71,73 

6,8,10,12,14,16,18,20,22,24,26 

28,32,34,36,38,40,42,51,70 

6,12,26,37,39 

30,44,46,48,50,52,54,56,72 

1,3,5,67 

53,55,57,61,64 

30,44,46,48,50,52,54 

10,13,15,17 

2,4,43,47,58,60,62,66 

14,16,18,20,22,24,31,35 

1,3,5,7,9,45,59,63,65 

11,13,15,17,19,21,23,25,27,29 

49,53,55,57,61,64,68 

28,36,38,51,59,63,65 

6,8,26,32,37,40 

2,10,14,16 

3,5,7,9,33 

1,12,34,39,41 

44,46,48,50,52,54,56 

2,4,9,32,37,43 

3,5,11,42 

7,10,13,23,36 

53,55,57,59,61,63,65 

1,8,21,33,44 

 

 

 

 

 

Table IV: Channel assignment for benchmark problem 5 

 
Cells Frequency 

1 

2 

3 

4 

5 

6 

 

7 

 

8 

 

9 

 

10 

 

11 

 

12 

 

 

13 

14 

 

15 

 

16 

17 

18 

 

19 

20 

21 

 

6,11,21,27,95  

4,10,20,30,108  

1,8,16,25,31  

2,7,12,18,23,35,40,45  

3,9,14,20,28,33,38,43,48,55,60,65  

1,7,12,18,24,33,40,45,50,57,66,75,81,86,91,100,106,111,116,122,137,145,152, 

191,200 

44,49,54,59,64,69,74,79,84,89,94,99,104,109,114,119,124,129,134,139,144,

 149,154,159,164,169,174,179,184,189 

 3,9,15,26,35,41,51,56,61,70,80,110,120,130,140,165,170,180,185,190,199,204, 

209,214,219 

76,81,86,91,96,101,106,111,116,121,126,131,136,141,146,151,156,161,166, 

 171,176,181,186,191,196,201,206,211,216,221 

17,22,27,32,37,42,47,52,57,62,67,72,77,82,87,92,97,102,107,112,117,122,127, 

132,137,142, 147,152,157,162,167,172,177,182,187,192,197,202,207,212  

19,24,29,34,39,44,49,54,59,64,69,74,79,84,89,94,99,104,109,114,119,124,129, 

134,139,144, 149,154,159,164,169,174,179,184,189,194,199,204,209,214 

 1,6,11,16,21,26,31,36,41,46,51,56,61,66,71,76,81,86,91,96,101,106,111,116, 

121, 126,131,136,141,146,151,156,161,166,171,176,181,186,191,196,201,206, 

211,216,221 

2,10,19,27,36,41,46,52,60,65,70,77,95,112,120,127,136,147,161,167 

43,48,53,58,63,68,73,78,83,88,93,98,103,108,113118,123,128,133,138,143, 

148,153,158,163, 168,173,178,183,188  

8,17,23,31,38,47,55,62,67,72,85,92,97,105,117,135,142,157,162,172,177,182 

,187,192,197  

5,14,19,29,45,50,60,90,100,145,150,175,194,203,208  

13,21,28,33,43,65,95,125,160,195,200,205,210,215,220  

53,58,63,68,73,78,83,88,93,98,103,108,113,118,123,128,133,138,143,148,153 

 ,158,163,168,173,178,183,188,193,198   

1,10,16,22,27,34,40,46,52,57,75,82,87,102,107,112,122,127,137,167 

2,7,12,18,24,39,44,49,54,59,64,69,74,79,84,89,94,104,115,155  

6,15,20,25,30,36,41,48,55,61,66,71,80,85,105,110,120,130,135,140,165,170, 

180,185,190  

 

 

 

Table V: Channel assignment for benchmark problem 6 

 

 

 

 

 

Cells Frequency 

1 

2 

 

3 

4 

5 

6 

7 

8 

 

 

9 

 

 

 

10 

 

11 

12 

13 

 

14 

15 

 

16 

 

 

17 

 

18 

19 

20 

21 

 

10,17,31,51,61,68,89,271  

6,19,46,59,76,96,103,118,131,139,150,164,180,187,194,201,208,220,227, 

234,241,248,255,262,269 

11,26,54,62,109,122,129,167  

7,16,42,68,142,236,272,326  

34,83,137,170,194,220,248,286  

1,11,22,29,45,60,69,76,88,97,161247,278,321,338  

20,27,39,49,82,104,112,119,128,135,142,159,166,181,191,202,209,250  

3,12 ,25,33,41,53,66,73,80,87,94,101,108, 115,125,146,153,174, 

216,223,230,237,244,258,265,279,300,328,335,342,349,356,363,370, 

377,384,391,398,405, 419,426,433,440,447,454,461,482,496,503,517,524,531 

1,8,15,22,29,36,43,50,57,64,71,78,85,92,99,106,113,120,127,134,141,148,155, 

162,169,176,183,190,197,204,211,218,225,232,239,246,253,260,267,274,281 , 

288,295,302,309,316,323,330,337,344,351,358,365,372,379,386,393,400,407 

,414,421,428,435,442,449,456,463,470,477,484,491,498,505,512,519,526,533 

5,24,31,38,45,74,81,88,95,102,117,124,138,145,157,171,178,185,192,199,206, 

213,222,229,243,257,264,276  

13,20,28,40,49,56,65,72,79,115,153,227,310  

1,30,43,63,86,111,146,158,186,200,209,224,250,270,282  

7,16,32,42,52,64,73,83,95,106,118,130,145,156,170,178,186,193,201,210,225,241, 

254,263,273,287,310,335,355,367,375  

5,13,24,35,47,54,67,86,93,100,121,138,147,195,205  

9,18,30,37,44,56,63,70,77,84,91,98,110,117,132,140,149,163,177,184,198,212,219 

,226,233,240,252,261,268,275,282,289,296,307,315,322, 

123,130,137,144,151,158,165,172,179,186,193,200,207,214,221,228,235,242,249, 

256,263,270,277,284,291,298,305,312,319,326,333,340,347,354,361,368,375,382,389, 

396,403,410,417,424,431,438,445,452,459,466,473,480,487,494,501,508,515 

10,17,52,60,69,83,90,97,104,111,160,181,188,195,202,209,251,286,293,314,321,412, 

468,475,489,510,521,528  

2,35,47,58,67,76,119,341  

2,11,26,34,42,51,58,68,75,88  

4,13,23,32,39,46,54,65,72,93,100,139,329  

6,19,27,37,44,63,80,87,  
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C2 

 

2 1 1 0 1 0 1 1 1 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 

1 2 1 0 1 0 1 1 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 

1 1 2 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 

0 0 1 2 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 1 1 1 

1 1 1 0 2 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 

0 0 1 0 0 2 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

1 1 1 1 0 1 2 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 

1 1 1 1 0 1 1 2 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 0 

1 0 1 1 0 1 1 1 2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 

1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1 0 0 0 0 0 1 0 1 0 

0 0 1 1 1 0 1 1 1 1 2 0 1 1 1 1 0 1 1 1 1 1 1 1 1 

1 1 1 1 1 0 1 1 1 1 0 2 1 1 0 0 0 0 0 0 0 0 0 0 0 

1 1 1 1 1 0 1 1 0 1 1 1 2 1 1 1 1 1 1 1 0 0 0 0 0 

1 1 1 0 1 0 0 0 0 1 1 1 1 2 1 1 1 1 1 1 0 0 0 0 0 

1 1 0 0 1 0 0 0 0 1 1 0 1 1 2 1 1 1 1 1 1 1 0 0 0 

0 0 0 0 1 0 0 0 0 1 1 0 1 1 1 2 1 1 1 1 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 2 1 1 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 1 2 1 1 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 1 1 2 1 1 1 1 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 0 1 1 2 1 1 1 0 0 

0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 1 2 1 1 0 0 

0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0 0 1 1 1 2 1 1 1 

0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 1 1 2 1 1 

0 0 0 1 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 2 1 

0 0 0 1 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 2 
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11 

9 

5 

9 

4 

5 

7 

4 

8 

8 
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7 

6 

4 
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5 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0 0 

1 5 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0 

1 1 5 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 

0 1 1 5 1 0 0 0 1 1 1 1 0 0 0 0 1 1 0 0 0 

0 0 1 1 5 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0 

1 0 0 0 0 5 1 1 0 0 0 0 1 1 1 0 0 0 0 0 0 

1 1 0 0 0 1 5 1 1 0 0 0 1 1 1 1 0 0 1 0 0 

1 1 1 0 0 1 1 5 1 1 0 0 0 1 1 1 1 0 1 1 0 

1 1 1 1 0 0 1 1 5 1 1 0 0 0 1 1 1 1 1 1 1 

0 1 1 1 1 0 0 1 1 5 1 1 0 0 0 1 1 1 0 1 1 

0 0 1 1 1 0 0 0 1 1 5 1 0 0 0 0 1 1 0 0 1 

0 0 0 1 1 0 0 0 0 1 1 5 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 1 1 0 0 0 0 0 5 1 1 0 0 0 0 0 0 

1 0 0 0 0 1 1 1 0 0 0 0 1 5 1 1 0 0 1 0 0 

1 1 0 0 0 1 1 1 1 0 0 0 1 1 5 1 1 0 1 1 0 

1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 5 1 1 1 1 1 

0 1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 5 1 1 1 1 

0 0 1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 5 0 1 1 

0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 0 5 1 1 

0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 5 1 

0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 5 
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7 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0 0 

1 7 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 0 

1 1 7 1 1 0 0 1 1 1 1 0 0 0 0 1 1 1 0 0 0 

0 1 1 7 1 0 0 0 1 1 1 1 0 0 0 0 1 1 0 0 0 

0 0 1 1 7 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0 

1 0 0 0 0 7 1 1 0 0 0 0 1 1 1 0 0 0 0 0 0 

1 1 0 0 0 1 7 1 1 0 0 0 1 1 1 1 0 0 1 0 0 

1 1 1 0 0 1 1 7 1 1 0 0 0 1 1 1 1 0 1 1 0 

1 1 1 1 0 0 1 1 7 1 1 0 0 0 1 1 1 1 1 1 1 

0 1 1 1 1 0 0 1 1 7 1 1 0 0 0 1 1 1 0 1 1 

0 0 1 1 1 0 0 0 1 1 7 1 0 0 0 0 1 1 0 0 1 

0 0 0 1 1 0 0 0 0 1 1 7 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 1 1 0 0 0 0 0 7 1 1 0 0 0 0 0 0 

1 0 0 0 0 1 1 1 0 0 0 0 1 7 1 1 0 0 1 0 0 

1 1 0 0 0 1 1 1 1 0 0 0 1 1 7 1 1 0 1 1 0 

1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 7 1 1 1 1 1 

0 1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 7 1 1 1 1 

0 0 1 1 1 0 0 0 1 1 1 1 0 0 0 1 1 7 0 1 1 

0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 0 7 1 1 

0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 7 1 

0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 7 
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C5 

 

7 2 1 0 0 1 2 2 1 0 0 0 0 1 1 1 0 0 0 0 0 

2 7 2 1 0 0 1 2 2 1 0 0 0 0 1 1 1 0 0 0 0 

1 2 7 2 1 0 0 1 2 2 1 0 0 0 0 1 1 1 0 0 0 

0 1 2 7 2 0 0 0 1 2 2 1 0 0 0 0 1 1 0 0 0 

0 0 1 2 7 0 0 0 0 1 2 2 0 0 0 0 0 1 0 0 0 

1 0 0 0 0 7 2 1 0 0 0 0 2 2 1 0 0 0 0 0 0 

2 1 0 0 0 2 7 2 1 0 0 0 1 2 2 1 0 0 1 0 0 

2 2 1 0 0 1 2 7 2 1 0 0 0 1 2 2 1 0 1 1 0 

1 2 2 1 0 0 1 2 7 2 1 0 0 0 1 2 2 1 1 1 1 

0 1 2 2 1 0 0 1 2 7 2 1 0 0 0 1 2 2 0 1 1 

0 0 1 2 2 0 0 0 1 2 7 2 0 0 0 0 1 2 0 0 1 

0 0 0 1 2 0 0 0 0 1 2 7 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 2 1 0 0 0 0 0 7 2 1 0 0 0 0 0 0 

1 0 0 0 0 2 2 1 0 0 0 0 2 7 2 1 0 0 1 0 0 

1 1 0 0 0 1 2 2 1 0 0 0 1 2 7 2 1 0 2 1 0 

1 1 1 0 0 0 1 2 2 1 0 0 0 1 2 7 2 1 2 2 1 

0 1 1 1 0 0 0 1 2 2 1 0 0 0 1 2 7 2 1 2 2 

0 0 1 1 1 0 0 0 1 2 2 1 0 0 0 1 2 7 0 1 2 

0 0 0 0 0 0 1 1 1 0 0 0 0 1 2 2 1 0 7 2 1 

0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 2 2 1 2 7 2 

0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 1 2 2 1 2 7 

C1              D1 

 

5 4 0 0      1 

4 5 0 1      1 

0 0 5 2      1 

0 1 2 5      3 

 

 

Fig. 11:  Interference matrix (C) and demand vector (D) for the tested instances 
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Abstract—Electronic mail is the most widely used service from internet utilities, as it is experiencing phenomenal growth for 

personal uses and organizations. E-mail more valuable than phone for business communications, there are many threads for 

Electronic mail systems security such that phishing Electronic mail, spam, virus, spyware, and malware. Because of the nature of E-

mail applications, Electronic mail security is a priority concern for many organizations and security practitioners face a unique set 

of management issues. Security levels, policies, privacy issues, confidentiality, message integrity. In this paper we discuss how to 

ensure the safety and security of corporate Electronic mail environment, detailing threats that should be prepared to avoid them, 

and tools that should be used to mitigate them. 
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I. INTRODUCTION  

Electronic mail is the most widely used and regarded 

service of network utilities, although it is very old service 

in the technology world, also Electronic mail still prevails 

as a significant business tool, E-mail systems have 

experienced phenomenal growth, from simple systems 

linking a few users on a single computer to vast 

international networks connecting correspondents on 

literally millions of different hosts. 

However, there are some changes in using electronic 

mail systems over time, with more demands for mobile 

access-using wireless networks- and personal use the need 

of organizations today to keep their electronic mail systems 

secure due to the central role electronic mail plays in the 

modern enterprise.  

Nowadays message contents are insecure, may be 

inspection by unauthorized people during its travelling in  

the network, there are Many corporate Electronic mail 

systems come with built-in security tools, but they are not 

nearly enough, According to experts at Trend Labs, the 

amount of Electronic mail considered bad jumped within 

the range of 88–90% of Electronic mail sent during the first 

three quarters of both 2010 and 2011.[4]    

With the huge explosion of growing reliance on 

electronic mail for every essential and nonessential 

purpose, a demand for authentication and confidentiality 

services are grew rapidly. What users need  is something 

more akin to standard mail (contents protected inside an 

envelope), they need to have confidence about the sender of 

the mail and its contents, as shown in figure(1) Electronic 

mail Encryption and Electronic mail Digital Signature are 

needed to achieve integrity and confidentiality in Electronic 

mail messaging.[2]  

With more targeted threats across Network 

environment, how can the aspects of today’s electronic 

mail services be protected?  

 

 
 

Fig.1.Electronic mail Security [8]. 

In network world we have a lot of application layer 

protocols for Electronic mail service such that 

Multipurpose Internet Mail Extension (MIME) which is an 

extension to the RFC 5322 protocol that is intended to 

solve problems and limitations of using Simple Mail 

Transfer Protocol (SMTP), which defined in RFC 821 

which is traditional e-mail format standard, The most 

recent version of this format specification is RFC 5322, 

some of SMTP problems that it don’t  transmit all binary 

objects such that executable files, cannot transmit text data 

which includes national language characters, SMTP servers 

sometimes reject mail message over a certain size. 

 S/MIME is a security enhancement to the MIME 

Internet e-mail format standard based on technology from 

RSA which is Algorithm by Rivest, Shamir & Adleman for 

data security, also Pretty Good Privacy (PGP) is secure 

Electronic mail program, although both PGP and S/MIME 

are on an Internet Engineering Task Force (IETF) standards 

track, it appears that S/MIME used  as industry standard for 

commercial and organizational use, while PGP used for 

personal e-mail .[2 , 3] 

This paper discusses how users can ensuring the safety 

and security of corporate Electronic mail environment, 

detailing threats that should we prepare to avoid them, and 

tools may be used to mitigate them. 
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Electronic mail messages are the most cost-effective 

way to transmit information, as significant importance of 

electronic mail messaging and huge number of Electronic 

mail threads, such as spam, viruses and malwares, users 

need proper security measures to obtain the electronic mail 

security goals of confidentiality, message integrity,  

authentication, and non-repudiation from original. 

 

Abbreviations and Acronyms    

 PGP: Pretty Good Privacy. 

 S/MIME: Security/ Multipurpose Internet Mail 

Extension. 

 E-mail: Electronic mail. 

 RSA: Rivest, Shamir & Adleman. 

II. PREVIOUS STUDIES: 

A. threats of email security  

1) viruses: One of the most publicized and high risk of 

all the issues is viruses. Viruses are so dangerous ; they 

often deliver  highly fatal  load, destroying data, and 

dropping down entire mail systems.  

Most of the viruses that were responsible for actual 

disasters during that time were either Internet worms or 

mass mailer viruses. To make matters worse, both of these 

virus types staying around longer than other types, even 

after anti-virus products have included protection against 

them. [11] 

2) SPAM: Another major threat to email security today 

is SPAM (junk Email), often cited by organizations as 

being their number one concern, SPAM is considered a 

security threat because it can carry viruses, malicious 

code, and fraudulent solicitations for private information 

[11] . "junk  email could cost a company with 500 

employees nearly $750,000 each year" [12] . 

3) Phishing: Phishing (identity theft),  is a newer threat 

to email security. Phishing is the process where identity 

thieves target customers of financial institutions, using 

common spamming techniques to generate huge numbers 

of emails with the intent of luring customers to spoofed 

web sites and Trapping them into giving personal 

information such as passwords. [11] 

Phishing the most common methods of attack.  Some of the 

threat and defenses are as follows masquerading: an 

attacker pretends to be someone else. In such situation, a 

criminal can set up a storefront and collect thousands or 

billions of credit card numbers from unsuspecting 

consumers. [10] 

4) The man in the middle:The man in the middle attack 

and session hijacking attack occurs when an attacker inserts 

Itself between two parties and pretends to be one of the 

parties. 

5) Eavesdropping: Eavesdropping happen when attacker 

listens to a private communication. The attacker views 

information as it is sent over the network. [10]. 

6) Data diddling: Data diddling attack happened when 

an attacker changes the data while it routing between 

communication parties. 

7) Dictionary attacks: a dictionary attack happen when 

an attacker uses large set likely combinations to guess a 

secret. aka, an attacker may choose one widely used 

password and try them all until the password is discovered. 

8) Denial of service attack: denial of service attack 

occurs when an attacker floods the Email with hundred or 

even million of messages. Though the attacker does not 

benefit, service is denied to legitimate users. This is one of 

the most difficult attacks to thwart. 

B. The defense for each Email security threat 

1) The defense for Phishing attack is authentication. By 

using an authentication agent or digital certificates, you 

force the user to prove his or her identity. Through 

authentication you ensure that only trusted users can 

engage in sessions. [10] 

2) The defense for the man in the middle and session 

hijacking attack is digital certificates or digital signatures. 

Both Parties of communication should proved to each 

other;  that they know a secret that is known only to them. 

This Is usually done by digitally signing a message and 

sending it to the other party,  also asking the other party to 

send a digitally signed message. [10] 

3) The defense for eavesdropping attack is encryption 

using where only the authorized recipient will be able to 

decrypt. 

4) The defense for dictionary attack is strong passwords. 

Passwords that are not common name,(like fist name, last 

name, or birthrate),  words or references are harder to crack 

with a brute force attack such as a dictionary attack. 

5) The defense for denial of service attack is 

authentication service filtering. By authenticating users on 

authenticated parties can send message. 

6) The defense for Data diddling attack is a decrypted 

message digest. An encrypted mess digest records random 

segment of the original message so receiver recalculate the 

message digest, then compare it with  the received message 

digest. If the message altered then encrypted again in its 

road, an encrypted message digest provides a method of 

authenticating the integrity of the data. 

C. Email security protocols: 

In order for making previous defenses for the main 
Email attacks ; to achieve the electronic mail security goals 
of confidentiality, message integrity,  authentication, and 
non-repudiation from original,  Mainly we have two 
protocols ( PGP/MIME and S/MIME). 

 

1) PGP 
PGP is protocol provides a confidentiality and 

authentication service that can be used for electronic mail 
and file storage applications it had developed by the effort 
of a single person, Phil Zimmermann. 

 

a) PGP  functions:  

 Authentication:  
In sender side, sender creates a message, then generate 

hash code of the message, which encrypted using the 
sender private key (the signature), and the result is 
concatenated with the message and compressed using ZIP.  

In receiver side, receiver decompressed the massage, 
sender’s public key to decrypt and recover the hash code, 
Then receiver generates a new hash code, and compares it 
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with the decrypted hash code. If the two match, the 
message is accepted as authentic. 

Confidentiality: 

In sender side, sender generates a message and a 
random 128-bit number to be used as a session key for this 
message, then message is encrypted with the session key, 
the session key is encrypted with RSA using the recipient’s 
public key and is pretended to the message. 

In receiver side, receiver uses RSA with his private key 
to decrypt and recover the session key. Moreover, use the 
session key to decrypt the message. 

 

 

TABLE I. CRYPTOGRAPHIC ALGORITHMS USED IN PGP. 

Function Requirement 

Authentication: a hash code of a DSS/SHA or RSA/SHA 

message created using SHA-

1(message digest), which 

encrypted using DSS or RSA 

with the sender’s private key and 

included with the message. 

Confidentiality: Message 
encryption using CAST-128, 

IDEA, or 3DES, with a one-time 

session key generated by the 
sender. the session key is 

encrypted using Diffie-Hellman 

or RSA with the recipient’s 
public key and included with the 

message. 

CAST or IDEA or Three-key 
Triple DES with Diffie-Hellman or 

RSA 

 

A. PGP message format as shown in figure (2). 

 

 

 

 
 

 
Fig.2 . General Format PGP Message. 

 

b) PGP problems 

PGP has several problems. "Key management is 

considered as a big challenge in PGP and PKI-based 

solutions in general. Public key cryptography requires the 

sender to obtain the receiver’s public key beforehand, to 

be able to start any PGP encrypted communication (also it 

should be done in a secure way to prevent man-in-the-

middle attacks). Moreover, there is still no practical secure 

approach to private key management; users should create a 

backup of their private key, store it in a safe place and be 

careful not to lose it, otherwise old encrypted emails 

cannot be decrypted anymore. Additionally, in case the 

private key is compromised, the attacker can trivially 

decrypt all the (old or new) encrypted emails. Therefore, a 

certificate revocation list (CRL) is required to facilitate the 

revocation of all compromised keys which also must be 

shared with all users". [14] 

 

2) S/MIME 

S/MIME is a protocol for adding cryptographic security 
utilities to e-mails. S/MIME requires no change in the 
sending and receiving MTAs process because this service 
can be added to the client software installed at sending and 
receiving clients. Basically its provide sender 
authentication, non-repudiation of sender, message 
integrity and message security using encryption and digital 
signatures. 

 

a) MIME (review).  

MIME is an extension to the RFC 5322 framework that 
is intended to address some of the problems and limitations 
of the use of Simple Mail Transfer Protocol (SMTP), 
MIME provided support for varying content types and 
multi-part messages. 

 MIME specification includes the following elements. 
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1. Five new message header fields are defined, which 

may be included in an RFC 5322 header as shown in 

figure (3).  

2. A number of content formats are defined.  

3. Transfer encodings are defined that enable the 

conversion of any content format into a form that is 

protected from alteration by the mail system. 

Fig.3 . MIME Headers 

 Example of MIME Message Structure: 

From:Nathaniel Borenstein 

<nsb@bellcore.com> 

To: Nead Freed <ned@innosoft.com> 

Subject: Sample message 

MIME-Version: 1.0 

Content-type:multipart/mixed; 

boundary="simple boundary" 

 
Hello. This section begins the actual 
message body, 

 

   

b) S/MIME main  functions. 

1) Authentication and Confidentiality (Enveloped data): 

In sender side, sender prepare an envelopedData 

MIME entity by generate a pseudorandom session 

key, which  encrypted  with the receiver public RSA 

key, Encrypt the message content with the session 

key. This envelopedData is then encoded into base64. 

In receiver  side, to recover the encrypted message, 

the receiver  first strips off the base64 encoding, then 

the receiver's private key is used to recover the session 

key, Finally, the message content is decrypted with 

the session key. 

 

2) Authentication (Signed data): In sender side, 
sender compute the message digest (hash 
function) of the content to be signed, Encrypt the 
message digest with the signer’s private key, 
Prepare a block known as Signer Info that 
contains (signer’s public key certificate, an 
identifier of the message digest algorithm, an 
identifier of the algorithm used to encrypt the 
message digest, and the encrypted message 
digest), then message and digest is encoded using 
base64. The Signer Info followed by the message 
constitute the signedData. 

In receiver side, to recover the signed message 
and verify the signature, receiver strips off the 
base64 encoding, and then the signer’s public key 
is used to decrypt the message digest. Receiver 
independently computes the message digest and 
compares it to the decrypted message digest to 
verify the signature 

3) Signed and enveloped data: encrypted data may 
be signed and signed data or clear-signed data 
may be encrypted. 
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TABLE II. CRYPTOGRAPHIC ALGORITHMS USED IN S/MIME. [2] 

Function Requirement 

Create a message digest to be used 

informing a digital signature 
MUST support SHA-1 

Encrypt message digest to form a 

digital signature. 

Receiver SHOULD support MD5 

for backward compatibility. 

 

Encrypt session key for 

transmission with a message. 

Sending and receiving agents 

SHOULD support Diffie-Hellman. 

Sending and receiving agents 

MUST support RSA encryption 
with key sizes 512 bits to 1024 bits. 

Encrypt message for transmission 

with a one-time session key. 

Sending and receiving agents 

MUST support encryption with 

tripleDES. 

Sending agents SHOULD support 

encryption with AES. 

Sending agents SHOULD support 

encryption with RC2/40. 

Create a message authentication 

code. 

Receiving agents MUST support 

HMAC with SHA-1. 

Sending agents SHOULD support 
HMAC with SHA-1. 

   

A. S/MIME message format 

"The MIME entity is prepared according to the normal 

rules for MIME message preparation. Then the MIME 

entity plus some security-related data, such as algorithm 

identifiers and certificates, are processed by S/MIME to 

produce what is known as a PKCS object. A PKCS object 

is then treated as message content and wrapped in MIME". 

[2] 

 

Example of S/ MIME Message Structure: 
From: Nathaniel Borenstein 

<nsb@bellcore.com> 

To: Nead Freed <ned@innosoft.com> 

Subject: Sample message 

MIME-Version: 1.0 

Content-Type: application/pkcs7-mime; 

smime-type=signeddata; 

name=smime.p7m 

Content-Transfer-Encoding: base64 

567GhIGfHfYT6ghyHhHUujpfyF4f8HHGTrfvhJh

jH776tbB9HG4VQbnj7 

 

B. S/MIME problems. 

Complexity of public key cryptography concept, 

and some user interface related usability problems 

of email clients supporting S/MIME (discussed are still 

barriers to S/MIME’s adoption. Since S/MIME is not 

broadly used due to the above mentioned problems, we do 

not discuss further S/MIME related proposals. [14] 

III. CONCLUSION  

To summarize the state of secure e-mail software, we can 

say that software exists now to establish trust between two 

individuals Such software has actually been available for 

some time, but the quality and ease of use of available 

implementations has recently begun to improve. Software 

is available to secure MIME-based e-mail in a similar 

manner, although it is old as widespread and is mostly 

available commercially. 
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        Abstract: Wireless sensor networks (WSN) have been involved in different applications including monitoring many environmental 

phenomena such as air quality assessment, forest fire monitoring, flood rivers control.. In this paper, a WSN architecture where nodes 

are  equipped with gas , temperature and dust sensors and Arduino-uno as microcontroller have been designed for air quality 

monitoring for some sensible area in Annaba City East of Algeria. The previous design included several units mainly: MSP430 

Microcontroller, Gas and dust sensors, and the current regulator circuit. The new design is based on Arduino-Uno as micro-system. 

Comparing of normal gas levels for the clean air, the obtained results indicate that there is a big difference in the gas levels of both 

gases (LPG , NO2 and CO) which obtained from the several tests. However, the acquired results for the air quality control in some 

areas in Annaba city show no risky situation to be considered for further actions. In this work we cover the field of Air quality 

monitoring electronic Nodes design and wireless transmission of fusion data. Then A GUI has been designed for simulation of the WSN 

in controlling the environment air Quality. Tests are encouraging; the flexibility off the shelf components and the ease of design 

facilitates the implementation of this system. 

 

Keywords: WSN, AQM, air Quality Index, Environment Monitoring  

 

1. INTRODUCTION 

 

 

       Wireless Sensor Networks (WSNs) technology [4] is in 

the front part of the investigation of the computer networks 

and it could be the next technologic market of with  huge sum 

of money in investment. Sensor nodes can be fixed or mobile, 

they  have limited processing power, storage, bandwidth, 

limited wireless transmission range and energy powered by 

battery. This limitation makes provision of the security in 

sensor networks not an easy task [4]. The availability of cheap, 

low power, and miniature embedded processors, radios, 

sensors, and actuators, often integrated on a single chip, is 

leading to the use of wireless communications and computing 

for interacting with the physical world in applications such as 

air quality control.  

      Sensor networks may consist of different types of sensors 

[5] such as seismic, low sampling rate magnetic, thermal, 

visual, infrared, acoustic and radar, which are able to monitor 

a wide variety of environment situations  [5] such that: 

temperature, humidity, air quality, vehicular movement, 

lightning condition, soil makeup, noise levels, the presence or 

absence of certain kinds of animals or objects, mechanical 

stress levels on attached motors, and the current characteristics 

such as speed, direction, and size of an vehicle. A sensor node 

is made up of four basic components [5] as shown in Figure 2: 

a of sensing unit, a processing unit, a transceiver unit and a 

power unit. 

     In this paper, we propose to use a WSN based 

microcontroller equipped with gas sensors have been actively 

used for air quality monitoring. The design included several 

units mainly: Arduino Microcontroller, MQ-2 Gas Sensors, 

and the current regulator circuit the paper si organized as 

follow: in  second paragraph after introduction we define 

primary pollutants, in paragraph 3, we present the hardware 

proposition design with main components. In section 4, format 

and communication with the special sensor DHT11 is 

illustrated, then we finish the paper by presenting results 

,discussion of simulation and conclusions  in section 5 and 6 

respectively.  
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Fig. 1: The Hardware Design Schematic Diagram. 

 

II.  POLLUTANTS 

 

      Primary pollutants are those in which the substance 

emitted is itself hazardous. Some primary pollutants also 

produce other dangerous substances after undergoing chemical 

reactions in the atmosphere, and these are known as secondary 

pollutants. Primary pollutants include the following substances 

as mentioned in [15]. 

 

Particulates : This includes dust, smoke, aerosols and haze - 

any finely divided airborne solid material. Particulates are 

commonly generated by fires, motor vehicles, some industries 

(particularly road building, quarries and fossil fuel power 

stations) and various natural sources including volcanoes, 

plant and animal matter and dirt. Particulates are aesthetically 

displeasing, can irritate the eyes and cause respiratory 

problems. In recent years concerns have been raised about the 

possible health effects of ’fine’ particulate matter (less than 

10µm diameter). These have been shown to be associated with 

increases in hospitalization and even deaths from respiratory 

illnesses and heart disease. 

 

Sulphur dioxide, SO2 : Sulphur dioxide is often produced by 

the industrial processes which produce particulates, the 

primary sources of SO2 being coal, fuel oil and diesel. Being a 

corrosive acidic gas, sulphur dioxide damages buildings and 

other materials, and can cause respiratory problems. 

 

Carbon monoxide, CO : The commonest source of carbon 

monoxide is motor vehicle emissions, where it results from the 

combustion of petrol in the presence of insufficient oxygen. It 

is also a result of some fuel-consuming industries and 

domestic fires. Carbon monoxide is a colorless, odorless, 

highly toxic gas that displaces oxygen in human blood, 

causing oxygen deprivation. 

 

The oxides of nitrogen, NOx : NOx refers to the mixture of 

nitric oxide (NO) and nitrogen dioxide (NO2) formed by the 

oxidation of nitrogen during the combustion of air. The 

majority of NOx is produced in motor vehicle emissions, 

although other sources can have significant local impact. NOx 

is a contributor to several secondary pollutants, and NO2 is a 

respiratory irritant that can also corrode metals at high 

concentrations. 

 

Benzene : Over the last few years leaded patrols have been 

phased out of use. However this has resulted in higher levels 

of benzene and other aromatics in the substitute unleaded 

petrol. Benzene breaks down quickly in the environment and 

is not stored in the tissues of plants or animals. However, it is 

still hazardous to humans at high levels as it can cause several 

diseases of the blood including leukemia (cancer of the white 

blood cells). Benzene monitoring programmes were started in 

New Zealand in 1994 and are continuing because the levels in 

some locations were found to be reasonably high. 

 

Hydrogen sulphide, H2S : Hydrogen sulphide is mainly 

associated with geothermal activity at Rotorua, where it is 

responsible for the ’rotten eggs’ smell, but it is also formed 

from the anaerobic decomposition of many organic wastes and 

is a by-product of paper manufacture and leather tanning (see 

article). It is highly poisonous (more toxic than hydrogen 

cyanide), and because it initially anaesthetizes the sensory 

organs it can build up to high concentrations without warning 

and cause paralysis and then asphyxiation. 

 

Fluorides : These have two main sources: the Comalco 

aluminum smelter and fertilizer works . Fluorides can have 

adverse effects on plants, and in some cases concentrate in the 

leaves so that animals eating the plants ingest significant 

quantities. 

 

III. PROPOSED AIR MONITORING SYSTEM DESIGN 

 

The complete system design is shown in figure 1, Hardware 

Design Schematic Diagram. The design is based on nodes and 

the architecture of the node contains the following major 

hardware components: 

 

 
Fig 2.a: Sensor Node main Components 
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a. Arduino Microcontroller [1]: this is the core component of 

the design. Arduino is a flexible programmable hardware 

platform designed for fast Embedded Systems platform 

conception. Arduino’s little, blue circuit board, mythically 

taking its name from a local pub in Italy, has in a very short 

time motivated a new generation of DIYers of all ages to make 

all manner of wild projects found anywhere from the hallowed 

grounds of our universities to the scorching desert sands of a 

particularly infamous yearly arts festival and just about 

everywhere in between. 

Usually these Arduino-based projects require little to no 

programming skills or knowledge of electronics theory, and 

more often than not, this handiness is simply picked up along 

the way. In figure 2.b we can see the main components in the 

arduino-uno system board. 

 

 
Fig 2.b: Arduino-uno system board 

 

b. MQ-2 GAS Senor [3] Breakout Board: MQ-2 is one of the 

series of semiconductor Gas Sensors 

that is used mainly for gas (such as CO) leak detection for 

houses, workshops, commercial 

building, Fire, Safety detection system as well as a gas leak 

alarm.  

Resistance value of MQ-2 is difference to various kinds and 

various concentration gases. So,When using this components, 

sensitivity adjustment is very necessary. we recommend that 

you calibrate the detector for 1000ppm liquified petroleum 

gas<LPG>,or 1000ppm iso-butane<i-C4H10>concentration in 

air and use value of Load resistance that( RL) about 20 

KΩ(5KΩ to 47 KΩ). 

This sensor module utilizes an MQ-2 as the sensitive 

component and has a protection resistor and an adjustable 

resistor on board. The MQ-2 gas sensor is sensitive to LPG, i-

butane, propane, methane, alcohol, Hydrogen and smoke. It 

could be used in gas leakage detecting equipments in family 

and industry. The resistance of the sensitive component 

changes as the concentration of the target gas changes. 

 

 
Fig 2.c: Front and rear image of the MQ-135 Gaz sensor; in Blue, 

potentiometer to control threshold and sensitivity characteristics ofMQ-135 

under T=22°C and H=65%, from Technical data MQ-135 sensor. 

 

c Temperature and Humidity sensor  

The DHT11, DHT21 and DHT22 are relative cheap sensors 

for measuring temperature and humidity. In reference [6] and 

[7] there is a description of library for reading both values 

from these sensors. we contacted the manufacturer to get the 

details of the differences between the two DHT sensors to 

build a lib that supports both. The DHT21/22 is quite similar 

to the DHT11 and has a greater accuracy (one decimal) and 

range (negative temperatures). The hardware pins and 

handshake are identical but it uses a different data format.  

Communication and format  for DHT11 : Single-bus data 

format is used for communication and synchronization 

between MCU and DHT11 sensor. One communication 

process is about 4ms.  

Data consists of decimal and integral parts. A complete data 

transmission is 40bit, and the sensor sends higher data bit 

first.  

Data format: 8bit integral RH data + 8bit decimal RH data + 

8bit integral T data + 8bit decimal T data + 8bit check sum. If 

the data transmission is right, the check-sum should be the last 

8bit of "8bit integral RH data + 8bit decimal RH data + 8bit 

integral T data + 8bit decimal T data". 

d Resistance Circuitry: Resistance value of MQ-2 is difference 

to various kinds and various 

concentration gases. So, When using this components, 

sensitivity adjustment is very necessary. 

we recommend that you calibrate the detector for 1000 ppm 

liquified petroleum gas <LPG>,or 

1000 ppm iso-butane<i-C4H10>concentration in air and use 

value of Load resistance that( RL) 

about 20 KΩ (5KΩ to 47 KΩ). 
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e. ADC (analog-to-digital converter): is a device that converts 

a continuous quantity to a discrete 

digital number. Typically, an ADC is an electronic device that 

converts an input analog voltage (or current) to a digital 

number proportional to the magnitude of the voltage or 

current. 

The conversion of analog signal and conditioning is  

performed by Arduino Uno Microcontroller. 

 

f. Light Emitting Diodes: two LEDs used as indicators the 

Green one indicates the Battery level and the Red one 

indicates Gas concentration. 

g. Trasmission module is based on Zigbee protocol, the Xbee 

modules are used in transmission and reception, they are also 

used as gateway node to provide data to the central unit. 

 
 
Fig 2.c: Transmission Module Xbee 

 

IV. DHT11 SENSOR PROGRAMMING AND PROTOCOLE 

 

Single-bus data format is used for communication and 

synchronization between MCU and DHT11 sensor. One 

communication process is about 4ms.  

Data consists of decimal and integral parts. A complete data 

transmission is 40bit, and the sensor sends higher data bit 

first.  

Data format: 8bit integral RH data + 8bit decimal RH data + 

8bit integral T data + 8bit decimal T data + 8bit check sum. If 

the data transmission is right, the check-sum should be the last 

8bit of "8bit integral RH data + 8bit decimal RH data + 8bit 

integral T data + 8bit decimal T data". 

 

 

Source code for DHT11 sensor  reading by Arduino uno:  
in there code lines we illustrates part of the software to be 

included into the ardduino uno memory. 

 

#include "dht.h" 

int dht::read11(uint8_t pin) 

{ 

    // READ VALUES 

    int rv = read(pin, DHTLIB_DHT11_WAKEUP); 

    if (rv != DHTLIB_OK) 

    { 

        humidity    = DHTLIB_INVALID_VALUE; // invalid 

value, or is NaN prefered? 

        temperature = DHTLIB_INVALID_VALUE; // invalid 

value 

        return rv; 

    } 

 

    // CONVERT AND STORE 

    humidity    = bits[0];  // bits[1] == 0; 

    temperature = bits[2];  // bits[3] == 0; 

 

    // TEST CHECKSUM 

    // bits[1] && bits[3] both 0 

    uint8_t sum = bits[0] + bits[2]; 

    if (bits[4] != sum) return DHTLIB_ERROR_CHECKSUM; 

 

    return DHTLIB_OK; 

} 

 

V. RESULTS AND DISCUSSION 

 

     The proposed design were used to measure the air quality 

in several places inside the Annaba City  and included 

different gases levels but focused mainly on measuring three  

main gases: Carbone Monoxide (CO) and Liquid Petroleum 

Gas (LPG) and NO2. A sample of obtained results from three 

different places : clean environment in Seraidi mountains at 

Annaba , Annaba city center where there is a crowed 

circulation and El-Hadjar region where a Metal-Steel 

production firm is installed at 10Km from  Annaba city center, 

the results are shown in table 1. 

Figure 3 and figure 4, are used to simulate AQM in  region in 

Annaba city by acting on gas concentration levels. 

Simulation results: for simulation of WSN nodes, the area is 

divided into parts where each part can be controlled by a node, 

in this case the area is divided into 9 regions, and the 

transmission circuit is chosen so that it can provide the 

adjacent nodes with the information with minimum 

consumption of energy. 

 

Scenario 1: by adjusting the sliders for CO, SO2 and NO2 Gas 

we obtained the Red color of the region , which illustrates by  

node 9 the values sensed: Co=206ppm SO2=160 ppm  and 

NO2=200 ppm  
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Fig 3: node 9 sensed Co=206ppm SO2=160 ppmand NO2=200 ppm levels the 

central control unit 

 

 
 
Fig. 4: Concentration of Carbon Monoxide Levels in Clean Air using WSN 

 

Based on the normal gas levels of the clean air [2], the results 

indicate that there is a big difference in the gas levels of both 

gases (LPG and CO) which obtained from the several tests and 

circuit runs. However, the acquired results show no risky 

situation to be considered for further actions. 

 

 

VI. CONCLUSIONS 

 

      AIR Quality monitoring System Design to asses the 

pollution of air in some parts of Annaba city using a micro-

system, as a node in Wireless Sensor Network (WSN), is 

proposed in this article. WSN enhanced the process of 

monitoring many environmental phenomena such as the air 

pollution monitoring issue in proposed this paper. It provides a 

real-time information about the level of air pollution in 

different regions, as well as provides alerts in cases of drastic 

change in quality of air. Based on collected information, such 

data can then be used by the authorities to take prompt actions 

such as evacuating people or sending emergency response 

team. The proposed design is enhanced by several ways such 

as: selecting adequacies’ sensors, calibrating these sensors for 

gas detection, integrating them in a WSN system controlled by 

an Arduino-Uno, and finally transmission to the central unit 

using Xbee modules. A Graphic used interface has been 

presented in this work to simulate the effect of sensors on 

selected area . The results are interesting, improvements can 

be done: in providing a web service page that can provide 

these data to users, as well as more sophisticated sensors could 

be used such as MQ-135, MQ-136 and others.  
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TABLE 1: SITUATION OF AIR POLLUTION IN THREE DIFFERENT AREAS IN ANNABA CITY 

 

 
Clean Air 

Co 

Clean Air 

NO2 

Clean Air 

LPG 

Center 

Co 

Center 

NO2 

Center 

LPG 

Metal-

Steel 

Co 

Metal-

Steel 

NO2 

Metal-

Steel 

LPG 

0.05 1 2.05 20 16 75 35 56 25 

0.8 2.5 3.5 26 13 86.9 34 57 24 

0.75 0.8 2.7 24 17 87.4 36.7 58 38 

0.48 0.8 1.9 26.78 15.68 80.6 40.58 55.8 26.25 

0.87 2.4 2.9 27.58 19 76 32.78 50.15 27.8 

0.79 1.7 3.04 29.15 20 79 31.99 52 30 

0.61 1.5 2.9 30.15  78.95 32.58 53 30.5 
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Abstract—The development of low cost, low power, multi-functional sensor nodes created a new form of networking applicable to a 

variety of fields. The goal is to create low cost, low power consumption and web accessed wireless sensor nodes in order to be used for 

environment monitoring. A wireless sensor network consists of large number of sensor nodes. One of these nodes is used as a gateway to 

be connected to the internet; this node is called a base station or a sink node. The capabilities of the gateway node will be larger than the 

other nodes in the system. However it will be directly connected to the internet via Wi-Fi or Ethernet adapter. Moreover a web server 

may be installed on this node; this will enable the system to be directly accessed any time from any location. The low power 

consumption is strongly needed to be used in A wireless sensor networks; this because the wireless sensor nodes almost powered by 

batteries. In order to achieve this goal an intelligent hardware and intelligent software should be implemented carefully to adapt the 

environment changes and do some adjustments and calibrations on the system. 

 

Keywords—WSN, Multi Agents, Complexity, Co-evolution 

I.  INTRODUCTION 

Wireless sensor networks are emerging technologies of the 
past few years; they involve a large number of small nodes. 
Each node senses environmental changes and report them to 
other nodes over flexible network architecture. They are varied 
in their applications and areas [1] [2]. The main components of 
a wireless sensor node are microcontroller, transceiver, and 
sensors. Microcontroller processes data collected by the 
sensors, controls other components in the node and performing 
power consumption management. Transceiver transmits/ 
receives data from/ to other nodes in the network. Sensors have 
the sensing tasks. Wireless nodes are powered by batteries. 

The main challenges are to produce low cost, low power 
consumption and web accessed nodes [3]; generally, the 
transceiver consumes the largest amount of power. Therefore, 
it is an advantageous to send data only when it is required. This 
requires intelligent agents loaded to the sensor nodes which can 
convolute and make decisions according to the system status. 
Additionally, it is important to minimize the power consumed 
by the sensor itself. Therefore, the hardware should be 
designed to allow the microcontroller to judiciously control 

power consumed by the transceiver and controlling the sensing 
frequency; however if the sensed phenomena is not critical, the 
microcontroller must be programmed to read the sensors only 
when a reasonable changes occur in the environment [4]. 

Wireless sensors networks are autonomous systems with 
severe energy and processing power limitation and constrain, 
however end nodes have limited reliability. In such conditions, 
self-organizing, energy efficient, fault tolerant and adaptive 
algorithms are required to be used in WSN [1]. 

Generally the main tasks of a wireless sensor node are to 
interact with it is environment (sensing) and reporting sensed 
data to the sink node. The sensing capabilities of different 
environment phenomenon emerge new applications for WSN; 
this includes: Environmental monitoring, health care systems, 
military, educations and smart home buildings [5]. WSN 
simplify the systems managements and helps building a smart 
world. 

WSN systems can be deployed with different topologies; 
the most common are Bus, Tree, Ring and Star. In Bus 
topology all nodes connected via single link and when a node 
wants to communicate with another node, it sends a broadcast 
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message, all nodes connected to the bus will receive the 
message and only the destination node will process the 
message. In Tree topology the system is divided into levels, 
however nodes only communicate with their parents. In Ring 
topology every node has only two neighbors, in this topology 
the message is propagated to each neighbor until received by 
the destination node. In Star topology the sink or main node is 
logically located at the center point of the system; it will have a 
direct connection to each node within the system and nodes 
communicating by passing messages through the sink node [6]. 
Star topology will be used to build the clusters in our system. 

In this research, we will focus in the software intelligence 
part and build smart agents to control the system. The agents 
will use some mathematical calculations to decide which nodes 
are redundant and putting them in the sleep mode. Nodes in the 
sleep mode will wake up periodically and check if they still 
redundant. The rest of this research is organized as follow. 
Related work is given in section 2. Section 3 gives an overview 
about the system architecture used. And the problem is defined 
and discussed in section 4. Section 5 discusses the proposed 
method to implement the system using the multi agents. In 
section 6 we propose two mechanisms to reduce the power 
consumption in the system. Section 7 is the simulation part and 
finally conclusions are discussed in section 8 

II. RELATED WORK 

The problem of intelligent implementation of wireless 
sensor network had been studied extensively in that past few 
years [1] [3] [4]. Most of researches focus on the small part of 
the system [7] [8] and almost none of them provided a 
complete system solution. Wireless sensor networks threads 
were studied in normal client server architectures [2] and multi 
agents approaches were discussed in [4] [8] [9]. The 
complexity and adaptation in multi agents systems were 
extensively studied in Web systems [10]. However in [11] they 
discussed the complexity in data collection, data aggregation 
and data selection over the tree model in which the sink node 
which is the first level in the tree is connected with two nodes 
to form the second level and so on. The conative WSN was 
studied in [12], however in this model the network can make 
decisions and actions based on the condition of the 
environment and the current system status to achieve its goals. 
BDI model which is used to implement the intelligent agents 
was introduced in [14]; they described the general architecture 
of this model and defined the belief, desire and intention in the 
wireless sensor node, using this model the agents will be aware 
of their environment and can cooperate together to achieve the 
system goals. An example was introduced in [16] in which the 
wireless sensor network was used to implement an intelligent 
transportation system. 

In this research we will provide a complete solution for 
implementation intelligent wireless sensor network using multi 
agent approach and will show the system components, types of 
agents and their interaction. 

III. SYSTEM ARCHETICTURE 

The system will be built based on a cluster topology in 
which for each cluster there is a cluster head node which is 
responsible for coordination and data aggregation from other 
member nodes. Cluster head nodes have direct connection to 
this sink node. Sink node considered as a gate way of the 
system. However it is the connection between our environment 
and the external word. Sink node and cluster head nodes have 
more processing power and longer life time from other nodes 
in the system because they are considered as key nodes and 
have more extra work to do. Sink node is connected to the 
external word using internet and the collected data will be 
stored in external data base. 

For simplification we considered that the system has three 
clusters and nodes have direct connection to their cluster head. 

 

Fig. 1. System architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Cluster architecture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. PROBLEM DEFINITION 

Wireless sensor network is an open complex adaptive 
system, in the following sections we will describe the most 
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important characteristics of WSN and we will propose a 
method using intelligent agents to resolve those issues. 

A. Environment Description 

The main application of WSN is environment monitoring, 
and in most cases it is the natural environment [2]. WSN gives 
humans clear observation and detailed studies about the 
surrounding environment by collecting data using sensors. 
Applications involved in the environment monitoring are 
developed from data we get from sensors to information after 
processing the data and finally to knowledge the human gains 
about the real status of his environment. Application scenario 
explained in this research is related to collecting data from a 
polluted environment, this type of applications requires 
collecting data much as possible. The collected data is 
processed to give clear information or can acts as input to 
another system in order to do some actions on the environment. 
For simplification measuring CO2 concentration will be used 
as an example, however any other example is applicable. 

B. Complexity of WSN 

Wireless sensor network is a complex system; complexity 
can be seen in many fields. However Data collection, data 
aggregation, processing the gathered information, time 
complexity, messages complexity and energy cost complexity 
are the most complex elements in WSN [10]. Different types of 
components and large number of nodes make the complexity in 
systems like WSN. However in data collection, we need to 
decide which data we need to collect from sensor nodes and 
how to aggregate the raw data, this includes all kinds of queries 
and routing algorithms used to deliver data to the base station 
node. Processing data at sensor nodes requires complex 
operations; however do we need to process all the data or just 
pick up some samples. Reduction energy consumptions in 
sensor nodes almost the most important feature in WSN, 
however many algorithms are used to decide when and how to 
stop sensing, increase/ decrease sampling rate, even sleep the 
node entirely. To make the system simpler and function well, a 
kind of decisions making needed to be implemented as will be 
shown in next sections. 

C. Adaptation and Co-evolution 

     WSN always interacts with its environment; however it 
should adapt to the environment changes and convolutes to 
increase the system life time [10]. Kinds of adaptions include 
decrease the sampling rate when the recent sensed data has the 
same values. Another kind of adaption in this system is the 
election processes to elect a new cluster head node when the 
old node wants to die due to low remaining battery power. The 
aim is to make an intelligent system which able to make 
decisions and actions based on the conditions of the 
environment. Intelligence when applied to WSN can make the 
system behaves better and will increase the performance [12]. 
The system should be aware of the sensed data, when and how 
to forward it, this will result in better power and bandwidth 
management over the overall network. WSN implementation 
using agents will enable the system to have a high level of 
knowledge about the environment and the type of information 
being exchanged, this will help in achieving the system 

objectives by making the network aware of and adapts to the 
application requirements and the environment in which it is 
deployed. 

V. MULTI AGENT APPROACH IN WSN 

Traditional methods such client-server architecture used in 
WSN in which each node senses the environment 
independently from other nodes and propagate the data to it is 
neighbors until reaching the sink node can work with small size 
networks, however this approach has many issues; what if the 
system get larger and larger and we need to cover more areas, 
all nodes are active and they flood the sensed data in the 
network, this will put a heavy load on the other nodes because 
they have additional task to propagate other nodes data and as a 
result of that network performance will decrease. Even more, 
what about the sink node capability to handle and process this 
huge amount of data coming at the same time? Bottleneck will 
appear at some points causes unexpected faults [4]. Using multi 
agents in the sensor networks can solve the scalability, 
transparency and performance issues discussed previously. 
Redundancy elimination and saving power consumption also 
can be achieved with a good implementation of intelligent 
agents. However for each specific task in the system a specific 
type of agents will be created [8]. 

Belief, desire and intention (BDI) model is the most 
popular model for implementing intelligent agents. Multi 
agents may exist in a single complex system and almost they 
have common task which performed by each of agents 
independently from others. Agent may communicate with each 
other via messaging protocols [13]. However the goal is to 
increase the level of abstraction by using belief, desire and 
intentions instead of instruct the agent exactly what to do and 
how to do. Intelligent agent should be able to decide and make 
decisions according to the system variables. 

A. Agents Types and Functions 

     Taking in consideration that following tags are used: 

 

 S_NODE: Tag to identify the sink node. 

 Hi_NODE: Tag to identify head cluster node, where i 

is the cluster number. 

 Nij_NODE: Tag to identify each node within its 

cluster, where j is the node number. 

System is divided into multiple agents, each agent is 
specialized only in one function and he will die after complete 
his task. Following are the intelligent agents used in our 
system: 

 Sink agent (Main system agent). 

 Head clusters agents. 

 Environment sensing agents. 

 Control agents. 

 Tagging agents. 

 Data aggregation agents. 
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Sink Agent (Main Cluster Agent) 

When the system runs for the first time, the main agent will 
be activated. Simply main agent will be the brain of the system. 
It will initiate tagging and main cluster agents, in addition to 
collect the aggregated data and stores it on online data base. 

 

 

Fig. 3. Sink agent flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Head Clusters Agents 

Head cluster agents are created at sink node and travel to 
their destinations at cluster head nodes. All other agents in the 
cluster are created in the cluster head and they travel to sensor 
nodes in order to collect data or do some controls within their 
cluster. 

 

Fig. 4. Head cluster agent flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sensing Agents 

Sensing agents lie on each sensor node and they have only 
one function which is to read an environment variable, 
however for each variable there is a special agent, this includes 
agents responsible for reading CO2 concentrations, agents to 
read VOCs, etc. Sensing agents started their work upon request 
from the head cluster agent through the control agents. 

Control Agents 

Control agents are initiated from head cluster agents, their 
job is to control the cluster nodes as requested from head 
cluster agent, this includes checking redundant nodes and put 
them in the sleep mode and stop/start  sensing some 
environment variables. 

 

Fig. 5. Control and sink agents flow chart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Tagging Agents 

Tagging agents are initiated at sink node using the sink 
agent and also at the cluster head nodes using cluster head 
agents. However tagging agents created at sink node are 
responsible for tagging the sink node and the cluster head 
nodes. Whereas tagging agents created at clusters head are 
responsible for tagging each node in their cluster. Tagging 
agents have additional task which is to increase the revision 
number of each sensor node visited by aggregate agents during 
data aggregation process. 
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Fig. 6. Tagging agents flow chart 

 

 

 

 
 

 

Data aggregation agents 

Data aggregation agents travel through cluster nodes and 
collect the sensed data. However each sensor node has small 
database table used to store the sensed data and when the 
aggregation agent reaches the node it will concatenate that 
table to it is current table then it will empty the local table. 

 

Fig. 7. Data aggregation agents flow chart 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

B. Agents Interaction 

Most applications in WSN use multiple mobile agents to 
collect, share and process information about large scale 
environment. Information collected by agents need to be 
reported to the external users through the system gateway 
which is the sink node. Collecting information by agents and 
send it back to the sink node only when it is necessary will take 
less power than each agent sends his information alone [8] [9]. 
So how the system internally works? How the agents interact 
and cooperate to achieve the system tasks? First, when the 
main agent start running, it will have information about the 
number of clusters in the network and the clusters head IDs, 
actually only this information is needed for the main agent to 
start his work. So it will create one cluster head agent for each 
cluster. Cluster head agents travel through the network until 
each of them reaches it is destination, however the agent knows 
his destination by comparing the cluster head ID he carries 

with the node ID, if it is the same then the agent will be 
activated on the main cluster node and start managing his 
cluster. 

Cluster head agent only needs the information about what 
environment variables should be collected by the sensor nodes, 
so for each variable it will create sensing agent which will 
travel to the sensor nodes. Sensing agents will start sensing 
tasks immediately when they reach the nodes, however each 
agent has small table to store the sequence of collected data. At 
some point the cluster head agent decided to collect the sensed 
data, so he will create multiple aggregation agents which will 
travel through the nodes. When the aggregation agent reaches 
the sensor node it will append the node tables to it is table. 
Aggregate agent will continue with this process until he 
reaches his maximum payload size, at this point he will return 
back to the cluster head agent which will process the collected 
data. Aggregation agent will die after this step. 

But how aggregation agent knows if another agent already 
visited this sensor node and collected the data? The proposed 
idea is to give the aggregation agent revision number when the 
cluster head agent create them, when those agents visit the 
nodes for the first time they will ask the tagging agent to tag 
the node with same revision number. The revision number is an 
incremented value, so for the next time the cluster head agent 
wants to collect the data; he will create a new aggregation 
agents with incremented revision number. When the 
aggregation agent reaches the node he will compare his 
revision number with sensor node revision and will copy the 
node tables only when it is revision number is greater than the 
node revision, and then it will increment the node revision 
number. 

Another type of agents created by cluster head agent is the 
control agents, we need this agent in order to control, manage 
and detect faults in the cluster. Suppose for some reasons – will 
be described in later sections – main agent decided to put some 
nodes in the sleep mode, so it will create a control agent which 
will travel to those nodes and asks them to be in the sleep mode 
for a specific period of time, moreover control agents may ask 
some sensing agents to stop collecting data. 

C. Building Trust between Agents 

Building a trust in multi agent system is a very important 
step that needs to be taken in consideration. The needs of trust 
appears in the complex adaptive systems such as WSN because 
of the openness and diversity of the system components, 
however agents may frequently enter and leave the system 
which results in changing of the system structure. In such 
conditions it will be very difficult for the agents to build a 
confidence communication between each other. It is worth to 
mention that in most multi agent systems it is impossible to 
build 100% trust between agents, trust level is relative to the 
system goals. However an example, when the aggregate agent 
visits the sensor node to aggregate the data stored in its local 
database, sensor node needs to trust the aggregate agent and be 
sure it is part of the system. To build such a trust first the 
cluster head agent should encapsulate the aggregate agent and 
add the cluster ID to its header, when the aggregate agent 
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reaches the sensor node, sensing agent will compare its cluster 
ID with the cluster ID provided from the aggregate agent and 
will provide its table only if they have the same cluster ID. 
Another model which can be used is to use a trust agent which 
acts as a broker; however when the aggregate agent tries to 
communicate with the sensing agent in order to collect its data 
it will be checked by the trust agent which will decide if it is 
trusted or not according to its tag and policies. However these 
are just examples to illustrate the trust between aggregate and 
sensing agents, many other models can be used [18]. 

VI. POWER SAVING MECHANISIMS 

There are many methods and mechanisms to reduce power 
consumption in sensor networks systems. Intelligent hardware 
design and implementation can almost achieve a good 
percentage of this goal. However intelligent agents can also 
contribute to achieve this goal. However using BDI model, the 
following methods are proposed to decrease the power 
consumption in WSNs. 

A. Put Redundent Nodes in Sleep Mode 

In order to estimate the value provided by a sensor node 
many mathematical expressions can be used to calculate the 
duplication in the system. In our system of monitoring polluted 
environment an intelligent agent will be implemented in the 
cluster head node, it will check if there is a redundancy in the 
cluster and put the redundant node in the sleep mode [3]. 

How it works? Taking in consideration that our system is 
built based on cluster topology in which for each cluster there 
will be a head node and there will be a direct connection 
between the cluster head and each of the other nodes on that 
cluster. Using the variance for calculations estimations: 

 A cluster head agent will be assigned to each cluster. 

 It will communicate with other agents in its cluster 

and ask them to calculate for example CO2 

concentration at that point. 

 Each node will send its calculated value back to the 

cluster head agent. 

 The cluster head agent will save temporary the CO2 

concentration with node ID for each sensor node. 

 The cluster head agent will calculate the average of 

CO2 concentration based on its value and the other 

nodes values. 

 If the difference between the average value and the 

real value is within the error range, then put that node 

in a sleep mode. 

 Nodes in a sleep mode will wake up periodically and 
check again if they still redundant 

 

B. Reduce Sampling Rate 

Sampling rate in wireless sensor network depends on the 
application, if we are dealing with critical environment and we 

are concern about the recent data; high sampling rate should be 
used. However low sampling rate can be used for less critical 
applications such as environment monitoring which in most 
cases don’t do any action on the environment. In this research 
which studies the polluted environment we use the BDI model 
to decrease the sampling rate because in such applications the 
data doesn’t change often, so there is no need to have high 
sampling rate which consumes battery power [17]. 

Reduction of sampling rate is the control agent task which 
is described in the following steps: 

 Cluster head agent who has the most recent collected 

data sees that the data values almost the same so he 

decides to reduce the sampling rate. 

 Cluster head agent creates multiple control agents. 

 Control agents travel through their cluster and ask the 

sensing agents to reduce the sampling rate. 

 Control agents will die after finishing their task. 

 Same procedure if the cluster head agent decided to 

increase the sample rate. 

C. Ask Sensor to Stop Sensing the Environment 

Based on our model in which each wireless node is 
responsible for sensing more than one variable. Sometimes one 
of the sensors reports duplicated data or we are concern about 
the sensed data over a specific period of time. In this cases 
control agent interacts with sensing agent and asks it to stop 
sensing. 

 Sink agent receives a request from network admin to 

stop sensing CO2 concentration. 

 Sink agent creates multiple control agents loaded 

with a massage to stop sensing CO2. 

 Control agents travel through cluster head nodes and 

deliver the message. 

 Each cluster head agent creates multiple control 

agents which travel through the cluster. 

 Once the control agent reaches the sensing node, it 

contacts with agent responsible for CO2 sensing. 

 Control agent will die and the sensing agent will stop 

sensing. 

D. Ask nodes to Stop Processing Collected Data 

At the critical point, when the overall remaining power in 
the system is very low. One approach to increase the life time 
is by doing the calculations and processing in the external 
world, this simply happens by asking the sensing nodes to 
forward the raw data collected from the environment. 

 Sink agent creates multiple control agents loaded 

with a message to stop processing data. 

 Control agents travel through cluster head nodes and 

deliver the message. 
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 Once the cluster head agent receives the message, it 

will create multiple control agents with the same 

message. 

 Control agents travel within their clusters and ask the 

sensing agents to stop processing the collected data. 

 Sensing agents will forward the raw data as it is 

collected from the environment. 

 Control agents will die. 

VII. SIMULATION 

Netlog simulator is used to implement multi agents in 
wireless sensor network. From simulation we can conclude the 
benefits of using multi agents over normal client server 
architecture in complex systems such WSN. However client-
server model consumes systems resources and communication 
bandwidth. 

 

Fig. 8. Initial cluster with 50 sensor nodes 

 

 

 

 
 

 

 

 

 

 

 

 
In normal client server architecture in order to send the 

message from the source to its destination, the source node 
starts flooding the message to all it is neighbor. Once the 
message reaches the neighbors they will also resend it, this 
process continues until the message reaches all the nodes 
including the cluster head node. 

 

Fig. 9. Flood a message in client server archeticture 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Next we show how to aggregate the data from sensor nodes 

using the aggregation agents with a cluster based topology, 
however the communication bandwidth is reserved and the data 
aggregate is more efficient. 

 

 

 

 

Fig. 10. Initial cluster based on star topology with 50 nodes 

 

 

 

 
 

 

 

 

 

 

 

 
Now to aggregate the data stored at sensor nodes and for 

simplicity one aggregation agent is generated and it visits the 
nodes one by one and collecting the data stored in their local 
tables. However when its payload reach the maximum size it 
will return to the cluster head node and provides the data then 
dies. A new aggregation agent is generated and it will continue 
with the same process until the data is collected from all sensor 
nodes. 

 

Fig. 11. Aggregating data using the aggregate agent 
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VIII. CONCLUSION 

In this research we have proposed the multi agents 
paradigm for wireless sensor networks implementation, 
however agents are used for control, sensing and aggregating 
data. Complexity, scalability and adaptation of wireless sensor 
networks were studied in this research and a suitable solution 
using intelligent agents were proposed to address those aspects 
of such systems. In WSN where we have a large number of 
sensing nodes distributed over a specific area almost there are 
many redundant nodes which collect the same data, this type of 
redundancy is needed in WSN and we can consider it as a good 
redundancy if we have the control over the network, however 
we showed how the intelligent agents can do the control jobs 
over their clusters and put the redundant nodes in the sleep 
mode and wake them up when they are not still redundant. 
Moreover agents can interact and communicate with each 
other, travels through the network to achieve their tasks. We 
proposed four methods for power saving in this system and 
showed how to do that using intelligent agents. Almost agents 
will be the brain of the system and will do whatever needed. 
Comparing multi agents approach with normal models used in 
WSN implementation, the complexity decreases significantly 
because of agents specialty, scalability increases and the 
system is easy to adapts. 
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Abstract— Intrusion Detection System has been studied for more than ten years. Though Artificial Intelligence (AI) techniques have 

been integrated to improve IDS but the success is still far from satisfaction. Thus, we believe a new strategy to improve IDS is badly 

needed. One of the solutions is by imitating the honeybee colony that can successfully protect their colony. In fact, the honeybee colony 

system and problems are quite similar with network system, and the way the bees protecting their colony can also be considered similar 

with the IDS in the network system. In this paper, we investigated the honeybee colony system as well as their detection system to get 

improvement methods for IDS engine in order to enhance IDS system for a better network defense. The adaptation of the honeybee 

protection and defense system itself is a new knowledge that can help other systems such as antivirus, antimalware, or even defense 

system to imitate the AI techniques in performing their functions. We train the proposed system with different types of attacks data and 

model different types of attack signatures. The performance of the proposed IDS is evaluated using NSL-KDD data set. The 

experiments show that the performance of the proposed model can detect novel intrusions and reduce false alarms.  

Keywords— honeybee; intrusion detection; system Security 

I.  INTRODUCTION  

The accuracy of detecting intrusion is directly depending on 
the accuracy of classification which is the first layer of IDS. 
Poor classification will result in the occurrence of intrusion and 
false alert [1]. A classification method is very important to 
obtain effective countermeasure against the intrusions. 

The ability to recognize and detect intrusion is critical to 
the maintenance of the integrity of social insect colonies. 
Therefore, many researches take steps toward supporting 
computer security by understanding the methods underlying 
social insects' behavior system which face the same problems 
and see how there system works.  

The crossover between the behavior of social insects and 
computer science can be declared as ‘‘. . . any attempt to design 
algorithms or distributed problem-solving devices inspired by 
the collective behavior of social insect colonies and other 
animal societies . . .’’ by Bonabeau et al. [2]. From studying 
how social insects perform tasks, we figure out such model to 
be used as a basis of development, either by enhancing the 
model or by adding non biological features to the model. The 
most important is the applicability of the model. The mimicry 
in all details is kind of exaggeration; to a certain extent, the 
similarity that it deduces to be useful should be the most 
concern. 

The intelligent behaviors of honeybee have been developed 

to different models and methods which are applied for solving 

various types of problems. In the literature survey some studies 

modeled the honeybee foraging or finding home to be used in 

optimization problem [2]. Other works have proposed models 

based on the marriage behavior of honeybee [4].From these 

models there being extracted many features were being utilized 

by engineering and computer science [5]. 

 
Despite the strength of security system of honeybee 

behavior in nature (such as guarding, perception, information 
flowing, nest policy and rules, etc), however, it is still "raw 
material" in computer sciences application. Previous research 
in biology has shown that honeybee guard made very few 
errors in accepting nest-mates and rejecting non-nest-mate [6]. 
In addition, Honey bees use an early-warning system to detect 
threats and defend the nest [7]. The multilayer protection in 
honeybee colony and the diversity of defenses can be viewed 
as a distributed detection system. All these features in the 
behavior of the honeybees can be a construction of a novel 
security model to develop the accuracy of IDS. 

Honeybees in nature survive in difficult environments, 
different levels of threats to security. These threats motivate 
bees to be able to detect and respond quickly on any aggressive 
acts that may attack the colony [8]. This paper focuses on how 
bees solve such security problems regarding the detection to 
crossover directly to IDS. This can be achieved through the use 
of the approach and architecture that are based on honeybee 
mechanisms. The investigation of this approach yield new 
insight into computer sciences. 

This paper investigates a new method in the direction of 
construct a significant decision to accept or reject the incoming 
packets based on packet characteristic that each packet posses, 
in addition to get accurate decision to accept valid packets and 
reject intruder. This development for packet classification will 
improve robustness and accurate detection. 
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II.  THE HONEYBEE GUARD APPROACH AND DETECTOR 

COMPONENT 

The mechanisms ‘D-present/U-absent’ which is used to 

match the characteristics among individuals and rejecting non-

group members in nature is proposed as a model by [9]. This 

model assumes that recognition system of nest-mates is 

detecting either the presence or the absence of the 

characteristics they carry. 

 

In this paper, the methods Undesirable-Absent (UA) and 

Desirable–Present (DP) that honeybee guard uses in nature in 

order to filter the incomer are applied to IDS. Undesirable-

Absent (UA) calculates the undesirable characteristics that 

found in a receiving packet and compares it with the internal 

characteristics template. In order to apply the idea of 

undesirable-absent in the domain of intrusion detection, we 

need to determine the characteristics that will represent the 

malicious or attacks (the non-nestmate in real honeybee).  For 

this reason, the dataset collected by DARPA 1999 and 

preprocessed for the KDD ’99 competition have several 

relevant features that can be used as characteristics for the 

attack properties. Neural network will be trained to recognize 

the characteristics of attacks in order to classify these 

characteristics as undesirable characteristics during the testing 

phase.  

 

The Desirable-Present detector compares between the 

characteristics of the forwarded packet and its "template" 

which contains the desirable characteristics of an accepted 

packet. The Desirable-Present detector built of normal data. 

The normal of "10% KDD" Cup 1999 dataset, which is free 

from attacks used to train the Desirable-Present detector in 

order to recognize the desirable characteristics of the incoming 

connection records. The advantage is to aim the Desirable-

Present detector to detect new types of intrusions; as 

unexpected intrusions are deviating from normal network. 

 

 After preprocessing the data and training the neural 

network, the task would be to determine whether the test data 

belongs to normal or abnormal based on the features of 

connection records from a given new test data. The result of 

this learning process is a neural network which is capable of 

detecting anomalies in the traffic during the testing phase 

"corrected KDD".   

The proposed IDS is divided into three main modules. 

Practically, each module is implemented to perform a 

designated intrusion detection task. Moreover, the generality 

of the detector is ensured by the standard data representation 

schemes for input/output adopted by the constituent modules.  
 

III. STRUCTURE OF THE PROPOSED IDS  

 The core components of the detector modules consist of a 

set of soft computing classifier to have the ability to detect 

both well-known and novel intrusions. Figure 1 shows general 

structure of the proposed system. The description and the 

interactions of the main modules are as following:  

 

- Training Data Processing: A file called “Training Set" is 

input to the IDS.  The file contains network data from the 

KDD Cup 1999 intrusion detection data set. Each row of the 

file contains an instance of the data, and each column 

represent unique attributes. The data also can be presented 

directly from the live network dumped from any sniffer. The 

task handled by the data processing module is to normalise or 

cleanses the given dataset for the data mining. Since the 

performance of any IDS not only depends on output of the 

IDS but also on input traffic 

 

- Data mining: This module represents the data mining 

techniques, and uses the training data to train the system. The 

attributes of the trained data mining are stored for later use, 

during the testing. The output of the data mining module is a 

text file containing the parameters and the weight of the learnt 

neural network. This approach has the advantage of being able 

to automatically retrain intrusion detection models on different 

input data that include new types of attacks. The training 

processes are further explained in the coming sections.  

 

- IDS Testing: In this phase, the data mining will be 

validated to ensure its usefulness. In order to prove that the 

proposed system is not only successful on the training set, a 

separate test set with new data is used to test the system. This 

data also comes from the KDD Cup 1999 set. Typically, 

network based IDS process system activities based on network 

data and make a decision to evaluate the probability of action 

of these data to decide whether these activities are normal or 

intrusion. 

 

 
 

Figure 1: Summary of the Proposed IDS Structure. 
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    In this study, we use Artificial Intelligence (AI) 

techniques in order to take the advantages of the new approach 

to improve the IDS. According to [10], the concept of using AI 

to solve the two IDS problems is very efficient. The 

generalization of AI makes possible decreases of false alarms 

as well as increases the accuracy of an intrusion detection 

process.  

 

   One of the important requirements for the technique to 

support the proposed approach is the ability of learning. Beside 

that, this technique is supposed to distinguish different 

characteristics after some level of training. Thus the neural 

network has been chosen to be the main component of the 

model because of the many features that neural network poses 

such as the ability of learning, generalizing attributes even with 

noisy data, and the capability of classifying patterns 

effectively. These features can be further used to improve 

detection and reduce false alarms in the intrusion detection 

system. 

 After the training phase, the neural network will be able to 

make the distinction between both normal and anomalous and 

then within anomalous between different attack classes. Once 

the neural network is trained, it can be used to classify new 

data sets whose input/output associations are similar to those 

that characterize the training data set.  

1. THE TRAINING COMPONENTS PART 

The objective of the training part is to train the neural network 

such that it becomes perceptive and sensitized to the specified 

dataset. The training components train the neural network such 

that the internal structure or topology of the given dataset. At 

first, the data set read by the initialization function. Then, the 

weights of the neural network are generated by the Bees 

Algorithm training. From the data file and the parameters 

given by the user, the initialization function will provide the 

user with random values as weights. The summary of training 

process illustrated in Figure 2. Once the network is trained, it 

can be used to classify new data sets whose input/output 

associations are similar to those that characterize the training 

data set.  

 

 
Figure 2: Neural Network Training  

A. Neural Network Training 

In the proposed work, the problem and data clearly 

indicate that the neural network learning is the supervised 

learning type. The training data task consists of T input-output 

(vector-valued) data pairs as following:  

  

The Neural Network (NN) consists of a set of neurons or 

nodes which are interconnected with each other. According to 

[11], each neuron  in  the  network  is  able  to  receive  input  

signals,  to  process  them  and  to  send  an  output  signal. 

Moreover, each  neuron  is  connected  at  least  with  one  

neuron, and  each  connection  is  evaluated  by  a  real  

number, called  the  weight  coefficient,  that  reflects  the  

degree of  importance  of  the  given  connection  in  the  

neural network. 

𝒖(𝒏) = (𝒙𝟏
𝟎 (𝒏), … , 𝒙𝒌

𝟎(𝒏))𝒕, 𝒅(𝒏) = (𝒅𝟏
𝒌+𝟏(𝒏), … , 𝒅𝑳

𝒌+𝟏(𝒏))𝒕 
 

                                      …. 1 

 

where n denotes training instance. The output of the neural 

network is a function of synaptic weights W and input values 

x, i.e.,  Y = f (x,W). The ith neuron can be written as equation 

2 

 yi =  fi( ∑ wij xj
n
j=1  + θi  )

    ….  2 

Where 𝒚𝒊 is the output of the node, 𝒙𝒋  is the jth input to the 

node, 𝒘𝒊𝒋 is the connection weight between the node and 

input 𝒙𝒋 , 𝜽𝒊  is the threshold (or bias) of the node, and 𝒇𝒊  is 

the node transfer function. 

 

𝑬(𝒘(𝒕)) =
𝟏

𝒏
∑ ∑ (𝒅𝒌 − 𝟎𝒌)𝟐𝑲

𝒌=𝟏
𝒏
𝒋=𝟏       .....  3 

 

where, E(w(t)) is the error at the tth iteration; w(t), the weights 

in the connections at the tth iteration; 𝒅𝒌, the desired output 

node; 𝟎𝒌, the actual value of the kth output node;K, the 

number of output nodes; n, the number of patterns. 
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2. EVALUATION CRITERIA 

Detection rate and a false positive rate are two main 

performance indicators. The false positive rate especially is 

critical to the performance of an intrusion detection system as 

a small difference of the false positive rate may translate into 

high number false alarms compared to the actual number of 

real alarms [1]. In most of the situations, it is not the ability of 

identifying attacks but rather its ability of suppressing false 

alarms that limit the performance of an intrusion detection 

system. The two major indications of performance are 

illustrated below: 

 

DR = detected intrusion samples / total number of samples 

                    (4) 

FPR = normal samples incorrectly classified as intrusion / 

total number of samples        (5) 

3. USING NSL-KDD_2009 TO TEST THE PROPOSED 

APPROACH 

The new data set, NSL-KDD as suggested by [12], which 

consists of selected records of the complete KDD data set is 

using to test the proposed approach. The data set is publicly 

available for researchers and has advantages over the original 

KDD data set.   

The new dataset can be applied as an effective benchmark 

data set to help researchers to compare different intrusion 

detection methods [13]. The generated data sets, KDDTrain+ 

and KDDTest+, included 125,973 and 22,544 records, 

respectively. A 20% subset of the KDDTrain+.txt file is used 

for training the proposed IDS system whereas a subset of  the 

KDDTest+.txt file is used for the testing phase. Table 2 shows 

the overall results on the NSL-KDD dataset.    

  

Table 2: Experimental Result in Test NSL-KDD Dataset.   

 

Table 2 illustrates the high performance of the proposed 

IDS. It shows the higher detection rate 99.1% and a low False 

Positive Rate 0.55% and False Negative Rate 0.35% of the 

system performance. The results obtained in this test 

demonstrate clearly the benefit of the proposed approach on 

the NSL-KDD dataset. More specifically, it can be observed 

that Undesirable-Absent detector is indeed capable of 

detecting more than half of the intrusions either new or old 

whilst the task of Desirable-Present detector is efficiently 

demonstrated; it is obvious that most of the undetectable 

intrusions by Undesirable-Absent are detected by Desirable-

Present detector. In practice, the Desirable-Present detector is 

more sensitive and restrictive if found any variation from 

normal data. The combined of Undesirable-Absent and 

Desirable-Present detectors in proposed approach leads to get 

high detection rate and low false alarm.  

 

 Result from Specific Population Testing   

In this experiment, the performance measure of proposed 

IDS is tested with specific population testing. The attacks in 

the data set fall into four main categories: DoS, R2L, U2R, 

and PROBE. In order to demonstrate the abilities of detecting 

different kinds of intrusions, the training data and testing data 

cover all intrusion categories. Totally, 1,200 attack data and 

1,000 normal data were prepared for training and another set 

of 1,200 attack instances and 1,000 normal data were selected 

as the testing data. The attack population data are selected 

according to the measure attack categories and have the same 

approximate distribution as the KDD data set. The selected 

data records are illustrated in Table 3 below. 

 

Attack Category Attack Name Records Total 

Normal                                     1000 1000 

DoS Neptune 155 

517 

DoS Smurf 174 

DoS Back 92 

DoS Land 40 

DoS Apache2 33 

DoS Teardrop 23 

Probe Ipsweep 129 369 

Record 

Type 
No. of Patch 

No. of 

Detection 

Records FN FP 

UA DP 

NSL-

KDD 

1st_Patch= 

1000 records 
620 330 20 30 

2nd_Patch= 

1000  records 
407 593 0 0 

3rd_Patch= 

1000 records 
498 489 7 6 

4th_Patch= 

1000 records 
795 200 0 5 

5th_Patch= 

1000 records 
962 38 0 0 

6th_Patch= 

1000 records 
169 820 4 7 

7th_Patch= 

1000 records 
823 177 0 0 

8th_Patch= 

1000 records 
338 659 1 2 

9th_Patch= 

1000 records 
572 421 3 4 

10th_Patch= 

1000 records 
619 380 0 1 

Overall 5803 4107 35 55 

The Overall Rate 99.1% 0.35 % 0.55% 
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Probe Nmap 59 

Probe Portsweep 77 

Probe Satan 44 

Probe Mscan 36 

Probe Saint 24 

U2R buffer_overflow 82 

217 
U2R sqlattack 79 

U2R Perl 8 

U2R Xterm 22 

U2R Rootkit 26 

R2L guess_passwd 41 

97 
R2L Imap 2 

R2L ftp_write 22 

R2L Phf 20 

R2L Sendmail 12 
 

Table 3: Experimental Result from Initial Population Testing 

In the experiment, the performance measure of Undesirable-

Absent and Desirable-Present detector are carried out solely 

on the selected data subset from the corrected file of the 

KDD’99 dataset which contains test data with corrected labels 

and other attacks examples from 10% KDD. The primarily 

results show that it’s possible to increase the detection rate and 

reduce false alerts. Each method in honeybee approach has a 

good performance in identifying intrusion patterns and detects 

attacks. Table 4 shows the experiment results. The results 

show that Undesirable-Absent & Desirable-Present detectors 

have high Detection Rate and low False Positive even with 

small data set 

 

Table 4: Experimental Result from Selected Population 

Testing 

 

The proposed approach demonstrates better performances 

in the most number of attacks categories and less false alarm. 

Based on the results that shown in previous Tables, it can be 

seen that the proposed approach has a good performance for 

detecting intrusion in computer networks. Moreover, the 

overall result of the detection of old and new attacks in 

different classes are high. 

 

IV. CONCLUSION 

 

The focus of this paper was to demonstrate how productive 

the crossover between biology and computer science can be. 

The detection system in honeybee, which keeps the colony 

safe, was the basis frame of the research to improve the 

effectiveness of IDS. The new approach is used to improve the 

IDSs at the detector level to distinguish between the innocuous 

and intruders using the way that honeybee is used in nature. 

Characterizing the incoming packets to support detection was 

significant. Characterization methods have ranged using 

trained neural network that it becomes perceptive and 

sensitized to detect intrusions.  

 

To examine the feasibility of our approach, we conducted 

several experiments. The experimental results demonstrate 

that the proposed approach can improve the detection 

deficiency issue by reducing the false alerts and increasing the 

detection accuracy. 
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Abstract—Steganography consists of hiding information into digital files so that they cannot be noticeable to human vision. These 

files include texts, images, audios, videos and protocols. In this work we consider only gray-scale images as they are the most used 

digital covers in steganography. The most challenging problem consists of finding the right pixels of the image to embed or hide the 

maximum amount of information without deteriorating its quality. Research in this area is still at the premature phase even though 

several steganography image-based algorithms have been proposed recently. In this paper, we study the well-known tri-way pixel value 

differencing algorithm (TPVD) aiming at improving its performance. We select randomly the starting pixel of the pixel-pair 

combinations to hide information rather than starting always with the first pixel as done in the TPVD regular behavior algorithm. Our 

first experiment shows that a slight improvement can be obtained with these random selections in preserving the quality of the stego-

image (i.e., the image holding the information) and maximizing the amount of hidden information. We study also the encryption of the 

sensible information that should be embedded into the cover image using the AES algorithm. These randomness behavior along with 

the encryption technique render the retrieval of the hidden information very hard once the image is spotted as suspicious to be a stego-

image and the hidden information are attempted to be extracted. Our second experiment shows that the encryption of the same amount 

of information may deteriorate the quality of the stego-image and makes it somehow perceptible for human vision and also vulnerable 

to stego-analysis techniques. 

 

Keywords—information security; steganography; secret communication; tri-way algorithm 

I.  INTRODUCTION  

Exchanging information over computer networks the 

Internet is a challenging task due to the possible attacks that 

may occur during the transmission phase. Several encryption 

algorithms have been proposed to secure the information and 

made them illegible once detected by an illegal interceptor. 

However, encrypted information can be easily vulnerable to 

analysis and then decryption attempts. Another technique is 

proposed to secure transmitted secret or sensible information. 

It consists of embedding the information into a cover digital 

image and make it imperceptible to human vision. This 

technique is known as steganography and the cover image that 

hides the information is called a stego-image. This means of 

covert communication can be used in commercials and 

military applications. An image consists of a set of different 

numbers representing intensities in different areas of an image. 

This number-based representation constitutes a grid and the 

points are called pixels. Each pixel in a gray-scale image is 

represented by 8 bits and can have 256 different intensities. 

Several image-based steganography algorithms have been 

proposed recently aiming at maximising the amount of 

information to be hidden and preserve also the image quality 

[12,13]. However, they require major improvements [15]. The 

PVD algorithm is one of the popular approaches used in 

steganography. It consists of hiding information using the 

difference of two consecutive pixel-values. The stego-images 

obtained from the PVD algorithm and its derivatives can be 

easily detected by the difference histogram analysis techniques 

as they follow one regular direction in the embedding phase 

[15,16,17]. Luo et al. [15] have proposed a more secure 

steganography algorithm which consists of splitting the image 

into blocks and randomly rotating them. The resulting image 

is divided into units of three pixels where the middle one is 

selected to embed the information. Although the authors 

shown an improvement in the embedding phase, it can be 

considered as regular as it starts always with same pixel. 

Chang et al. [1] have proposed an efficient steganography 

algorithm called the tri-way pixel value differencing algorithm 

(TPVD). This algorithm consists of using always the first 

possible pixel-bit during the embedding phase of the 

information into the cover image. This selection is thought to 

preserve always the quality of the stego-image. In this paper 

we study the consideration of random pixels as starting pixels 

in the embedding of the information. We show that a slight 

improvement can be obtained with this technique. We study 

also the encryption of the information that need to be 
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embedded into the cover image and we show how the quality 

of the stego-image is affected.  

 

The rest of the paper is organized as follows: in section 2, 

we detail the TPVD algorithm. In section 3 we present our 

method which considers random-based combination of pixels 

in the embedding phase. In section 4 we show the results of 

our experiments and finally in section 5 we conclude the 

paper. 

II. THE TPVD ALGORITHM  

The TPVD algorithm is proposed as a significant 

improvement of the PVD algorithm. Both techniques split the 

cover image into a sequence of 2x2 blocks of pixels. They use 

then the difference of each pixels-pair to determine the 

number of bits that could be embedded. They assume human 

vision can easily observe changes in gray values of smooth 

area of a stego-image, but they are unable to notice relatively 

larger changes at the edges areas [1,15]. In order to determine 

the smoothness properties of the stego-image, the difference 

between every pixel-pair is calculated. To find the numbers of 

bits that should be embedded in each pixels pair, a vector 

ranged from 0 to 255 is built. The range of gray values is 

divided into smaller ranges as follows: [0-7, 8-15, 16-31, 32-

63, 64-127, 128-255] where each region is defined by a lower 

bound (Li) and an upper bound (Ui). The absolute value of the 

difference for each pixel-pair is located into one range and the 

number of bits to be embedded into that pixel-pair is 

determined by the width of this range denoted by (Wi). This 

width is obtained by the following equation:  

 

[Wi = Ui - Li+1] 

 

while the number of bits to be embedded into that pixel-pair 

is calculated by [number of bits=log2(Wi)]. Ranges close to 0 

represent smooth areas and thus have smaller widths. 

Similarly ranges close to 255 represent clear edges and thus 

have larger widths. The number of bits to hide is embedded as 

a difference between the pixels-pair and hence the pixels 

values are changed accordingly.  
 

The PVD algorithm partitions the image into blocks where 

each one consists of two consecutive pixels in one direction 

(i.e., one edge). The TPVD algorithm upgrades the capacity of 

the information to be hidden by partitioning the image into 

2x2 blocks. Each one consists of three pixel-pair in three 

different directional edges (i.e., horizontal, vertical, and left 

diagonal). Since setting larger embedding capacity can cause 

image distortion, an optimal approach of selecting the 

reference point and branch conditions are given to achieve a 

minimum square error (MSE) and to reduce the effect of the 

stego-image distortion. 

 

A. Embedding Phase 

The embedding phase of the TPVD algorithm involves the 
following steps: 

1. Partition the gray level of the cover image into a 

sequence of 2x2 blocks of pixel-pair. Fig. 1 shows one 

block of pixels-pair.  

 

Fig.1. A 2 by 2 block of a cover image. 

 

2. Calculate the difference for the following pixels pairs: 

 

d0= P(x+1,y) - P(x,y) 

d1= P(x,y+1) - P(x,y) 

d2= P(x+1,y+1) - P(x,y) 

  d3= P(x,y+1) - P(x+1,y+1) 

 

3. Locate the range [Li,Ui] in the selected region for each 

|di|.  

 

4. Compute then the width for each region as follows:  
 

Wi = Ui – Li +1 
 

5. Compute the amount of bits (ti) that can be embedded 

in each pixel-pair as follows: 
 

ti=log2(𝑊𝑖) 
 

6. Check whether every tifor the pixel-pair P0, P1, 

P2satisfies at least one of the following branch 

conditions: 
 

t(P0) ≥ 5 and t(P1) ≥ 4  

t(P0) < 5 and t(P2) ≥ 6  

 

These conditions are used to determine the maximum 

amount of bits that can be embedded into every pixel-

pair without deteriorating the quality of the stego-

image.  
 

 If ti of Pi is satisfying the branch conditions, the 

three pixel pairs (P0, P1, P2) cannot be used for 

embedding information. The PVD algorithm 

should then be used and the pixel pairs (P0, P4) are 

selected for embedding as shown in figure 2. 

 

 

 

 

 

 

 

 

(1) 

(4) 

(2) 

(3) 

Fig.2. Two Consecutive pixels blocks of PVD. 
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 If ti of Pi is not satisfying the branch conditions, the 

three pixel pairs (P0, P1, P2) will be used for 

embedding. 

 

7. Get the amount (t) bits from the information file and 

convert t to a decimal number (b). 

 

8. Calculate the new difference for each pixel-pair as 

follows :  

𝑑𝑖
′  = Li + bi , if d i≥ 0 

𝑑𝑖
′  = -1* (Li + bi) , if d i<0 

 

9. Modify the pixels values as follows: 

(𝑃𝑛
′, 𝑃𝑛+1

′ ) = (Pn - ⌈𝑚/2⌉ , Pn+1 + ⌊𝑚/2⌋ ) 

where m = 𝑑𝑖
′ - di 

10. If the three pixel pairs (P0, P1, P2) are used for 

embedding, we will end up with having three different 

values for the pixel p(x,y) since it is a common pixel 

among the pixels-pair. Therefore, we choose the 

optimal reference point p(x,y) with the minimum MSE, 

and then we offset the other two pixels-pair. 
 

11. If the two pixel-pairs (P0, P4) are used for embedding 

the information, we calculate then ti
′ of  P0

′ , P1
′, P2

′. We 

check ifti
′ is still satisfying the branch conditions. If 

not, we offset the values of P4
′ to satisfy these 

conditions.  
 

12. Construct a new 2 x 2 block and repeat the previous 
steps until all the information bits are embedded. 

 

B. Extracting Phase  

1. Partition the gray-scale image into 2 x 2 blocks of 

pixel pairs.  
 

2. Calculate the difference for the pixels pairs as 

shown in (1).  
 

3. Locate the range [Li,Ui] in the designed region 

table for each |𝑑𝑖|. 
 

4. Compute the width for each range as in (2).  
 

5. Compute the amount of bits (t) that can be 

embedded in each pixel pair as in (3). 
 

6. Check whether the computed amount of bits (t) for 

P0, P1, P2satisfies at least one of the branch 

conditions of (4). If it is satisfying then the P0, P1, 

P2 pixel pairs are selected. Otherwise, the two 

independent pixel pairs P0, P4 are selected.  
 

7. Subtract the lower bound Li from the |di| to obtain 

b. Then convert b into a binary sequence with ti 

bits. 
 

 

III. THE PROPOSED ALGORITHM  

The most challenging part of the steganography algorithms 

lies within choosing the appropriate pixels to embed the 

information. In our random-based algorithm that we denote by 

RTPVD we use a random factor to choose the proper 

combination of pixels to be used in the embedding phase. Four 

different combinations are used. Every combination starts with 

a different pixel based on a random sequence. This 

randomization limits the allocation of embedded information 

in the same direction of pixel pairs. This preserve the setgo-

image quality. In addition, the information are encrypted 

before embedding using the well-known AES algorithm which 

uses 128 bits as a key and provides a high level of security. In 

addition, since we have a stego-key (i.e., the random generator 

seed) which is used to generate a random sequence for the 

starting pixel in every pixel-pair, it will be relatively easy to 

handle two keys as one (i.e., the stego key and the encryption-

decryption key). 

A. Block Selection 

The embedding phase in the TPVD algorithm is performed 

using always the first pixel P(x,y) as a starting point. The most 

important thing is to have a combination with a common point 

included in each pixel pair to embed the information within 

the same direction. In the TPVD algorithm we have three 

possible pixel pairs where P(x,y) is included in each one of 

them. We can start by randomizing the pixel pairs into two 

different combinations as shown in figure 3. However, we 

found that the combination (i.e., figure 3a right side) is not 

useful to use and should then be discarded. In fact, the tri-way 

direction is based on the starting point and its associated pairs. 

To overcome this problem we choose four combinations as 

show

n in 

figur

e 4. 

We 

have 

(5) 

(6) 

Fig.2. Pixels-pair combinations of the TPVD algorithm. 

Fig. 3. All possible pixel pair combinations. 
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 Fig.4: Lena.bmp                Fig.5: Barbra.bmp          Fig.6: Girl.bmp 

taken into consideration that each combination should have its 

own starting point linked to its pairs and in all possible 

directions (i.e., vertical, horizontal and diagonal). 

B. Embedding Phase 

To embed the information, we apply the same steps used in 

TPVD algorithm except that we randomize between different 

pixel pair combinations. 
 

1. The algorithm takes as input a digital key (i.e., an 

integer number or seed). This key is used to generate a 

sequence of pixel numbers that the algorithm uses in 

selecting the starting pixels of every block. 
 

2. The information are encrypted using the AES 

algorithm. The same key can also be used in the 

encryption and the decryption phase. 
 

3. Based on the digital key, one of the proposed four pixel 

pair combinations is used to embed the information. 
 

4. The key is embedded into the first block of the stego-

image. It is used in the information extraction phase.  

C.  Extracting Phase 

1. The algorithm starts by extracting the randomisation 

key from the first block of stego-image. Note that in 

this block no secret information are hidden. 
 

2. Use the key to generate the random list of pixel pairs 

combinations that have been used in the embedding 

phase. 
 

3. To extract the information from the stego-image, we 

use the same steps of the TPVD extraction algorithm 

except that the extraction will be done by using the 

random pixel pairs combinations generated. 
 

4. The hidden encrypted information is extracted and 

decrypted using the AES algorithm. 

 

IV. EXPERIMENTAL RESULTS 

We have conducted two different experiments using three 

gray-scale images  (i.e., Lena.bmp, Barbara.bmp, Girl.bmp) 

with 512x512 resolution. The experiments are performed with 

different file sizes. The text represents the information that 

should be hidden into the cover image. 

A. First Experiment  

The first experiment is performed to compare the 

performances of the proposed algorithm RTPVD with the 

TPVD algorithm. The results are presented in figures 7-10. 

 

 
 

The charts of the figures 7-12 represent the PSNR value with 

different file sizes using the TPVD and the RTPVD 

algorithms. Results show the PSNR values in the RTPVD 

algorithm are slightly better than those obtained by the TPVD 

algorithm for the given images of relatively small size.  

B. Second Experiment  

The second experiment consists of encrypting the 

information and then embed them into the cover image. This 

experiment is conducted to check whether the quality of the 

stego-image is preserved and to add another layer of security. 

 

 

 

 

 

 

 

Fig. 7. First experiment for the Lena image. 

Fig. 8. First experiment for Barbara image. 

 
Fig.9: Second experiment for lena image. 
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Results show that,  the PSNR value of the RTPVD is less than 

the PSNR of the TPVD algorithm. This due to the fact that the 

AES encryption algorithm is using the block cipher technique 

where the message is divided into blocks. Therefore, 

whenever the message is smaller than the block capacity, the 

AES algorithm will pad the message (i.e., add bits to the 

message) to fit into block size. The padding process affect 

slightly the quality of the image. 

 

V. CONCLUSION  

We have demonstrated that the TPVD steganography 
image-base algorithm can slightly be improved with a random 
selection of the starting pixels for every pixel-pair combination. 
This improvement can be significant with cover images of 
larger sizes and may increase the amount of secret information 
to be hidden. We showed also that the encryption of 
information will results on making the algorithm more secure 
but can lead to the deterioration of the stego-image quality. As 
future work, we plan to investigate on how to determine the 
maximum amount of encrypted information that can be 
embedded into a cover image of a given size without affecting 
its quality.  
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Abstract— Electronic data interchange can be classified as one of the important areas of information technology, where the need for 

data sharing increasingly required in almost every field. Data sharing concept can be defined as the process of interchanging, analyzing, 

retrieving and integrating data among multiple data sources in a controlled access manner. The use of information technology in 

different areas began to increase since 1980s; the exchange and sharing different types of information was required at that time. 

Although data sharing facilitates the way that data can be exchanged, security concerns arise as a challenge for conducting data 

sharing, many polices include confidentiality and privacy must be taken into consideration. This study will provide a literature review 

of security policies, focusing on privacy models to facilitate data sharing among different organizations in different areas. As a result for 

the study there are different data sharing model that applies different polices to preserve privacy such as Semantic Privacy-Preserving 

Model, Capability-based Access Control Model, and OneSwarm data sharing Model.  

 

Keywords—Data Sharing; Privacy; Security; Access Control; Management; Policies 

 

I.  INTRODUCTION  

Nowadays, most organizations expanded their work in the 
form of extranet to facilitate exchanging data among each 
other. Electronic data interchange can be classified as one of 
the important areas of information technology, where the need 
for data sharing increasingly required in almost every field.  
Data sharing can be defined as the process of interchanging, 
analyzing, retrieving and integrating data among multiple data 
sources in a controlled access manner. The use of information 
technology in different areas began to increase since 1980s; the 
exchange and sharing different types of information was 
required at that time. Although data sharing facilitates the way 
that data can be exchanged, security concerns arise as a 
challenge for conducting data sharing. 

The remainder of this paper is organized as follows: the 
next section provides background in data sharing and security 
in data sharing. Section 3 explains three models that preserving 
privacy in data sharing. Next, section 4 compares between the 
models in terms of their advantages and disadvantages. Finally, 
we conclude in Section 5. 

II. BACKGROUND 

This section provides data sharing concepts, the need for 

data sharing, data sharing management, and the security for 

data sharing. 

A. Data Sharing Concept  

Data sharing concept emerges to introduce a new era of 
cloud computing processes, e-commerce, e-government, e-
operations, e-everything. This term was coined since 1970s as 
[1] indicate. Reference [1] add from the early 1980s, the use of 
IT in the construction industry and broader engineering sector 
began to increase and find application in many different areas, 
the exchange of many different types of information was 
required at that time.  

Reference [11] also describes data sharing as a fundamental 
enabler of coordination among supply chain partners. 
Therefore, data sharing can be defined as the process of 
interchanging, analyzing, retrieving and integrating data among 
multiple data sources in a controlled access manner, also [6] 
define data sharing as a fundamental to computer-supported 
cooperative work; people share information through explicit 
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communication channels and through their coordinated use of 
shared database. 

B. The Need for Data Sharing 

 Reference [11] find out that data sharing is an important 
feature for modern organizations due to the increase in the use 
of communication networks, changes in architectures of 
enterprise information systems, as well as the increasing 
availability of data in computerized form, and perhaps the 
biggest impact on data sharing can be attributed to the 
widespread use of the Internet and Internet-related technologies 
for e-government, e-commerce, scientific research and 
healthcare. They add, e-government involves sharing data for 
transactions with citizens, other agencies and outside vendors 
and businesses.  

 Reference [11] adds, in e-commerce, data can be shared for 
transactions, operations, and analysis. Conducting business 
transactions is a basic reason for sharing data in e-commerce it 
is mainly used in Electronic Data Interchange (EDI), business 
to-business marketplaces, as well as consumer purchases over 
the web. They empathize that the focus of data sharing for 
operational purposes leads to the optimization of business 
processes over the entire chain to benefit all participants in the 
chain. Information that shared among supply chain partners 
may include inventory sales, demand forecasts, order status, 
and production schedules. Analysis, business intelligence, and 
decision-support represents the third purpose for data sharing 
in e-commerce, information available for analysis is increased 
through the sharing of data, they provides an example of banks 
data sharing with affiliates and telemarketers, another example 
about retailers who allow suppliers to access their inventory 
data for analysis purposes. 

 Where [10] indicates that it is highly desirable to share data 
among the members of the medical community; because data is 
very valuable, hard to produce, and in some cases 
irreproducible resource. Data sharing reduces the cost of 
reproducing redundant data collections as much as minimizing 
the efforts paid in performing this. 

C. Data Sharing Management 

Since data sharing coined, emerging data from 

heterogeneous sources into a single common to make data 

compatible with each other becomes critical issue as [7] 

indicate. Data integration has been attempted for about 20 

years, [8] define data integration as the problem of combining 

the data from autonomous and heterogeneous sources, and 

providing users with a unified view of these data through. 

Reference [13] add that many organizations and enterprises 

establish distributed working environment, where different 

users need to exchange information based on a common model, 

XML (eXtensible Markup Language) is used to facilitate this 

information exchange. The extensibility of XML allows the 

creation of generic models that integrate data from different 

sources and XML is becoming the standard format for data 

exchange among distributed applications components. The use 

of XML for information interchange among different 

enterprises and organizations evokes the need for common 

schema that the information must follow. 

D. Secure Data Sharing 

Although data sharing facilitates the way that data can be 

exchanged,  security concerns arises a challenge for conducting 

data sharing, confidentiality and privacy must be taken into 

consideration, this means, a controlled access is required to 

authorize authenticated users or roles to access data. Each data 

source represents a database, each database may use an 

application -for example- to access another database, this 

application is assigned specific permissions to access specific 

view of a specific database, permissions that identifies what 

kind of access must be granted to this application, (e.g. to read, 

or write, or even to have full access), for this purpose, a 

database of databases is needed to allow the sharing of data 

among the different databases as [10] indicate. Reference [2], 

say that this increase the need for data sharing management and 

data integration, on another hand data sharing and integration 

are prevented from being widespread because of privacy 

concerns, for example in e-commerce areas companies need to 

exchange information to boost productivity, but are prevented 

by fear from competitors, also sharing data in healthcare areas 

improve scientific research and enables early detection of 

disease, but without preserving privacy it is costly and difficult 

to make healthcare information globally expand. Reference [9] 

defines privacy as the process to protect information from 

unauthorized access. 

Reference [7] say that cyber crime as well as threats to 

national security is costing organizations billions of dollars 

each year, it is equally certain that unrestricted data sharing 

will reduce the privacy and/or confidentiality of individuals, 

[7] add the challenge is to enforce appropriate administration 

and security policies that facilitate data sharing as needed 

.These policies include policies for confidentiality, privacy, 

and trust.  During normal operations, it is important to 

maintain confidentiality and privacy. In addition, trust policies 

ensure that data is shared between trusted individuals. The 

standards efforts in this area include Role-based access control 

(RBAC) as well as Platform for Privacy Preferences (P3P) [3], 

also add that Public Key Infrastructure (PKI): preventing 

illegal modification, edits, or transfers of sensitive data to a 

third parties for unintended purposes. 

On another hand [4] examines challenges in privacy-

preserving data quality assessment, the is in protecting data 

and query privacy while enabling assessment of data quality 

held by untrusted parties. They design the protocols so that 

they operate on reduced dimensionality descriptions and 

provide a series of efficient protocols that evaluate data quality 

while keeping the data, the query parameters and resulting 

quality value private. 

Another study [12] proposes a content sharing scheme that 

is safe in the cloud computing environment; depend on a 

conditional proxy re-encryption scheme. It is based on re-

encryption process and the number of re-encryption keys to be 

required for sharing is minimized. A client is only involved in 
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process of encryption and decryption of data and creation of 

re-encryption keys.  

 

Different models have been introduced to apply privacy in 

data sharing and data integration, each may be the same or 

different structure of other, the next section provide a 

literature review for preserving privacy models in different 

areas. 

III.  PRESERVING PRIVACY MODELS IN DATA SHARING 

This section provides a literature review for preserving 
privacy models for data sharing in different areas, and their 
Strengths and weaknesses.  

A. Semantic Privacy-Preserving Model 

A semantic privacy-preserving [8] model provides 
authorized view-based query answering over a widespread 
multiple servers for data sharing and integration. For that 
reason model consider a large number of servers. Therefore a 
unified global data sharing and protection service can be 
achieved at the virtual platform (VP). 

1) The combined semantics-enabled privacy protection 

policies are used to empower the data integration and access 

control services at the (VP). Privacy protection policies 

represent a long-term promise made by an enterprise to its 

users and is determined by business practice and legal 

concerns, which is expressed as combination ontology and 

rule: 

 A privacy protection policy is a type of formal 
policy (FP) used for specifying a data usage 
constraint from a data owner. FP is a declarative 
expression corresponding to a human legal norm 
that can be executed in a computer system without 
causing any semantic ambiguity. 

 An FP is created from a policy language (PL), and 
this PL is shown as a combination of ontology 
language and rule language. 

 A formal protection policy (FPP) is an FP that 
aims at representing and enforcing resource 
protection principles, where the structure of 
resources is modeled as ontology's O  but the 
resources protection is shown as rules R.(It is 
combination of ontology's and rules O+R ). 

 Semantic Web Rule Language (SWRL) Tab 
development tools and Semantic Query-Enhanced 
Web Rule Language (SQWRL), Web Ontology 
Language (OWL-DL) query language to model 
and enforce semantic privacy protection policies. 

2) Three approaches have been proposed to model a set of 

source descriptions that specify the semantic mapping between 

the source schema and the global schema: 

 Global-as-view (GAV) requires that the each concept 

in the global schema is expressed in terms of query 

over the data sources. 

 Local-as-view (LAV) requires the global schema to 

be specified independently from the sources, and the 

source descriptions between the stable global 

schemas. 

 Global-local-as-view (GLAV), a source description 

that combines the expressive power of both GAV and 

LAV, allowing flexible schema definitions 

independent of the particular details of the data 

sources. 

 

3) This model is proposed with three layers, where the 

bottom layer provides data sources from the relational 

databases .The middle layer provides a semantics- enabled 

local schema for each independent service domain. The top 

layer is served at the VP, which provides a unified global view 

of privacy-preserving data sharing and integration services. 

4) The ontology mapping and merging algorithm with a 

local-as-view (LAV) source description that creates a global 

ontology schema  (mediated), which is a reconciled view of 

the information that provides query services to end users ,at 

the VP by integrating multiple local ontology schemas for data 

sharing. Model merged global ontology schema that 

mentioned above in the middle layer. 

5) Using description logic (DL) to model the local and 

global schemas is to empower the ontology's abstract Concept 

representation and reasoning capabilities. 

6) A query is defined as an SQWRL data log rule in the 

SWRL-based policy to access to a global ontology, and each 

SQWRL data service query for a global ontology at the VP is 

mapped to multiple queries as SQWRL data log rules for each 

local schema. 

7) The challenge of designing a semantic privacy 

protection model is to ensure soundness and a completeness of 

data sharing and protection in multiple servers: 

 For the soundness criterion, this model does not 

allow unintended data being released to the data users 

through the global policy schema (GPS) at the VP. 

 As for the completeness criterion, the model does not 

miss any eligible shared data when a user asks for a 

data request service at the VP. Therefore, shareable 

data obtained the VP should equal data obtained 

directly from each server. 
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Figure (1). A semantic privacy protection model. Source: [8]. 

 

Figure (1) is proposed with three layers, where the bottom 

layer provides data sources from the relational databases 

(RDB), the middle layer provides a semantics- enabled local 

schema for each independent service domain. The top layer is 

served at the VP, which provides a unified global view of 

privacy-preserving data sharing and integration services. In 

the top layer at the VP, we have a global policy schema 

(GPS), including a global ontology schema (GS) aligned and 

merged from several local schemas (LS), e.g. TBox and a set 

of rule integration at the middle layer. The VP provides 

conceptual data access and protection services that give users 

a unified conceptual-global view" with access control power 

for each data request. Ontology-based data sources are 

external, independent, and heterogeneous, and each local 

ontology was combined with logic program (LP)-based rules 

for each server in the middle layer. Mapping language (ML), 

which semantically links a GS and integrated rule, set in the 

top layer to each server's ontology LS and privacy protection 

rules in the middle layer. Ontology and the dynamic data 

sources are established by defining each concept in the data 

sources as a view over the global schema. 

 

 Semantic Privacy-Preserving Strengths: 

Reference [8] list some features in semantics privacy 

preserving model, First ,each server shares its collected data 

with other servers but without breaking the original data usage 

commitment to its clients ,therefore a unified global data 

sharing and protection service can be achieved at the virtual 

platform (VP). Second ,the model solve  the soundness and 

completeness of query rewriting problem using a perfect 

ontology merging and a perfect rule integration from the local 

formal protection policies, For the soundness criterion, we do 

not allow unintended data being released to the data users. As 

for the completeness criterion, we do not miss any eligible 

shared data when a user asks for a data request service at the 

VP, Third, the model develop a privacy management 

framework and a formal semantics language to empower 

agents to enforce privacy protection policies. These formal 

policy using ontology for privacy protection concept 

descriptions and rule for data query and access control 

services. Ontology-based data integration in DL is to provide a 

uniform access mechanism to a set of heterogeneous relational 

database sources, freeing the user from having the knowledge 

about where the data are, what they are stored, and how they 

can be accessed. 

 

 Semantic Privacy-Preserving Weaknesses: 
In spite of these features, this model still  have a 

weaknesses, it face a background policy inconsistency problem 
when default policy assumptions vary between different 
servers (one server uses open policy assumption, where no 
explicit option-out for data usage mean option-in, but the other 
server uses closed policy assumption, where no explicit option-
in for data usage means option-out) and to avoid this kind of 
policy inconsistency by requesting all sites to use a uniform 
policy assumption, and to collect option-in data usage choices 
from users whenever multiple policies are integrated. As a 
conclusion Semantic Privacy-Preserving model provide secure 
sharing through authorized views, each organization enables 
data sharing and data integration without affecting its clients, 
but the model have inconsistency problems. 

B. Capability-based Access Control Model 

Reference [5] use a model for data sharing called 

Capability-based Access Control, each capability consists of a 

Name, which identifies a single object in the internet, and 

group of access rights for that object. In this model, the system 

sits between applications and the underlying file system. It 

presents applications a view-based interface to the file system. 

It executes queries over the local file system and 

communicates with other peers to evaluate distributed queries. 

The model is depicted through the following steps: 

1) The system registers each new view and capability in a 

local catalog, this capability has three parts Figure (2): 

 A 128-bit global view Identification ID: this ID 

created by concatenating a hash of the local node’s 

Media Access Control address (MAC address) with a 

locally unique-for-all-time view ID, this view ID 

uniquely identifies an individual view in the Internet. 

 A 128-bit random password: associated with each 

capability a 128-bit random password that ensures the 

capability’s authenticity. 

 A 32-bit IP hint field: that contains the IP address of 

the node that likely contains or can locate the object 

addressed by the capability in the Peer to Peer 

Network (P2P), in general, they expect that objects 

will not move in their network, and the IP hint will be 

the address of the node that created the capability and 

still holds its definition. If the hint fails, then it must 

fall back on a conventional distributed hash-table 

scheme for location. 
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Figure (2). Capability for a view. [5]. 

 

2) The per-node catalog table generated by the system 

holds view and capability information. It contains two tables 

ViewTable and CapTable Figure (3). The ViewTable entry 

contains the global view ID, the view definition, and other 

attributes (such as the human-readable view name). For each 

view created on a node, there is one entry in a local view table 

(ViewTable). The CapTable entry stores the global view ID of 

the named view, the password, and the access rights. A node’s 

capability table (CapTable) contains one entry for each 

capability minted to a locally known view. 

 

 
Figure (3). Capability and view Catalog tables. Source: [5]. 

 

3) Users grant each other access to their data simply by 

exchanging capabilities to their views, much like users share 

access to private web pages by exchanging URLs. 

4) When the system receives a capability, it uses the IP 

hint to determine whether the capability is for a local view. If 

the capability is local, the system checks whether the <global 

view ID, password> pair in the capability matches a <global 

view ID, password> pair in CapTable. If so, the capability is 

valid, and the system then examines the access rights in 

CapTable to see if the requested operation is permitted. If the 

capability is not found in CapTable or the operation is not 

permitted, the request fails. If the capability is for a remote 

view, the system forwards the request to the appropriate node 

in the peer-to-peer network, which then performs the 

validation itself. 

5) To revoke a capability, the system simply removes an 

entry from the CapTable. Once a capability is revoked, all 

queries issued on that capability will fail. 

 

 Capability-based Access Control Strengths: 

Reference [5] adds that Capability Based Access control 

model is a flexible protection mechanism for controlling 

access to shared views. Capabilities also enable rewriting and 

optimization of distributed queries, leading to good query 

execution performance. They also add, because capability is 

independent of the person using it, the systems access control 

scheme requires no user identities. Thus, sharing in a 

capability-based model requires no user accounts, no user 

authentication, and no centralized protection structure. 

Capabilities facilitate data sharing because it can easily pass 

from user to user as a way to grant access. 

 

 Capability-based Access Control weaknesses: 

After revoking a capability, all queries issued on that 

capability will fail. But if a user with a capability has made a 

local copy of the shared data, revoking the capability cannot 

prevent him from distributing that copy. However, it prevents 

the holder from executing a query and seeing new or modified 

files that would result from that query. As a conclusion, the 

capability-based access control model provides flexible 

protection mechanism for controlling access to shared views, 

reuse of queries, it is independent of the user and 

decentralized. 

C. Privacy-Preserving P2P Data Sharing with 

OneSwarm 

OneSwarm [9] is a new P2P (Peer to Peer) design for data 

sharing that overcomes the lack of privacy in P2P data sharing 

applications such as BitTorrent- BitTorrent is an application 

that provides good performance but poor privacy- and to 

overcome poor performance in anonymizing overlays such as 

Tor. OneSwarm made a tradeoff between privacy and 

performance; it provides better privacy than BitTorrent and 

better performance than Tor.  

OneSwarm builds trusted links through social network 

peers, instead of relying only on a directory service such as a 

“Tracker” that gives information to the peers about the file. 

OneSwarm users are free to control the tradeoff between 

performance and privacy by managing the level of trust. 

 

 
Figure (4). Cases for data sharing by OneSwarm. Source: [9]. 

 

There are three cases for OneSwarm described by [9] and 

shown in Figure (4), the first one is public distributed data in 

this case the data is not private, and direct transfers between a 

large set of replicas yield. The second is sharing data with 

permissions limits access. The last one, data shared without 

attribution is accessible by everyone. In public distribution 

anyone in the network can download file free, all data is not 

private, and serves as fully backwards compatible BitTorrent 

client. With permission case only users with permission can 

download files, uses persistent identities to define per file 

permission, this case allows all acceptable users to recognize 

one another. While without attribution case is depend on 

obscuring attribution of source and destination, it uses privacy 

preserving keyword search, data is relayed through unknown 

number of intermediaries, and it is for sensitive material. 
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The topology for OneSwarm the users define the links by 

exchanging public keys, this identifies each user and creates 

direct encrypted P2P connections, also OneSwarm uses social 

graph and community server for key distribution, Distributed 

Hash Table (DHT) serves as name resolution service, each 

client maintains encrypted entities advertising their IP address 

and port to authorized users, the topology is used for each 

transfer. In each transfer each OneSwarm client restricts direct 

communication to a small  number of persistent contacts and 

locates different data sources using object lookup through 

overlay, this topology is used to enhance privacy, while to 

enhance performance in OneSwarm protocol, multiple paths to 

each data source are used.  

       Linking peers with trust relationships is explained by 

[9] it uses 1024 bit RSA (Rivest-Shamir-Adleman 

cryptosystem) public/private key pair which is generated in 

installation phase, public key serves as its identity among 

friends, manual key sharing between two users; the automatic 

key sharing discovers and exchange keys over local area 

network or by email invitation to friends. Managing untrusted 

peers by private community server and public community 

server, the private is to maintain a list of registered users and 

to provide authorized subscribes with a current set of public 

keys, the public is to allow new users to easily obtain a set of 

untrusted peers. Identity  in OneSwarm protocol are managed 

by the DHT which contain of hashed IP and port, entries for a 

client encrypted with the public key, each entry is indexed by 

20 byte  randomly generated.   

        Naming and locating data in OneSwarm used Secure 

Sockets (SSLv3) for connection as [9] say, file list messages is 

exchanged on first connection then compressed XML 

attributes which contain name, size and other meta data for 

particular peer. Shared files are named using 160 bit SHA-1 

hash, for public data user obtains hashes from email, websites 

and keywords search, while for private data user must obtain 

both hash and key used for decryption of data. The risk in 

OneSwarm model as [9] describe, the aattacker can join with 

limited number of nodes, also can check the traffic flow 

to/from, also may sniffing, modify or injected data. Limiting 

hacker to snoop in from by not assigning peer dynamically, 

also defining trusted and untrusted links to keep the 

information private, end to end path between users change 

rapidly helps to prevent hacking using historical data. [9] adds, 

preventing timing attack by search queries and responses are 

forwarded after adding a random delay to inhibit calculation of 

round trip time (RTT) to infer proximity, preventing 

correlation attack by having limited view of the overlay and 

cannot control path setup beyond directly connected 

neighbors, attackers could use this to correlate performance 

with ongoing transfers, finally preventing collusion attack by 

search queries and responses are forwarded probabilistically, 

making it very hard for directly connected colluding peers to 

infer source of data or monitor habits. 

 

 OneSwarm Data Sharing Model Strengths: 

OneSwarm provides flexibility for the user to manage the 

level of privacy for file sharing, incorporation of social 

network for building P2P file sharing network, and reduce cost 

of privacy. 

 OneSwarm Data Sharing Model Weaknesses: 

There are Delayed responses to queries from untrusted 

peers. 

 

IV. COMPARISON BETWEEN THE MODELS 

The following table provides a comparison between the 
privacy preserving models in terms of their advantages and 
disadvantages: 

Based on the comparison between the three models, the 
Capability-based Access Control model has disadvantages, 
mainly: there is no fixed method for translation, difficulties in 
integrity control, cannot prevent the user from keeping and 
distributing the shared data, and decentralized control. These 
disadvantages make the implementation of the model hard, 
concerning semantic privacy preserving model overcomes the 
previous disadvantages, and provides data integration, secure 
sharing through authorized view, in addition, each organization 
enable data sharing without affecting its clients, while 
OneSwarm data sharing model provides flexibility for the user 
to manage the level of privacy for file sharing, and reduces cost 
of privacy but it has delay in response. 

V. CONCLUSION 

Data sharing concept can be defined as the process of 

interchanging, analyzing, retrieving and integrating data 

among multiple data sources in a controlled access manner. 

Although data sharing facilitates the way that data can be 

exchanged, security concerns arises a challenge for conducting 

data sharing, many polices include confidentiality and privacy 

must be taken into consideration. In this study we provide a 

literature review of security policies, focusing on privacy 

models that facilitate data sharing among different 

organizations in different areas. As a result for the study there 

are different data sharing model that applies different polices 

to preserve privacy, and semantic privacy preserving model 

overcomes many disadvantages of others models, and provide 

data integration, secure sharing through authorized view, in 

addition, each organization enable data sharing without 

affecting its clients. 

TABLE (1). MODELS COMPARISON 

Model Name Advantages Disadvantages 

Semantic 

Privacy- 

Preserving model 

1. Each organization 

enables data sharing 

without affecting its 

clients. 

2. Data integration. 

3. Provide secure 

sharing through 

authorized views. 

1. Inconsistency 

problems. 

Capability-based 

Access Control 

1. Provide flexible 

protection mechanism 

1. Cannot prevent 

the user from 

Page |  313



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0046   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

model for controlling access to 

shared views. 

2. Reuse of queries. 

3. Independent of the 

user. 

keeping and 

distributing the 

shared data. 

2. Decentralized 

control. 

OneSwarm 

Model 

1. Efficient, robust. 

2. Users flexible. 

1. There are delayed 

responses to queries 

from untrusted peers. 
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Abstract— In the past Groebner bases have been proved to be a very potent tool to solve a variety of problems first of all in 

mathematics but also in science and engineering. Hence, it is near at hand to study application of Groebner bases in coding, i.e. the 

encoding and especially the decoding of linear error correcting codes. This paper attempts an overview focusing on Reed-Solomon codes 

and Goppa codes together with their coding and decoding algorithms. 
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I.  INTRODUCTION  

A Groebner basis (according to Bruno Buchberger, 1965) 
or a standard basis (according to Heisuke Hironaka, 1964) is a 
finite generating set of an ideal 𝐼 in the polynomial ring 𝑅 =
𝐾[𝑥1, … , 𝑥𝑛] over a field 𝐾. For any such ideal the (reduced) 
Groebner basis is unique and can be determined 
algorithmically. This basis allows solving some prominent 
mathematical problems, e.g. to decide whether some 
polynomial belongs to 𝐼 or not, whether two ideals are 
identical, whether two varieties are identical or not etc. In his 
seminal thesis [5] Buchberger developed the theory and 
presented the necessary algorithms. He also investigated 
applications [7] of Groebner bases like solving systems of 
multivariate polynomial equations.  

In the eighties the rapid development of computers spurred 
further investigation of Groebner bases which resulted in 
improvements of the algorithms and even more 
applications [7]. Especially Computer Algebra Systems 
benefitted [9] from Groebner bases. But Groebner bases also 
brought forth progress in coding and cryptography.  

II. GROEBNER BASES  

A. Definitions [11]  

Let 𝐼 be some ideal in 𝑅 =  𝐾[𝑥1, … , 𝑥𝑛]. Then by Hilberts 
basis theorem, I is finitely generated, i.e. 𝐼 =  〈𝑓1, … 𝑓𝑠〉. Now 
fix some monomial order on the monomials in R to be able to 
specify leading monomials 𝐿𝑀(𝑓), leading terms 𝐿𝑇(𝑓) and 
leading coefficients 𝐿𝐶(𝑓) for any 𝑓 in 𝑅. Then a Groebner 
basis G for 𝐼 is a set 𝐺 = {𝑔1, … , 𝑔𝑡} with 𝐼 = 〈𝐺〉 so that the 
ideal generated by the leading terms of the elements in 𝐼 is 
generated by the leading terms 𝐿𝑇(𝑔) for 𝑔 in 𝐺, i.e. 
〈𝐿𝑇(𝑔1), … , 𝐿𝑇(𝑔𝑡)〉 = 〈𝐿𝑇(𝐼)〉. Equivalently, 𝐺 =
 {𝑔1, … , 𝑔𝑡} is a Groebner basis if and only if 𝐿𝑇(𝑓) is divisible 
by one of the 𝐿𝑇(𝑔𝑖) for any 𝑓 in 𝐼. By the way, 𝐺 then has the 
minimality properties of a proper ideal basis. Furthermore, 𝐺 is 

unique, and any 𝑓 in 𝑅 can be written as 𝑓 = 𝑔 + 𝑟 for unique 
polynomials 𝑔 and 𝑟 with 𝑔 in 𝐼 and no term of 𝑟 is divisible 
by any element of 𝐿𝑇(𝑔𝑖).  

B. Algorithms [11]  

Buchberger’s algorithm computes a (not reduced) Groebner 
basis for an ideal 𝐼 = 〈𝑓1, … 𝑓𝑠〉.using sysygy- or S-polynomials 

𝑆(𝑓, 𝑔) =
𝐿𝐶𝑀(𝐿𝑀(𝑓),𝐿𝑀(𝑔))

𝐿𝑇(𝑓)
𝑓 − 

𝐿𝐶𝑀(𝐿𝑀(𝑓),𝐿𝑀(𝑔))

𝐿𝑇(𝑔)
𝑔 for any two 

polynomials 𝑓 and 𝑔 in 𝑅 together with a generalization of the 
polynomial division algorithm for polynomials in one variable 
to the case of multivariate polynomials 𝑓, 𝑓1, … , 𝑓𝑠, 𝑟 in 𝑅 such 
that 𝑓 = 𝑎1𝑓1 +⋯+ 𝑎𝑠𝑓𝑠 + 𝑟 where the remainder 𝑟 =
𝑓̅{𝑓1,…,𝑓𝑠} is zero or a 𝐾-linear combination of monomials none 
of which is divisible by any 𝐿𝑇(𝑓1), … , 𝐿𝑇(𝑓𝑠) – all in the usual 
notation of [11][21] et al. With these definitions Buchberger’s 
algorithm can now be specified. 

 

Code snippet 1. Computation of 𝐺 with 〈𝐺〉 = 〈𝐹〉  

Obviously, this very simple version of Buchberger’s 
algorithm extends the given set 𝐹 to 𝐺. A reduction step 
removes superfluous elements from G resulting in the unique 
reduced Groebner basis of 𝐼. There are improved versions [11] 
to compute the unique, reduced Groebner basis of 𝐼 efficiently.  

input: 𝐹 = (𝑓1, … , 𝑓𝑠) ⊂  𝐾[𝑥1, … , 𝑥𝑛]  
output: 𝐺 = (𝑔1, … , 𝑔𝑡) with 〈𝐹〉 = 〈𝐺〉  
repeat  

𝐺′ ≔ 𝐺  

for each {𝑝, 𝑞} ⊂ 𝐺′, 𝑝 ≠ 𝑞 do  

𝑆 ∶= 𝑆(𝑝, 𝑞)̅̅ ̅̅ ̅̅ ̅̅ ̅𝐺   

if 𝑆 ≠ 0 then 𝐺 ∶= 𝐺 ∪ {𝑆}  
until 𝐺 = 𝐺′  
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C. Applications [11]  

First, one should note that the concept of Groebner bases 
generalizes both Euclid’s algorithm to compute the greatest 
common divisor, gcd, of two polynomials as well as Gauß’s 
algorithm to solve a system of linear equations.  

Euclids algorithm  

 

Code snippet 2. ℎ = 𝑔𝑐𝑑(𝑓, 𝑔) for any 𝑓, 𝑔 ∈ 𝐾[𝑥]  

Regard each equation of a system of linear equations in the 
unknowns 𝑥1, … , 𝑥𝑛 as a linear polynomial 𝑓𝑖 in 𝐾[𝑥1, … , 𝑥𝑛]. 
Then, the reduced Groebner basis 𝐺 = {𝑔1, … , 𝑔𝑡} of 𝐼 =
 〈𝑓1, … , 𝑓𝑛〉 consists of linear, non-zero polynomials whose 
coefficients correspond to the non-zero rows in the reduced 
echelon form of the coefficient matrix of the system of linear 
equations. In this sense, computation of the reduced Groebner 
basis is equivalent to Gauß’s algorithm.  

As one of the very many applications of Groebner bases 
consider the problem to solve a system of multivariate 
polynomial equations 𝑓1 = 𝑓2 = ⋯ = 𝑓𝑠 = 0 for 𝑓𝑖 in 𝑅. Here 
we use 𝐼 =  〈𝑓1, … 𝑓𝑠〉 =  〈𝐺〉  for the reduced Groebner basis 
𝐺 =  {𝑔1, … , 𝑔𝑡} of 𝐼. It turns out that the set of equations 
𝑔1 = 𝑔2 = ⋯ = 𝑔𝑡 = 0 is easier to solve because using the 
lexicographic order (lex), variables are eliminated in that order 
in the Groebner basis so that a process like back substitution 
generates the variety 𝑉(𝐼) = 𝑉(〈𝐺〉) = 𝑉(𝑔1, … , 𝑔𝑡).  
Elimination theory [11] provides the proofs and [20] more 
examples.  

III. ERROR CORRECTING CODES  

Here we consider linear block codes [17] only. An alphabet 
is some finite field 𝔽 = 𝔾𝔽(𝑝𝑚) for prime 𝑝 and 𝑚 ∈ ℕ and 

information words 𝑢 of length 𝑘 are in 𝔽𝑘. Code words over 𝔽 
are of the form 𝑢𝐺 for a 𝑛 × 𝑘 generator matrix 𝐺. Hence the 

code 𝒞 = {𝑢𝐺: 𝑢 ∈ 𝔽𝑘} is a linear subspace of 𝔽𝑛 .  𝒞 can also 
be characterized as the kernel space 𝒞 = {𝑐 ∈ 𝔽𝑛: 𝐻𝑐⊤ = 0} of 
the parity matrix 𝐻, i.e. 𝐻𝐺⊤ = 0. If any two code words have 
a Hamming distance of at least 𝑑 then at most (𝑑 − 1)/2 errors 
in a transmitted code word can be corrected. Such a code is 
called a (linear) [𝑛, 𝑘, 𝑑] code.  

Encoding an information word 𝑢 to 𝑐 = 𝑢𝐺 ∈ 𝒞 is easy 
whereas decoding a corrupted word 𝑦 = 𝑐 + 𝑒 with an error 
vector 𝑒 ∈ 𝔽𝑛 with no more than (𝑑 − 1)/2 non-zero elements 
to the original 𝑐 (and then to the original information word 𝑢) 
is difficult. In fact, it is NP-complete [2]. However, for many 
specific (linear) codes there exist efficient decoding algorithms.  

A. (Generalized) Reed-Solomon Codes  

(Generalized) Reed-Solomon codes, RS and gRS, are an 
important class of codes comprising many other important 

codes. Such code 𝒞𝑔𝑅𝑆 is specified by its 𝑛 distinct non-zero 

code locators 𝛼1, … , 𝛼𝑛 ∈ 𝔽 and 𝑛 column multipliers 
𝑣1, … , 𝑣𝑛 ∈ 𝔽. Then the parity matrix 𝐻𝑔𝑅𝑆 of 𝒞𝑔𝑅𝑆 is defined 

by  

𝐻𝑔𝑅𝑆 = (

𝛼1
𝑜 𝛼2

𝑜 ⋯ 𝛼𝑛
𝑜

𝛼1
1 𝛼2

1 ⋯ 𝛼𝑛
1

⋮ ⋮ ⋱ ⋮
𝛼1
𝑛−𝑘−1 𝛼2

𝑛−𝑘−1 ⋯ 𝛼𝑛
𝑛−𝑘−1

)(

𝑣1   0
 𝑣2   
  ⋱  
0   𝑣𝑛

).  

Then, 𝒞𝑔𝑅𝑆 is a (linear) [𝑛, 𝑘, 𝑑] code with 𝑑 = 𝑛 − 𝑘 + 1. 

(Such codes attain the Singleton bound 𝑑 ≤ 𝑛 − 𝑘 + 1 and are 
called maximum distance separable, MDS codes.) For gRS 
codes there are efficient decoding algorithms: e.g. solving 
linear equations [17], using Euclid’s algorithm [22] or linear 
recurrences in case of the famous Berlekamp-Massey 
algorithm [3][17][18]. List decoding of e.g. (generalized) 
Reed-Solomon codes relaxes the assumption on the number of 
allowed errors and returns a list of possible code words.  

B. Goppa-Codes  

Goppa-codes, alternant gRS codes, play an important role 
e.g. in the McEliece Public Key Crypto System, 
PKCS [18][19]. Let 𝐹 = 𝔾𝔽𝑞 , K = 𝔾𝔽(𝑞𝑚) and 𝐿 =
{𝛼1, … , 𝛼𝑛} ⊂ K be a set of pair wise different code locators 
and let 𝑔(𝑥) ∈ K[𝑥] with 0 ∉ 𝑔(𝐿) be a Goppa-polynomial of 
degree 𝑡. Then  

𝐶𝐺𝑜𝑝𝑝𝑎  =  {(𝑐1, … , 𝑐𝑛) ∈  𝐹
𝑛 : ∑

𝑐𝑖

𝑥−𝛼𝑖

𝑛
𝑖=1  =  0 𝑚𝑜𝑑 𝑔(𝑥)} 

is a linear [𝑛, 𝑘, 𝑑] code over 𝐹. The code 𝐶𝐺𝑜𝑝𝑝𝑎 is called 

irreducible iff the Goppa polynomial 𝑔 is irreducible. Let 

𝑔(𝑥) =  ∑ 𝑔𝑖  𝑥
𝑖𝑡

𝑖=𝑜   be the Goppa polynomial. Then we have 

(best shown by induction in 𝑡, the degree of 𝑔)  
𝑔(𝑥)−𝑔(𝛼)

𝑥−𝛼
 =

 𝑔𝑡 ∑ 𝛼𝑖𝑥𝑡−1−𝑖𝑡−1
𝑖=𝑜 + 𝑔𝑡−1∑ 𝛼𝑖𝑥𝑡−2−𝑖𝑡−2

𝑖=𝑜 +⋯+ 𝑔2(𝑥 + 𝛼) + 𝑔1     

Then, 𝑐 ∈ 𝐶𝐺𝑜𝑝𝑝𝑎 iff  ∑
𝑐𝑖

𝑔(𝛼𝑖)
 
𝑔(𝑥)−𝑔(𝛼)

𝑥−𝛼

𝑛
𝑖=1  =  0 in K[𝑥] and 

by comparison of coefficients 𝑐 ∈ 𝐶𝐺𝑜𝑝𝑝𝑎 iff 𝐻𝑐⊤ = 0 with 

parity matrix   𝐻 =

(

 
 
 

𝑔𝑡

𝑔(𝛼1)
 

𝑔𝑡

𝑔(𝛼2)
⋯

𝑔𝑡

𝑔(𝛼𝑛)

𝑔𝑡−1+𝛼1𝑔𝑡

𝑔(𝛼1)
 

𝑔𝑡−1+𝛼2𝑔𝑡

𝑔(𝛼2)
⋯

𝑔𝑡−1+𝛼𝑛𝑔𝑡

𝑔(𝛼𝑛)

⋮ ⋮ ⋱ ⋮
𝑔1+𝛼1𝑔2

+⋯+𝛼1
𝑡−1 𝑔

𝑡

𝑔(𝛼1)

𝑔1+𝛼2𝑔2
+⋯+𝛼2

𝑡−1 𝑔
𝑡

𝑔(𝛼2)
⋯

𝑔1+𝛼𝑛𝑔2
+⋯+𝛼𝑛

𝑡−1 𝑔
𝑡

𝑔(𝛼𝑛) )

 
 
 

=

𝐶𝑋𝑌 where   

𝐶 = (

𝑔𝑡  0
𝑔𝑡−1 𝑔𝑡

⋯ 0
⋯ 0

⋮ ⋮
𝑔1 𝑔2

⋱ ⋮
⋯ 𝑔𝑡

), 𝑋 = (

𝛼1
𝑜 𝛼2

𝑜 ⋯ 𝛼𝑛
𝑜

𝛼1
1 𝛼1

1 ⋯ 𝛼𝑛
1

⋮ ⋮ ⋱ ⋮
𝛼1
𝑡−1 𝛼2

𝑡−1 ⋯ 𝛼𝑛
𝑡−1

), 

and Y=

(

 
 
 

1

𝑔(𝛼1)
  

 
1

𝑔(𝛼2)

𝟎

𝟎 
⋱  

 
1

𝑔(𝛼𝑛))

 
 
 

.  

Such codes correct up to 
𝑡

2
 errors, even up to 𝑡 errors in the 

binary case, i.e. if 𝐶𝐺𝑜𝑝𝑝𝑎 is a code over 𝔽 = 𝔾𝔽(2).  

in: 𝑓, 𝑔 ∈ 𝐾[𝑥]; out: ℎ = 𝑔𝑐𝑑(𝑓, 𝑔)  
ℎ ∶=  𝑓;  𝑠 ∶=  𝑔;  
while 𝑠 ≠ 0  

𝑟 =  𝑟𝑒𝑚𝑎𝑖𝑛𝑑𝑒𝑟(ℎ, 𝑠);  
ℎ ∶ =  𝑠;  𝑠 ∶=  𝑟;  
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Early methods used Euclid’s algorithm for decoding or list 
decoding [23]. Later Patterson’s algorithm [16] provided an 
efficient method to decode received words when using a 
Goppa encoding [18]. On top one can correct approximately 

up to 
𝑡2

𝑛
 errors [4].  

C. Cyclic Codes  

Cyclic codes [17] are linear codes 𝐶 when in addition with 
any code word (𝑐𝑜, … , 𝑐𝑛−1) ∈ 𝐶 also (𝑐𝑛−1, 𝑐𝑜 , … , 𝑐𝑛−2) ∈ 𝐶, 
i.e. the shifted word is again a code word. Conventional Reed-

Solomon codes (code locators 𝛼𝑗 =  𝛼
𝑗−1 are powers of an 

element 𝛼 ∈ 𝔽 of multiplicative order 𝑛) as well as BCH 
codes (alternant codes of conventional Reed-Solomon codes) 
are prominent examples of cyclic codes. Cyclic codes feature 
efficient encoding (multiplication by the generator polynomial 
𝑔 of the code), syndrome computation (remainder of division 
by 𝑔) and decoding (sequentially by Meggitt decoder) via 
rather simple hardware.  

 

IV. APPLYING GROEBNER ALGORITHMS TO CODING  

There are several ways [10] to transform the decoding 
problem into a problem of solving a system of multivariate 
polynomial equations. A straightforward way is to consider the 
(unknown) entries 𝑒𝑖 of the error vector 𝑒 as variables 𝐸𝑖. If 𝐻 
consists of rows ℎ1, … , ℎ𝑟  with redundancy 𝑟 = 𝑛 − 𝑘 then the 
vector equation 𝑠 = 𝐻𝑒⊤ is equivalent to the 𝑟 linear equations 

 
∑(ℎ𝑖)𝑗  𝐸𝑗 − 𝑠𝑖 = 0  for  𝑖 = 1, … , 𝑟

𝑛

𝑗=1

 (1) 

We can formulate the condition that 𝑒 has at most 𝑡 = ⌊
𝑑−1

2
⌋ 

non-zero entries by the ( 𝑛
𝑡+1
) equations of multidegree 𝑡 + 1   

 𝐸𝑗1 ∙ 𝐸𝑗2 ∙ … ∙ 𝐸𝑗𝑡+1 = 0 for 1 ≤ 𝑗1 < 𝑗2 < ⋯ < 𝑗𝑡+1 ≤ 𝑛 (2) 

Let the two sets of equations together generate the ideal 𝐼. 
Then the Groebner basis of 𝐼 allows to read off the solution 𝐸, 
𝐸 = (𝐸1, … , 𝐸𝑛) i.e. the one element in the variety 𝑉(𝐼).  

In addition, [10][21] present alternatives to (2) with less 
equations of lower multidegree so that the Groebner basis is 
faster to compute.  

 

A. RS and gRS codes  

Decoding RS and gRS codes means to solve the key 
equations. Hence in general a formulation of the decoding 
problem using Groebner bases is near at hand. But exploiting 
the fact that Groebner bases help to determine the 
corresponding variety 𝑉(𝐼) of some ideal 𝐼 = 〈𝐺〉 for the 
reduced Groebner basis 𝐺 of 𝐼 explains why Groebner bases 
support list decoding naturally. [15] gives an overview over 
existing methods.  

B. Goppa codes  

[14] is most promising to decode Goppa codes. 
However, [14] shows ‘that one can, at least in theory, decode 
these codes up to half the true minimum distance by using the 
theory of Groebner bases’. Therefore, what is lacking is the 
transfer of the solution of [14] into praxis.  

C. Cyclic codes  

[12] gives an algorithm to decode cyclic codes using 
Groebner bases. The decoding problem is represented as a 
system of 𝑛 − 𝑘 linear equations together with 𝑛 quadratic 
equations in at most 𝑛 + 𝑑 unknowns, i.e. error locations and 
error values. Because the number of errors is not known 
beforehand, the algorithm then starts with assumed 𝑡 = 0 
errors and increases 𝑡 as long as the variety 𝑉(𝐼) = ∅ where 𝐼 
is the ideal generated by equations specified above. Once 
𝑉(𝐼) ≠ ∅ it contains the unique solution. However, the 
viability of the algorithm is limited because on one hand there 
are aforesaid efficient decoding methods and on the other hand 
the cost to compute a Groebner basis might be prohibitive.  

CONCLUSION  

This article is meant to set the stage for Groebner bases in 
coding. In the light of the very many application of Groebner 
bases in science and engineering [7] it is to be expected that 
further research will reveal even better algorithms for the 
decoding of linear (and non-linear) error-correcting codes. 
(Also, Groebner bases have spurred the specification and 
investigation of new linear codes [13][14].) The exact average 
complexity of determining the reduced Groebner basis of an 
ideal is not known right now. Once it has been determined [10] 
one will be able to set objectives and to identify limits of the 
approach to apply Groebner bases for coding.  
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Abstract— For quite a long time, computer security was a rather narrow field of study that was populated mainly by theoretical 

computer scientists, electrical engineers, and applied mathematicians. Data hiding techniques have taken important role with the rapid 

growth of intensive transfer of multimedia content and secret communications. There are many techniques used for data hiding and the 

well-known technique is the Steganography. Steganography is the art of hiding information in ways that prevent detection. For hiding 

secret information in images, there exists a large variety of Steganography techniques, some are more complex than others and all of 

them have respective strong and weak points. In this paper deals with encrypt and hide image in another gray image file using Least 

Significant Bit (LSB) based Steganography and Arnold's transformation algorithm based Cryptography. Experimental results show 

that the algorithm has good security and imperceptibility in grayscale images. 

Keywords— Image processing, Steganography, information hiding, Arnold Transform 

I.  INTRODUCTION  

Based on [1] stated that "Security through obscurity says 
that if you hide the inner workings of your system you will be 
secure. This philosophy does not work when it comes to 
security, and it does not work when it comes to cryptography”. 
Most of the requirements of secret communication, sometimes 
in combination with other techniques, such as cryptography, as 
cryptography and Steganography complement each other.  It is 
recommended to use these two techniques together for a higher 
level of security. 

Information security is the protection of information and 
the systems and hardware that use, store, and transmit that 
information. Information security can be defined as measures 
adopted to prevent the unauthorized use or modification of use 
of data or capabilities [2]. 

Image scrambling refers to some kind of transform, which 
makes the spatial location of the pixel becomes chaos and lost 
their original features and meaning. But the total number of 
pixels and histogram has not unchanged so as to achieve the 
purpose of encryption. As well as the scrambling must be one 
kind reversible transform, otherwise it will not have any 
significance in the practical application. If you do not know the 
rules and keys of the transform, it is impossible to recover the 

original image. And in the process of scrambling, the loss of 
the hidden information is dispersed into the whole hidden data. 
Thereby it minimizes the loss of meaningful information in 
order to reach purpose of improving robustness. Therefore 
image scrambling technology has been widely applied in the 
image Steganography field [3]. 

Arnold transform is a type of image scrambling methods. 
The transformation shifts pixel position from (x, y) to (x’, y’) 
without changing its gray value. It is cyclic the secret image 
repeats itself after certain number of iteration.  

II. RELATED WORK 

M. Mahdavi, et.al [4] proposed a new accurate steganalysis 
method for the LSB replacement Steganography. The 
suggested method is based on the changes that occur in the 
histogram of an image after the embedding of data. Every pair 
of neighboring bins of a histogram are either inter-related or 
unrelated depending on whether embedding of a bit of data in 
the image could affect both bins or not.  

Chang, C.C et al [5] proposed an image Steganography 
technique which offer high embedding capacity and bring less 
distortion to the stego image. The embedding process embed 
bits of secret bit stream on the stego image pixels. Instead of 
replacing the LSB of every pixel, this method replaces the pixel 
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intensity with similar value. The range of modifiable pixel 
value is higher in edge areas than smooth areas to maintain 
good perceptual excellence. This method is falling of boundary 
problem which means the pixel which is located for embedding 
will become unused; since it exceeds the maximum intensity 
level which is greater than 255 (maximum gray scale intensity). 

Wu. H.C et al [6] suggested to improve the capacity of the 
hidden secret data and to provide an imperceptible Stego-image 
quality. This method based on least significant bit (LSB) 
replacement and pixel-value differencing (PVD) method is 
presented in this paper.  The limitation of this method is Low-
hiding capacity owes to mainly hiding in smooth areas. For 
example if pixel value difference is 3 if the corresponding 
range width is 8, only 3 bits can be embedded in a pair of 
pixels. 

Y. K. Jain et al [7] proposed an adaptive least significant bit 
spatial domain embedding method. The proposed method 
divides the image pixels ranges (0-255) and generates a stego-
key. This private stego-key has 5 different gray level ranges of 
image and each range indicates to substitute fixed number of 
bits to embed in least significant bits of image. The strength of 
this method is its integrity of secret hidden information in 

stego-image and high hidden capacity. This method could be 
weak for the hide extra bits of signature with hidden message 
for its integrity purpose. This study also proposed a method for 
color image just to modify the blue channel with this scheme 
for information hiding. This method is targeted to achieve high 
hidden capacity plus security of hidden message.  

According to Yang et al., in [8], an adaptive LSB 
substitution based data hiding method for image is proposed, to 
achieve better visual quality of stego-image. It takes care of 
noise sensitive area for embedding. Proposed method 
differentiates and takes advantage of normal texture and edges 
area for embedding. This method analyzes the edges, 
brightness and texture masking of the cover image to calculate 
the number of k-bit LSB for secret data embedding. The value 
of k is high at non-sensitive image region and over sensitive 
image area (k) value remain small to balance overall visual 
quality of image. The LSB’s (k) for embedding is computed by 
the high-order bits of the image. It also utilizes the pixel 
adjustment method for better stego-image visual quality 
through LSB substitution method. The overall result shows a 
good high hidden capacity, but dataset for experimental results 
are limited, there is not a single image which has many edges 
with noise region like ‘Baboon.tif’.  

C.-H. Yang et al [9] proposed a Pixel value difference 
(PVD) and simple least significant bits scheme are used to 
achieve adaptive least significant bits data embedding. In pixel 
value differencing (PVD) where the size of the hidden data bits 
can be estimated by difference between the two consecutive 
pixels in cover image using simple relationship between two 
pixels. This method generally provides a good imperceptibility 
by calculating the difference of two consecutive pixels which 
determine the depth of the embedded bits. The proposed 
method hides large and adaptive k-LSB substitution at edge 
area of image and PVD for smooth region of image. So in this 
way the technique provide both larger capacity and high visual 

quality according to experimental results. However, their 
algorithm is complex due to adaptive (k) generation for 
substitution of LSB.  

K.-H. Jung er al [10] proposed a method of Multi-Pixel 
Differencing (MPD) which used more than two pixels to 
estimate smoothness of each pixel for data embedding and it 
calculate sum of difference value of four pixels block. For 
small difference value it uses the LSB otherwise for high 
difference value it uses MPD method for data embedding. In 
this method the experimental dataset is too limited.  

In [11] authors proposed another pixel value differencing 
method, it used the three pixels for data embedding near the 
target pixel. Also it uses simple k-bit LSB method for secret 
data embedding where number of k-bit is estimated by near 
three pixels with high difference value. To retain better visual 
quality and high capacity it simply uses optimal pixel 
adjustment method on target pixels. In this method the 
histogram of stego-image and cover-image is almost same, but 
dataset for experiments are too small.  

W. J. Chen et al[12] introduced a high capacity of hidden 
data utilizing the LSB and hybrid edge detection scheme. For 
edge computation two types of canny and fuzzy edges 
detection method applied and simple LSB substitution is used 
to embed the hidden data. This scheme is successful to embed 
data with higher peak signal to noise ratio (PSNR) with normal 
LSB based embedding. This method is tested on limited images 
dataset.  

Madhu et al., in [13] proposed an image steganography 
method, based on LSB substitution and selection of random 
pixel of required image area. Also it is target to improve the 
security where password is added by LSB of pixels. It 
generates the random numbers and selects the region of interest 
where secret message has to be hidden. The limitation of this 
method it is not considers any type of perceptual transparency.  

III. PROPOSED ALGORITHM 

In this section the methodology of proposed method is 
given as following: 

a. Arnold Transform and LSB Algorithms  

Before embedding, the secret message is implemented for 
block transformation using the Arnold image transformation. 
The Arnold image transformation is defined as the point (x, y) 
in the unit square transforms into the other point (x', y') [14]: 

[
�́�
�́�

] = [
1 1
1 2

] [
𝑥
𝑦] (𝑚𝑜𝑑  𝑁)             (1) 

Where, (x' , y') {0,1,2,3...N-1} are pixel coordinates of the 
secret image, (x,y) is the transformed position of (x', y') and N 
is the order number of image matrix. Suppose the secret image 
has iterated for K iterations we got the "chaotic" secret image, 
so K can be saved as a key1. Figure1 show an example of 
Arnold transform with four iterations.  
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Fig.1. Example of Arnold Transform. The first image is the secret image, which 

has been encrypted with four iterations separately as shown. 

After the encryption step the secret will hide in cover image 
by using Least Significant Bit (LSB) Replacement. This is the 
simplest of the steganography methods based in the use of 
LSB, and therefore the most vulnerable. The embedding 
process consists of the sequential replacement of each Least 
Significant Bit (LSB-1-2) of the image pixel for the bit-stream 
of secret image by bit-or function. The extracting process also 
consists of sequential extracting for bit-stream of secret image 
by concatenation method. For its simplicity, this method can 
camouflage a great volume of information. Figure 2 show the 
diagram of the proposed method and the following algorithm 
steps illustrate how the proposed method works. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.2. Block Diagram of Proposed Method: (A) Embedding Algorithm, (B) 

Extracting Algorithm. 

In this figure, we have two keys K1 is a key of Arnold 
transform algorithm which will be the number of iterations. 
Moreover, K2 is a key of proposed LSB algorithm, when you 
want to extract the secret image you must enter single 
dimension of the secret image. By this number of dimension 
you can extract the right secret image. So, it will be another 
key and saved as K2. 

 

b. Encryption and Embedding Algorithm  

1. Read Cover image and Secret image. 

2. Enter the number of iterations for encrypt the secret 

image (K1).  

3. Apply Image scrambling Algorithm using Arnold 

Transform Method. 

4. Enter the N bit plane that will be hide in. 

5. Mask N-LSB of image pixel in cover. 

6. Convert Secret image to bit stream. 

7. If size of bits of secret image bigger than total size of bit 

space insert-able show error message and read another 

secret image else continue. 

8. Hide first N bit of bit stream in Masked Last N of covered 

image. 

9. Repeat step 6 until all the bits of bit stream embedded. 

10. Then create stego image. 

c. Decryption and Extracting Algorithm  

1. Read Stego image. 

2. Enter the single dimension of the secret image (K2). 

3. Enter the N-LSB which is hidden in. 

4. Find the Length of embedded bitstream. 

5. Create a new bit stream. 

6. Convert Stego image from decimal to binary. 

7. Concatenate the new bit stream and Last N bit of binary 

Stego image. 

8. Convert the new bitstream to array. 

9. Then retrieval scrambled image. 

10. Enter the number of iterations for decrypt the secret 

image (K1).  

11. Apply Image scrambling Algorithm using Arnold 

Transform Method. 

12. Finally, recuperation the secret image. 

IV. RESULT AND DISCUSSION 

In Steganography, technique Peak Signal-to-Noise Ratio 
(PSNR), Normalized Correlation (NC) are standard measures 
used in order to test the quality of the stego images. PSNR used 
to evaluate the imperceptibility of the Stego-image, the 
maximum value is (100) and the minimum value is (0), 
whenever the bigger the better. It can be found in equation (2). 
MSE is the Mean Square Error. For imperceptible hiding, the 
stego-image should look as similar as the cover-image, 
whenever was the youngest, the better. It can be found in 
equation (3). In this section, some experiments are performed 
to demonstrate the efficiency of the proposed method without 
and with attack. Before the embedding process, the secret 
image was firstly encrypted using Arnold transform algorithm. 
Three of 8-bit grayscale images of size 512*512 used as cover 
and shown in Figure 3. 

𝑀𝑆𝐸 =  
1

𝑀𝑥𝑁
 ∑ ∑ (𝐼𝐵(𝑖, 𝑗) − 𝐼𝐻 (𝑖, 𝑗))2 𝑁

𝑗=0
𝑀
𝑖=0     (2) 

  𝑃𝑆𝑁𝑅 = 10 𝑥 𝑙𝑜𝑔10(
2552

𝑀𝑆𝐸
) (𝑑𝑏)                           (3) 

  

 

 

 

(A)                                   (B)                          (C) 
Fig. 3. Cover Images: (A) Baboon (B) Lena (C) Airplane 

a. Results without Attack  
In this section, the proposed method has been tested in 

three experiments without attack by taking three standard 
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512*512 gray scale images (Baboon, Lena and Airplane) as 
cover and three secret images with different lengths. Figure 4 
used "Baboon.bmp" as a Cover image and "Flower.bmp" as 
Secret image with size (128*128). And Figure 5 used 
"Lena.bmp" as Cover and "Baboon.bmp" as Secret image with 
size (192*192). Also Figure 6 used "Airplane.bmp" as cover 
image and "Lena.bmp" as Secret image with size (256*256). 

 

 

 

    

 

 

 

                  (A)                                    (B)                                    (C) 

Fig.4. First Embedding Experiment: (A) Cover image, (B) Secret Image, (C) 

Stego-Image 

 

 

 

 

 

 
              (A)                                   (B)                                    (C) 

Fig 5. Second Embedding Experiment: (A) Cover image, (B) Secret Image, (C) 

Stego-Image. 

 

 

 

 

 

 
                  (A)                                       (B)                                    (C) 

Fig.6. Third Embedding Experiment: (A) Cover image, (B) Secret Image, (C) 
Stego-Image. 

 

b. -PSNR 
The results that are obtained from these experiments are 

recorded and compared them with another method in [44]. It 
can be summarized in the following table: 

 
TABLE1. COMPARATIVE PERFORMANCE OF MSE, PSNR WITHOUT 

ATTACK. 

Methods Cover Image (512*512) Number of 

Hidden Bits 
PSNR 

 
LSB SM 

Lena 164538 38.56 

Baboon 298413 48.18 

 

Proposed  

Method 

Lena 294912 43.60 

Baboon 131072 51.13 

Airplane 524288 44.29 

 

As shown in the table the proposed method has been 
compared with another method, which labeled (LSB SM) with 
different capacity for the embedding. Proposed Method has 
three experiments, while another method has two experiments. 

Here PSNR used for indicate the preference. The following 
histogram will shows the different rate of the two methods. 

- Histogram of PSNR  

 

 

 

 

 
 

 

Fig .7.  Comparative of PSNR 

c. NC   
The results of NC that obtained from secret images shown 

in Figures 8, 9 and10 below and recorded in the next table: 

 

 

 

 

 

 

                 ( A)                                                     (B) 

Fig .8. First NC without Attack: (A) Secret Image (128*128), (B) Extracted 
Image (128*128). 

 

 

 

 

                         (A)                                                    (B) 
Figure (9): Second NC without Attack: (A) Secret Image (192*192), (B) 

Extracted Image (192*192). 

 
 

 

 

 

 

 

(A)                                                   (B) 

Fig.10. Third NC without Attack: (A) Secret Image (256*256), (B) Extracted 
Image (256*256). 
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TABLE2.RESULT OF NC WITHOUT ATTACK 

Secret Image Extracted  Image NC 

Flower  (128*128) Flower  (128*128) 1 

Baboon (192*192) Baboon (192*192) 1 

Lena (256*256) Lena (256*256) 1 

 
The table shows the results that are similar NC values 

which obtained from the different experiments cover-images in 
Figures 8, 9 and 10, which graphed in the following histogram. 

 

 

 

 

 

 

 

- Histogram of NC 

 

 

 

 

 

 

 

 

 
 

 
 

 

Fig.11. Histogram of NC without Attack. 
 

V. CONCLUSION 

The proposed method described in this paper helps to 
successfully hide the secret image into the cover image, with 
minimum distortion made to the cover image. First the secret 
image has been scrambled using Arnold algorithm and 
embedded to the cover image by using LSB algorithm. This 
method is essential for construction of accurate targeted and 
blind Steganalysis methods for BMP images. With using 
Arnold transform the proposed method will be more secure. 
The main features of the proposed method are imperceptibility 
and security. The limitations of the proposed method is slow 
with extracting algorithm when using large size image Higher 
than 160*160. Also can not used images which have different 
dimensions, only can use square array of image which have the 
same dimensions. 
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Abstract—Automatic personal identification from their physical and behavioral traits, called biometrics technologies, is now needed 

in many fields such as: surveillance systems, security systems, physical buildings and many more applications. In this paper, we propose 

an efficient online personal identification system based on Finger-Knuckle-Print (FKP) using the Hidden Markov Model (HMM) and 

two-dimensional Block based Discrete Cosine Transform (2D-BDCT). In this study, a segmented FKP is firstly divided into non-

overlapping and equal-sized blocks, and then, applies the 2D-BDCT over each block. By using zigzag scan order (starting at the top-left) 

each transform block is reordered to produce the feature vector. Subsequently, we use the HMM for modeling the feature vector of each 

FKP. Finally, Log-likelihood scores are used for FKP matching. Our experimental results show the effectiveness and reliability of the 

proposed approach, which brings both high identification and accuracy rate. 

Keywords— Biometrics; identification; Finger-Knuckle-Print; 2D-BDCT, HMM. 

I.  INTRODUCTION  

Traditionally, identification strategies are based on 
something we know, e.g., a password or a personal 
identification number (PIN), or something we own, e.g., a card, 
or a key. Unfortunately, passwords can be guessed by an 
intruder; cards can be stolen or lost. Biometrics, which deals 
with identification of individuals based on their physical or 
behavioral features, has been emerging as an effective 
identification technology to achieve accurate and reliable 
identification results. The biometrics has significant advantages 
over traditional identification techniques due to biometric 
characteristics of an individual are not transferable and unique 
for every person and are not stolen or broken [1]. 

Currently, a number of biometrics-based technologies have 
been developed and hand-based person identification is one of 
these technologies. This technology provides a reliable, low cost 
and user-friendly viable solution for a range of access control 

applications. In contrast to other modalities, like face and iris, 
hand biometry offers some advantages [2]. First, data 
acquisition is economical via commercial low-resolution 
cameras, and its processing is relatively simple. Second, hand 

based access systems are very suitable for several usages. 
Finally, hand features are more stable over time and are not 
susceptible to major changes. Some features related to a human 
hand are relatively invariant and distinctive to an individual. 
Among these features, Finger-Knuckle-Print (FKP) is one 

biometric that has been systematically used to make 
identification for last years. FKP identification is a biometric 

technology which recognizes a person based on his/her finger 
knuckle pattern. The rich texture information of FKP offers one 
of the powerful means in personal identification [3].  

An important issue in FKP identification is to extract FKP 
features that can discriminate an individual from the other. 

Based on texture analysis, our biometric identification system 
used the 2D-BDCT for features extracted from FKP images. In 
this method, a FKP is firstly divided into non-overlapping and 
equalized blocks, and then, applies the 2D discrete cosine 

transform over each block. By using zigzag scan order each 
transform block is reordered to produce the feature vector, then 
concatenated all vectors for produce an observation vector. 
Subsequently, we use the HMM for modeling the observation 
vector of each FKP. Finally, Log-likelihood scores are used for 

FKP matching. In this work, a series of experiments were 
carried out using a FKP database. To evaluate the efficiency of 
this technique, the experiments were designed as follow: the 
performances under different finger types were compared to 

each other, in order to determine the best finger type at which 
the FKP identification system performs. However, because our 
database contains FKPs from four types of fingers, an ideal FKP 
identification system should be based on the fusion of these 
fingers at different fusion levels.  

The rest of the paper is organized as follows. The proposed 
scheme of the unimodal biometric system is presented in section 
2. Feature extraction and modeling process are discussed in 
section 3. This section including also an overview of 2DBDCT 
and the HMM-modeling. The experimental results, prior to 
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fusion and after fusion, are given and commented in section 5. 
Finally, the conclusions and further works are presented in 
sections 6. 

II. SYSTEM OVERVIEW 

The proposed system consists of preprocessing, feature 
extraction, matching and decision stages. To enroll into the 
system database and modeling, the user has to provide a set of 
training FKP images. Typically, an observation vector is 
extracted from each finger which describes certain 
characteristics of the FKP images using Discrete Cosine 
Transform technique and modeling using Hidden Markov 
Model. Finally, the models parameters are stored as references 
models. For identification, the same observation vectors are 
extracted from the test FKP images and the log-likelihood is 
computed using all of models references in the database. Our 
database contains FKPs from four types of fingers, for this 
raison, each FKP modalities are used as inputs of the matcher 
modules (subsystem). For the multimodal system, each sub-
system compute its own matching score and these individual 
scores are finally combined into a total score (using fusion at the 
matching score level), which is used by the decision module. We 
have also tried the various image fusion rulers and various 
feature extraction fusion rulers to choose the best one for FKPs 
classification. 

III. FEATURE EXTRACTION AND MODELING 

A. 2D Block based discrete cosine transform  

Discrete Cosine Transform (DCT) is a powerful transform to 
extract proper features for FKP identification. The DCT is the 
most widely used transform in image processing algorithms, 
such as image/video compression and pattern recognition. Its 

popularity is due mainly to the fact that it achieves a good data 
compaction, that is, it concentrates the information content in a 
relatively few transform coefficients [5]. In the 2D-BDCT 

formulation, the input image is first divided into, 𝜂�1×� 𝜂�2 
blocks, and the 2D-DCT of each block is determined. The 2D-
DCT can be obtained by performing a 1D-DCT on the columns 

and a 1D-DCT on the rows. Given an image, where, represent 
their size, the DCT coefficients of the spatial block are then 
determined by the following formula:  

𝐹𝑖𝑗� = 𝐶(𝑣)𝐶(𝑢) ∑ ∑ 𝑓𝑖𝑗(𝑛,𝑚)𝜓(𝑛,𝑚, 𝑢, 𝑣)

𝑀−1

𝑛=0

𝑀−1

𝑚=0

�����������������(1) 

𝜓(𝑛,𝑚, 𝑢, 𝑣) = 𝑐𝑜𝑠 [
(2𝑛 + 1)𝑢𝜋

2𝑀
] �𝑐𝑜𝑠 [

(2𝑚 + 1)𝑣𝜋

2𝑀
]��������(2) 

𝑢�, 𝑣� = 0, 1, ⋅ ⋅ ⋅ ,𝑀� − 1, 𝑖� = 1, ⋅ ⋅ ⋅ , 𝜂�1, 𝑗� = 1, ⋅ ⋅ ⋅ , 𝜂�2 with 

𝜂�1 = 𝐻�/𝑀� , 𝜂�2 = 𝑊�/𝑀� and 𝐹�𝑖�𝑗�(𝑢�, 𝑣�) are the DCT 

coefficients of the 𝐵�𝑖�𝑗� block, 𝑓�𝑖�𝑗�(𝑛�,𝑚�) is the luminance 

value of the pixel (𝑛�,𝑚�) of the 𝐵�𝑖�𝑗� block, 𝐻�×𝑊� are the 

dimensions of the image, and 

𝐶(𝑢) = {

1

√2
������������𝑖𝑓�������𝑢 = 0

��1�������������𝑖𝑓��������𝑢 ≠ 0
�����������������������������(3)   

After transformation process, if M = 8, there will be 64 DCT 

coefficients contained within each transformed block, where the 

coefficient at the top-left is called DC ⟨𝐹�𝑖�𝑗�(0, 0)⟩ coefficient 

and the rest is called AC coefficients. 

B. Observation vector  

The block-based approach partitions the input image, with 
size H×W, when H = 220 and W = 110, into small non-
overlapped blocks; each of them is then mapped into a block of 

coefficients via the 2D-DCT. Most popular block size is 
commonly set to M×N with M=8. The number of blocks 
extracted from each FKP image equals to:  

 𝜂 = ⌊𝜂1⌋ ∗ ⌊𝜂2⌋ = ⌊
220

8
⌋ ∗ ⌊

110

8
⌋ = 351�blocks����������(4) 

Then, we form a feature vector from the 2D-DCT 
coefficients of each image block. The 2D-DCT concentrates the 
information content in a relatively few transform coefficients 
top-left zone of block, for this, the coefficients, where the 
information is concentrated, tend to be grouped together at the 
start of the reordered array, Thus, a suitable scan order is a 
zigzag starting from the DC (top-left) coefficient. Starting with 
the DC coefficient, each coefficient is copied into a one-
dimensional array. So, each block can be represented by a vector 
of coefficients: 

Oij = [Fij(0,0)���Fij(0,1)��Fij(1,0)……Fij(U, V)]
T����������(5) 

U, V are chosen as well as the identification rate was maximum. 

Thus, U, V ∈ [0 .. 7] and the size of Oij is  with  ∈ [1 .. 64]. 
Finally, the results oij of a blocks image are combined in the 
single template as follows: 

VObs = [O11��������O12��������O13……Oη1η2] ����������(6) 

where the size of resulting observation vector is [,�𝜂�]. 

C. Hidden Markov model  

A hidden Markov model is a collection of finite states connected 

by transitions. Each state is characterized by two sets of 

probabilities [6]: a transition probability and either a discrete 

output probability distribution or continuous output probability 

density function which, given the state, defines the condition 

probability of emitting each output symbol from a finite alphabet 

or a continuous random vector. An HMM can be written in a 

compact notation  = (A,B,) to represent the complete 

parameter set of the model, where ,  and, represents, 

respectively, state transition probability distribution, probability 

distribution of observation symbols and initial state distribution. 

Finally, forward backward recursive algorithm, Baum-Welch 

algorithm and Viterbi algorithm are used to solve evaluating, 

training, and decoding, respectively [7]. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Experimental database  

We experimented our method on Hong Kong polytechnic 

university (PolyU) FKP Database [8]. The database has a total 

of 7920 images obtained from 165 persons. This database 
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including 125 males and 40 females. Among them, 143 subjects 

are 20~30 years old and the others are 30~50 years old. These 

images are collected in two separate sessions. In each session, 

the subject was asked to provide 6 images for each of Left Index 

Fingers (LIF), Left Middle Fingers (LMF), Right Index Fingers 

(RIF) and Right Middle Fingers (RMF). Therefore, 48 images 

were collected from each subject. 

B. Selecting 2D-BDCT coefficients and HMM parameters  

A series of experiments were carried out using the FKP 
database to selection the best number of 2D-BDCT coefficients 
and the HMM parameters (number of states and number of 
Gaussian Mixture Model (GMM)), This is carried out by 
comparing all states and k-GMM, with= 1 to 6 and = 1 to 3, for 
several 2D-BDCT coefficients and finding the number of states 
and GMM that gives the best identification rate. The problem 
we address is as follows: we want chosen the number of 2D-
BDCT coefficients, the states and their k-GMM such that the 
Genuine Acceptance Rate (GAR) is maximized. Thus, the 2D-
BDCT coefficients reflect the compact energy of different 
frequencies. Most of the higher frequency coefficients are small 
and they become negligible, as result, the features derived from 
the 2D-BDCT computation is limited to an array of summed 
spectral energies within a block in frequency domain [9]. In Fig. 
1, we plot the system performance as a function of the number 
of 2D-BDCT coefficients selection in each block for various 
numbers of GMM and various numbers of states in the HMM. 
The reason Fig. 1 was generated was to show how the number 
of 2D-BDCT coefficients, numbers of states in the HMM and 
GMM used might have an effect on the performance of our 
system. We observe that the identification accuracy becomes 
very high at certain coefficients, where it actually exceeds 96 % 
and slight decrease in identification accuracy as we go to higher 

numbers of coefficients. Also, note that only 20 coefficients with 
M = 5 states and k = 1 GMM are enough to achieve good 
accuracy (see Fig. 1.(f)). 

C. Unimodal identification test results  

The goal of this experiment was to evaluate the system 

performance when we using information from each modality 

(each finger). For this, we found the performance under 

different modalities (LIF, LMF, RIF, and RMF). By adjusting 

the matching threshold, a ROC curve, which is a plot of FRR 

against FAR for all possible thresholds, can be created. For this, 

the numbers of training and test samples are 495 and 1485. We 

matched all the 1485 FKP images (test) with each other to 

obtain 245025 distances. Thus, we have a total of 1485 genuine 

matching and the remaining, 243540, impostor matching. Fig. 

2.(a) compares the performance of the system for varying 

fingers. The experimental results indicate that the LIFs perform 

better than the LMFs, RIFs and RMFs in terms of Equal Error 

Rate (EER) (2.282 %). Therefore, the system can achieve 

higher accuracy at the LIFs compared with the other fingers of 

a person. The results expressed as a False Acceptance Rate 

(FAR) and False Rejection Rate (FRR) depending on the 

threshold and the distance distributions of genuine and imposter 

matching’s obtained by the proposed scheme, if the LIF is used, 

are plotted in Fig. 2.(b) and Fig. 2.(c), respectively. Finally, the 

system was tested with different thresholds and the results are 

shown in Table. 1. 

D. Multimodal identification test results  

The goal of this experiment was to investigate the systems 
performance when we fuse information from some fingers of a 
person. In fact, at such a case the system works as a kind of 

 

Fig. 1. System performance under different stats number. (a)  One state, (b) Two states, (c) Three states, (d) Four states, (e) Five states and (f) Six states. 
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multimodal system with a single biometric trait but multiple 
units. Therefore, information presented by different biometrics 
(finger types) is fused to make the system efficient.  

1) Fusion at image level: Image fusion is the process by 

which two or more images are combined into a single image. For 

that, a series of experiments were carried out using the FKP 

database to selection the best combination and fusion technique 

(DWT, PCA, LAPLACIAN, GRADIANT and CONTRAST) 

[10, 11] that maximize the GAR. However, in order to see the 

performance of the identification system, we usually give, in 

Table 2, the results for all the fusion techniques and the possible 

combinations. Thus, the result suggests that the fusion of LMF 

and RMF with CONTRAST technique has performed better 

than other (EER = 2.146 % and= 0.9690). 

1) Fusion at feature level: We also investigated the 
integration of multiple biometric modalities at the 
representation level. The data obtained from each biometric 
modality (LIF, LMF, RIF and RMF) is used to compute a 
feature vector. The idea of fusion at the feature extraction level 
is to concatenate the feature vectors of different biometrics 
(different fingers). The new observation vector has a higher 
dimensionality and represents a person’s identity in a different 

feature space. Several fusion techniques has been proposed by 
various researchers. To find the better of the all fusion 
techniques, with the lowest EER, table showing the results were 
generated (see Table 3). This Table shows that the LMF and 
RMF combination with HORIZONTAL technique offers better 
results (EER = 1.126 % and = 0.9618).  

2) Fusion at matching score level: In our system the 

individual matching scores are combined to generate a single 

scalar score, which is then used to make the final decision. 

During the system design we experimented five different fusion 

schemes [12]: Sum-score (SUM), Sum-weighting-score 

(WHT), Min-score (MIN), Max-score (MAX) and Mul-score 

(MUL). Table 4 provides the performance of the identification 

system. From Table 4, it is clear that our identification system 

achieves a best performance when using all finger with Sum 

rule fusion (EER = 0.269 % and = 0.9676).  

In Fig. 4.(a), we compare the performance of unimodal and 

multimodal system. The results show the benefits of using the 

multimodal system with matching score level fusion. Finally, 

the results expressed as a FAR and FRR depending on the 

threshold and the distance distributions of genuine and imposter 

matching’s obtained by the proposed scheme, if the all fingers 

TABLE I.  OPEN SET IDENTIFICATION TEST RESULTS IN THE CASE OF SINGLE BIOMETRIC 

 
TABLE II.  OPEN SET IDENTIFICATION TEST RESULTS IN THE CASE OF FUSION AT IMAGE LEVEL 

 

 

Fig. 2. Unimodal system performance. (a) The ROC curves for all finger types, (b) The dependency of the FAR and the FRR on the value of the threshold 

(LIF modality) and (c) The genuine and impostor distribution (LIF modality). 
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are fused in the case of matching score level by SUM rule, are 

plotted in Fig. 4.(b) and Fig. 4.(c), respectively. 

V. CONCLUSION AND FURTHER WORK 

This paper proposes an efficiency scheme for FKP 

identification using the HMM and 2D-BDCT. Firstly the ROI 

is divided into non-overlapping and equal-sized blocks, and 

then, applies the DCT over each block to produce the feature 

vector. Subsequently, we use the HMM for modeling the 

feature vector of each FKP. Finally, Log-likelihood scores are 

used for the matching process. The proposed scheme is 

validated for their efficacy on PolyU FKP database of 165 

users. Our experimental results experimental results indicate 

that the proposed system has a good capability to identify a 

person’s identity. Our future work will focus on the 

performance evaluation using other fusion level (decision), and 

combining both FKP and palmprint to get security system with 

high accuracy. 
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Abstract — The majority of educational institutes and training centers are using some kinds of e-Learning via online platform i.e. 

Course Management System (CMS), Learning Contents Management System (LCMS). These platforms are somehow fixed to the e-

contents of the tutor and teacher, while there are huge Open Educational Resources (OERs) available in the Web and ready for using 

and sharing. This paper proposes a Recommender System (RS) to recommend automatically OERs to a CMS after crawling them from 

Web to solve the students "Information Overload" problem arising from searching Web resources. This paper provides background of 

CMS - LCMS and RS as well as some examples. In addition, it discusses the suitability of main RS approaches to recommend digital 

resources from Web to support students’ needs. Finally, it presents a new proposal of RS algorithm which could automatically 

recommend suitable digital learning resources to a student in his active course. 

 

Keywords— Recommender System, Open Educational Resources, Course Management System, Learning Management System 

I. INTRODUCTION 

Using web to deliver educational contents is the latest 

trend in training and education development industry [26]. 

However, the majority of the current online learning content 

management systems (LCMSs) are somehow fixed to the e-

contents of the tutor and teacher. Moreover, the majority 

contents of the current LCMSs cannot be customized upon 

the learner’s interests.  

A. Open Educational Resources (OERs) 

We agree with whom calling Open Educational Resources 

(OERs) as a learning revolution since we see many big 

universities adopt OERs. Moreover, many other institutes 

started OERs Initiatives in the time we see some of OERs 

and Massive Open Online Courses (MOOCs) gain millions of 

students. Nowadays there are huge data related to OER ready 

for using, sharing, customizing. The main question here is 

how can we benefit from these huge OERs? 

Many educational institutes and training centers are using 

an eLearning platform (LCMSs) to automate the 

administration of their training events and educational 

contents. In the same time, the students suffer from the 

"Information Overload" problem, when they find in the Web 

thousands of results that are not suitable and not related to 

their LCMSs courses (eCourse).  

Consequently, to solve this problem, the institute needs 

RS (Recommender System) to present interesting educational 

resources which relates to students eCourse as well as fit their 

preferences from the internet via a topical web crawler (i.e., 

focused spider) that visits the web sites of OERs, crawl its 

contents, and index them based on the keywords. The 

retrieved resources could be listed automatically in a 

particular eCourse upon suitable priorities and ranking upon 

their importance to the tutor and learner. Figure No. 1 

represents our RS system. Open Educational Resources 

(OERs). 
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Our web crawler will worth nothing if there are no open 

resources to crawl. Fortunately there are many educational 

websites allow the accessing and retrieving of their 

educational resource especially the OERs websites. 

 

Fig. 1. A general structure of RS system 

OERs began in 2001 when Massachusetts Institute of 

Technology (MIT) first announced to making all of its course 

materials freely available [16]. Its initiative called MIT 

OpenCourseWare (OCW) under the Website 

(http://ocw.mit.edu) to publish all of its undergraduate and 

graduate-level courses materials online, partly free and 

openly available to anyone, anywhere.  

As of March 2014, over 2200 courses were available 

online [14]. 

The initiative has inspired a number of other institutions 

to make their course materials available as OER. Nowadays 

there are many institutions offer their course materials 

available online. We can find 40 of them in [6]. More and 

more could be found in [1]. As an example, the following 

projects and resources have been selected to illustrate the 

richness and diversity of the current initiatives in open 

educational and related resources and practices: 

 M.I.T. Open Courseware (OCW), http://ocw.mit.edu 

 OpenLearn – Open University UK, 

http://openlearn.open.ac.uk 

 World Bank - Open Knowledge Repository, 

https://openknowledge.worldbank.org  

 Center for Open and Sustainable Learning (COSL) / 

OpenEd conferences, http://cosl.usu.edu 

 Commonwealth of Learning – COL's Directory of 

Open Education Resources, www.col.org 

 Connexions (online platform for managing and sharing 

of open course modules), http://cnx.org 

 Creative Commons, http://creativecommons.org 

 Directory of Open Access Journals, www.doaj.org 

 Arabic Open programming school, barmaje.com 

The term OER has been used to refer to learning materials 

such as: 

 Learning objects (quizzes, animations, interactive 

maps, timelines, etc.) 

 Audio lectures 

 Audio-video lectures 

 Images 

 Sounds and music 

 Entire course content 

 Collections of journal articles and institutional 

repositories 

 Textbooks 

B. Course Management System (CMS) 

It called also Learning Content Management System 

(LCMS) is an eLearning platform which is considered as an 

important part of eLearning solutions [9]. Moreover, there are 

some concepts similar to LMS (with a small difference), e.g. 

LMS (Learning Management System) and Portal Learning. 

Generally, CMS is software that automates the 

administration of training events; it manages the log-in of 

registered users, manage course catalogs, track learner 

activities and results, as well as provide reports to 

management. 

The market of CMS, LCMS and LMS is increasing fast, 

and there are hundreds of them in the market, for example 

[13] list 599 of them; some of CMS, LCMS and LMS are 

commercial Software, while others are free Open-Source 

LMSs. The following list shows some LMSs: 

- Commercial LMS: e.g. WebCT <www.WebCT.com> and  

 eCollege <www.ecollege.com>.   

- Open-Source LMS: e.g. MOODLE <http://moodle.org> 

and ILIAS <www.ilias.de>. 

C. Focused crawler 

The e-course content has increasingly become a focus for 

the learning process. The educational contents’ update, 

however, has become a growing challenge to produce high 

quality and fresh educational material. Therefore, in this 

model we implement an effective web crawler to crawl the 

websites of OERs, e.g. http://ocw.mit.edu, download the 
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recent course-related educational resources, and integrate 

these updates with the existing course materials.  

The web crawler [27, 4, 22, 28] is a web application that 

crawl websites by taking a list of seed URLs as an input, 

determine the IP address of the host name, download the 

corresponding resources and extract the links to continue the 

process. For example, the courseware Watchdog [23, 20] 

which is part of the Personalized Access to Distrusted 

Learning Repositories (PADLR) framework has a focused or 

a topical web crawler to retrieve learning material from the 

WWW to be a part the learning materials.  

In order to restrict the crawling to a material-relevant 

process, the crawling is done topically or focused.  

II. RECOMMENDATIONS SYSTEMS 

Have been widely implemented and accepted in many 

Internet sectors [5]. We are familiar with recommendations of 

products (e.g. books, music and movies) and of services (e.g. 

restaurants, hotels, Web sites); likewise recommendation is 

not arising from the digital era, but an existing social 

behavior in daily life. In everyday life, we rely on 

recommendations from others. [10]. 

Generally, the internet reaches the Billion Terabytes of 

data and the Web is still growing faster; as a result, the users 

suffer from the "Information Overload" problem, when 

searching the Internet [21]. Fortunately, the aim of RSs in 

Web applications is to present interesting information that fits 

the users’ tastes and preferences with little effort.  

In contrast, sometimes RSs are used to hide special 

information, and specifically, the aim of RSs in eLearning 

applications is listing “the closest available learning objects 

to what the instructor describes as the module’s content” [3]. 

A. Current Usage of RS 

RSs have been widely used in many Internet activities. It 

is worth mentioning some examples of the current actual uses 

of RS:  

 eCommerce: RSs are used “to suggest products to 

their customers and provide consumers with 

information to help them decide which products to 

purchase” [19]. eCommerce leaders like Amazon.com 

and Netflix have made recommender systems a salient 

part of their websites [11]. 

 Web pages: RS is used to solve the “overload 

problem” in the Internet, when using search engines 

(e.g. Google, Bing, yahoo) which produce thousands 

of pages to one researched item; most of them have 

worthless relation to the researched item or of no 

interest to the user. Example of search engines which 

used RS: Mi Yahoo! http://my.yahoo.com and 

Alexa.com.  

 Censorship systems: RSs used to protect children 

from accessing undesirable material on the internet. 

e.g. cyberpatrol.com, as well as Prevent citizens from 

exploring some Web sites; which some governments 

already did. 

 Other sectors: Examples:  

1) News: e.g. <www.lemonde.fr>, 

2) Encyclopedia: e.g. <http://wikipedia.org>,  

3) Software: e.g. <http://download.cnet.com>,  

4) Stores: e.g. <www.drugstore.com>,  

5) Tourist information: e.g. 

<www.viamichelin.com>, 

6) Digital library: e.g. <http://ieeexplore.ieee.org> 

and <http://citeseerx.ist.psu.edu >. 

B. RS and eLearning 

eLearning is able to apply RS, which may be used to 

recommend the most appropriate content to students. In this 

paper, the focus will be at the use of RS in CMS. Some 

researchers mentioned the abilities of using RS in eLearning 

systems in general and CMS in particular. [3, 2, 12, 8, 18]. 

In the following we introduce the suitability of using RS 

approaches in the CMS. 

 

III. THE SUITABILITY OF RS APPROACHES 

RSs consist of approaches; every approach has its 

techniques. However, there are many systems that use Hybrid 

Recommender System, which combines two or more 

recommendation techniques to gain better performance. 

Here, we are going to preview the suitability of the main 

RS approaches to recommend digital resources from Web to 

a CMS: 

A. Content-Based System 

In this type, the resources are selected by having 

correlation between the content of the resources and the 

user's preferences. In the context of this research this system 

could be used within RSs as a primary approach to find the 

digital resources from Websites, by detecting similarities 

between the current eCourse attributes (name, keywords, 

abstract …etc.) and the OERs attributes. 

B. Collaborative Filtering Systems 

It recommends items or resources to a target user, based 

on similar users’ preferences, and on the opinions of other 

users with similar tastes. It employs statistical techniques to 

find a set of users known as neighbors to the target user, 

examples: Amazon.com and ebay.com.  
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This system has some methods to calculate the likeliness 

from the rating matrix, the suitable one to our RS is Memory-

Based Algorithm (also known as k-Nearest Neighbor 

Method), and because it is suitable to environments where the 

user preferences have to be updated rapidly. 

C. Demographic-Based Filtering 

It uses “prior knowledge on demographic information 

about the users and their opinions for the recommended items 

as basis for recommendations” [15]. It aims to categorize the 

user based on personal explicit attributes and make 

recommendations based on demographic group that a user 

belongs to, such as (income, age, learning level, or 

geographical region), or a combination of these 

clusters/groups. E.g. the Free e-mail suppliers put 

advertisements based on the user demographic information, 

like Yahoo as well as Google search engine.  

The Demographic-Based Filtering could be used in the 

process of recommending digital resources as a 

complementary approach. 

D. Rule-Based Filtering 

It is filtering information according to set of rules 

expressing the information filtering policy [24]. These rules 

may be part of the user or the system profile contents and it 

may refer to various attributes of the data items. In general, 

this system is used widely with: 

 Censorship: It is useful in the protection domain e.g. 

the protection of kids from accessing some materials, 

e.g. Cyberpatrol.com and Cybersitter.com [7]. 

 Spam Filtering: It is useful to be used against the 

Spam e-mails, e.g. Spam Assassin < 

http://spamassassin.apache.org> and MailEssentials 

<www.gfi.com>.  

This system could be used within RSs to filter the 

recommendations list of digital resources upon some rules of 

the system and the student. 

E. Hybrid Recommender System 

“It combines two or more recommendation techniques to 

gain better performance with fewer of the drawbacks of any 

individual one”. [17]. Examples of systems [21, 25]. 

IV. A GENERAL RS PROPOSAL 

The suitable RS approach to recommend OERs from Web 

to CMS will not be a pure one, but it will be a Hybrid, which 

mixed some of the previous approaches. 

The following general RS structure could be suggested 

(see Figure 2). 

We list some consideration of this proposal structure: 

 Content-Based System is used as a primary approach 

because it can give comprehensive, related and 

sufficient recommendations by using the resources 

attributes in the recommendation process. 

 Collaborative Filtering Systems is not used as a 

primary approach because this approach becomes 

useful only after a "critical mass" of opinions, which 

means less numbers of recommendations or null 

recommendations. 

 

 

Fig. 2. A general proposal structure of RS algorithm 

 Demographic-Based Filtering and Rule-Based 

Filtering used as complementary approaches, because 

the demographic information and the rules are not 

useful to be a primary approach.  

 The recommendations will appear at the eCourse 

window when the student enters his eCourse.  

A. The Stage of Crawling, Fetching and Retrieving 

In this stage, the Crawler System via Content-Based 

System will Fetch the admin suggested websites for digital 

resources and  select these resources by detecting similarities 

between the items of the eCourses in CMS and the items of 

digital resources in websites, then the Crawler System 

retrieves them into the Repository of Digital Resources.  
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The eCourse items include: name, keywords, abstract 

…etc. Empirically, as shown in Figure 3, the tutor configures 

the crawler for his own course -- CSS is the example here. 

First, the tutor is supposed to enter the seed URL/URLs for 

his course, and deiced the suitable keywords for the course 

content. Second, he determines the successive crawling 

frequency. And finally, the type of fetched content is 

selected. 

 

Fig. 3. Crawler content panel 

Consequently, as shown in Figure 4, the crawler visits the 

source file of the specified URL (e.g., search.mit.edu), the 

recognizes the CSS as a keyword, and fetch the URLs under 

the mata tag  “< a href =…” as a potential content resouce.  

 

  
Fig. 4. Source file of search.mit.edu 

B. The Stage of Teacher Recommendations 

The teacher has the ability to upload digital resources of 

his own, colleagues, OERs … associated to an eCourse into 

the Repository of Digital Resources. These Resources are 

recommended ones and mainly the best ones. 

After the teacher uploads any resource, the system is 

deleting any duplicate. Also, the system gives the teacher 

resources high priorities. 

C.  The Stage of Filtering 

When the students inter his eCourse, this stage will be 

activating. This Stage consists of: 

 Collaborative Filtering: this approach will organize 

the priorities of the recommendations. The general 

mechanism based on defining subgroups (every 

subgroup known as the nearest neighbors) whose 

preferences are similar to the active user, so the 

nearest neighbors of the active student are those 

students who share the same institute (department, 

school). Then this stage calculates the average of the 

subgroups rating to order the recommendations upon 

the high rates. 

 The Rating Matrix: The target CMS need to have a 

way to capture the rating by explicit, implicit methods 

or mixture of them. These students’ rates of the digital 

resources saved in the CMS database as a table of two 

dimension matrix; where the row represents all the 

rates of one student on all digital resources while the 

column represents all the rates of all students on one 

digital resource (see table I). 

Table I. rating matrix 

Digital Resources 

Student 
Dr1 Dr2 … Drm 

Std1    2 

Std2 5 3 3  

…   3 5 

Stdn 3  5  

 

 The general steps of Collaborative Filtering are: 

a) Receiving the list of the recommended digital 

resources. 

b) Finding the neighbors of the active student.  

c) Finding the average rates of the neighbors for every 

recommend digital resource. 

d) Organizing the recommendations upon the highest 

average; firstly, organizing the set of the “teacher 

recommendations” which already have the higher 

priorities then organizing the other recommendations 

set which came from Web. 

e) Finally, the “recommended digital resources” are 

passed to the next steps. 
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 Demographic-Based Filtering: Theoretically, the role 

of this approach is to filter the incoming 

recommendations upon the students’ demographic 

(and personal) data that related to education issues. 

For example, the following demographic-personal 

data could be related to the education issues: preferred 

language, student specialization, study level year, 

faculty, and department. The language filtration as an 

example means that the active student needs all the 

recommended digital resources in his preferred 

language, so any language of digital resources in the 

recommendations list defer from his preferred 

language will be deleted.  

 The general steps of Demographic-based Filtering are: 

a) Receiving the list of the recommended digital 

resources. 

b) Reading the related demographic and personal data 

of the active student profile.  

c) Matching the related fields of each digital resource 

from the list with the fields of the active student 

profile, so if the matching process is not positive; 

the digital resource will be deleted from the list. 

d) Finally, the “recommended digital resources” are 

passed to the next steps. 

 Rule-Based Filtering: It will filter the incoming 

recommended digital resources upon a set of rules, 

which could be found in the student profile and in the 

system profile. The system administrator put some 

rules in the system profile, while the student can put 

his own rules in his profile. 

We suggest that the following types of rules that 

could be used in the student profile and the system 

profile to filter the listed digital resources (see figure 

5):  

1) Link: the system will filter out any digital resource 

whose link found in the rules profiles.  

 

Fig. 5. Student and system rules 

2) Phrase or word: the system will filter out any digital 

resource which his name, keywords or abstract 

match any “phrase” or “word” found in the rules 

profiles.  

3) Date: the system will not show any digital resource 

does not fit the date criteria. 

4) Size: the system will not show any digital resource 

does not fit the size criteria. 

5) Type: the system will not show any digital resource 

does not fit the type criteria. 

 The general steps of Rule-Based Filtering are: 

a) Receiving the list of the recommended digital 

resources. 

b) Reading the following fields of the system rules: 

1) Field which contains link of digital resource. 

2) Field which contains keywords. 

3) Fields of maximum and minimum dates. 

4) Field which contains the allowed size. 

5) Field which contains the forbidden types. 
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c) The system deletes from the recommendations list 

every digital resource that matches any link or 

keywords as well as any digital resource whose 

dates are out of the minimum-maximum dates. It 

also deletes any digital resource, whose size is larger 

than the allowed size and whose type matches the 

forbidden types. 

d) Reading the same fields of rules from the student 

profile and repeating the filtration process. 

e) Finally, the “recommended digital resources” are 

prepared to be presented in a suitable way on the 

windows of active student eCourse. 

V. DISPLAYING RESULT VIA CMS/LCMS 

Displaying results to students could be done within many 

methods. As a case, it could be displayed via eLearning 

platform (LMS, CMS and LCMS). Respect to our paper, the 

appropriate platform is the open source one which allow 

adding new part within the course page to display the results 

when the tutor/student accessing his course. Fortunately there 

are many Open-Source LCMSs, e.g. 

 MOODLE <http://moodle.org>  

 ILIAS <www.ilias.de/ios/index-e.html>  

 Claroline <www.claroline.net>  

As an example, we could use MOODLE in our case. 

The procedure could be the following: 

 

Fig. 4. Block of updated resource in Moodle course [28] 

a) When the user (student or tutor) logging into his 

eCourse, Moodle retrieves the existing resources in the 

repository which related to the current eCourse. 

b) The RS activate the stage of Filtering and finishing 

with a list of recommended digital resources. 

c) The list is showing in a “block” in the eCourse page.  

Figure 4 shows this example block within Moodle course 

page. 

VI. CONCLUSION 

 RSs have been widely used in many Internet activities, 

mainly to overcome the information overload problem, which 

the user faced while searching any item and getting thousands 

of unrelated results. This research tries to solve the overload 

problem when students searches Web about suitable and 

related digital resources to their current eCourse as well as 

preferable resources to their needs and taste. 

This research summarizes some essential information 

about crawler system, CMS/LCMS and RS. In addition, it 

reviews the suitability of RS approaches to recommend 

digital resources from Web to CMS/LCMS. Furthermore, the 

paper studies and presents a new RS algorithm to recommend 

suitable digital OERs from Web to students while entering an 

eCourse in CMS/LCMS. These proposed algorithm is 

considered as a Hybrid Recommender System which consist 

of some RS approaches; Content-Based System, 

Collaborative Filtering, Rule-Based Filtering and 

Demographic-Based Filtering 
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Abstract—efficient temperature aware design in modern microprocessors, especially in the design of digital portable, notebook, and 

handheld computers is becoming increasingly important. Many studies have been done on microprocessor’s dynamic thermal management 

techniques and methodologies; from thermal estimation to voltage scaling, clock gating, and total/active power monitoring and control. As 

technology, moves into deep submicron feature sizes and the leakage power are expected to increase because of the exponential increase in 

leakage currents with technology scaling. In nanometer technologies, it is observed that leakage power will become comparable to dynamic or 

total power dissipation in the next generation processors in the next few years. This paper presents a hardware design for dynamic thermal 

management strategies for microprocessors leakage power control, which is particularly appealing for portable and embedded systems. LTspice 

simulation program is used to verify the theoretical idea and confirm the design operations. Results shows that, the appropriate thermal 

management system can be designed for a much lower maximum power rating with minimal performance impact for typical applications, 

considerable amount of power consumption reduction as well as thermal aware challenges have been obtained. 

 

Keywords— Thermal Management, Leakage Power, Reverse Body Biasing. 

 

I.  INTRODUCTION 

Through past two decades, microprocessor performance has 
matured about one thousand, delivering extraordinary 
computing capabilities[1]. The evolution in microprocessor 
performance has predominantly be driven by the regular scaling 
of the transistor process featuring that expedites capacity of 
exponential transistor integration. In other words, the number of 
transistors in a dense integrated circuit doubles approximately 
every two years according to Moor’s law.  Increase in device 
count per chip and shrinkage of feature size are shown in Fig. 1 
[2,3]. More than one-million fold increase in the device count 
has been achieved these 40 years leading to almost the same 
increase in processor performance. Whenever transistor density 
increases, the power density in the microprocessors has also 
extended exponentially [3]. Further, this power, which is 
consumed by a microprocessor or integrated circuits, is 
dissipated as heat due to the resistive behaviour of the 
Complementary Metal Oxide Semiconductor (CMOS) circuits. 
High temperature has an adverse effect on many perspectives of 
microprocessors, such as transistor performance, power 
consumption and system reliability. 

Whenever transistor density increases, the power density in 
the microprocessors has also extended exponentially[3]. Further, 
this power, which is consumed by a microprocessor or integrated 
circuits, is dissipated as heat due to the resistive behaviour of the 
Complementary Metal Oxide Semiconductor (CMOS) circuits. 
High temperature has an adverse effect on many perspective of 

microprocessors, such as transistor performance, power 
consumption and system reliability. 

 

 

There are Two main components of power dissipation in 
CMOS circuits, as described in equation (1) [4]. 

Where P is the total power dissipation,  Pdynamic  is the 
dynamic power, and Pleakage  is the static/leakage power. 

Lowering power supply voltage is one of the effective 
schemes to reduce the power dissipation. A number of methods 
have been proposed to scale down the power supply voltage 
dynamically[5]. 

 

 

 

 

 

 

 

 

 

 

 

                        P=Pdynamic+Pleakage                            (1) 
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 Even though they are effective in decreasing dynamic power 
dissipation, it does not help reducing the leakage power 
effectively, which is the most responsible source for generating 
heat in CMOS circuits. The non-ideal off-state/leakage 
characteristic, or a finite resistance, of MOSFETs, current drawn 
from a power supply even when a transistor operates in the 
cutoff region. This makes microprocessor and CMOS circuits to 
consume a power even when they are in standby mode, which is 
a leakage/static power. Fig. 2 shows the dynamic and leakage 
power of a 70nm inverter for different operating temperatures. 
The leakage power, which was initially 10% of the total power 
at room temperature, increases up to 49% as the temperature 
goes up to 125C°[6]. 

As transistor geometries are shrunk aggressively, threshold 
voltage decreases to achieve high performance resulting in 
exponential increase in leakage current. Due to the continued 
scaling of technology, supply and threshold voltage, and 
leakage, power has become dominant in the power dissipation 
of nanoscale CMOS circuits. Therefore, optimal power 
dissipation for a given performance depends not only on power 
supply voltages but also on the device threshold voltage [7]. 

To effectively limit the high temperature and reduce the 
leakage power with a cost-effective, threshold voltage has to be 
increased in circuit level, by designing a dynamic hardware 
controller. Body biasing is a low power/thermal management 
technique used in microprocessors and CMOS digital circuits. It 
offers an optimum solution for the CPU power/thermal 
problems by CMOS transistors during modifying circuit 
operation or program execution. This work uses a reverse body 
biasing technique for controlling the temperature of 
microprocessor. 

The models and techniques of minimizing dissipated power 
and generated temperature/thermal variation of a high 
performance modern CMOS processor are underway, and it has 

prompted a new research area and in low-power in conjunction 
with low temperature techniques. Such as, analysis of thermal 
dynamics in multicore systems, focusing on time response to 
heat generated in a single core and its connection with very large 
scale integration (VLSI) design principles that’s presented in [8]. 
Qikai Chen in [9] stabilized the chip temperature by online 
monitoring using temperature sensor. The proposed circuits in 
[10] and  [11] adaptively adjust the body bias to its optimal value 
during the whole standby period, which result in considerable 
reduction of leakage power and effective compensation of 
process and temperature variations. . Nikhil Saxena and Sonal 
Soni in [23] present that circuit level techniques incorporated 
requiring support from technology and process level techniques 
can be more effective in reducing leakage, where they used 
stacking effect to reduce leakage current for different input 
vectors for a stack of 3 Nano technology NMOS transistors. 
Designs of Forward Body Biased Adiabatic Logic for reduction 
of average, peak, and differential power have been presented in 
[24]; this body biasing method was applied to adiabatic Toffoli 
and Fredkin gates. The designs improved over their non-body 
biased implementation in all power metrics, as well as improved 
output signals. The designs improved the differential power over 
conventional NAND and MUX gates. 

In order to ensuring low power operation for efficient power 
and temperature aware design for modern microprocessors, this 
work tries to study, design, and simulate the temperature aware 
controller based on dynamic frequency scaling. Where this 
controller adjust the threshold voltage of NMOS transistors 
within  the microprocessor by sensing it’s temperature, then 
generating frequencies matching the frequency of the 
microprocessor to make the controller respond to the change in 
temperature with a quickness proportions of the 
microprocessor’s speed. Resulted frequency will actuate the 
controller to produce a voltage, which is reverse body bias 
voltage (Vbody). 

 

II. EFFECT OF BODY BIASING ON THRESHOLD VOLTAGE, 

LEAKAGE COMPONENTS AND TEMPERATURE 

The threshold voltage is typically adjusted and 
accommodated during the fabrication process by varying the 
doping concentration in the channel area [12]. Alternatively, the 
body bias circuit technique utilizes the body terminal to 
dynamically modify the threshold voltage of a transistor during 
circuit operation. Depending upon the polarity of the voltage 
difference between the source and body terminals (VSB), the 
threshold voltage can be either increased or decreased as 
compared to a zero body biased transistor. The threshold voltage 
is increased when the source-to-substrate p–n junction of a 
MOSFET is reverse biased. The threshold voltage of a MOSFET 
can also be reduced by forward biasing the source-to substrate 
p–n junction [13]. Among the leakage power reduction 
techniques, RBB technique, which increases the threshold 
voltage (Vth) of transistors and are extensively employed to 
suppress the sub-threshold leakage current (ISUB) as depicted 
in Figs. 3 and 4 [14,15]. 

Fig. 2. Dynamic and leakage power of CMOS inverter for 

different temperatures using the 70nm technology 

Fig. 1. Trends in device count/chip and feature size of MOS 

device 
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However, this technique also aggravates short channel 
effects (SCEs), such as drain-induced barrier lowering (DIBL), 
gate-induced drain leakage (GIDL), and band-to- band tunneling 
(BTBT) current. In particular, GIDL and BTBT current 
significantly increases under the reverse body bias condition 
since the state-of-the-art MOSFETs are fabricated with high 
overall doping concentrations, lowered source/drain junction 
depths, halo doping, high-mobility channel materials, etc. 

 

Fig. 3. Body bias effect on threshold voltage in 90-nm CMOS 

technology 

 

Fig. 4. Effect of body bias on leakage components for a 70nm 

predictive technology 
Furthermore, the reduction of the gate oxide thickness (tox) 
causes a drastic increase in the gate tunnelling leakage current 
due to carriers tunnelling through the gate oxide, which is a 
strong exponential function of the voltage magnitude across the 
gate oxide [16,7]. 

When the gate-to-source voltage in a MOS transistor is 
below Vth, the transistor is not completely turned off, instead, 
there is weak inversion region having some minority carriers 
along the length of the channel. 

This makes a small current flow from drain to source in 
NMOS case, which is called the sub-threshold leakage. ISUB is 
the component that affected by temperature and threshold 
voltage. This current can be expressed  based on [14]: 

𝐼SUB  =  𝜇𝐶dep

𝑊

𝐿
𝑉T

2 (𝑒𝑥𝑝
𝑉GS − 𝑉th  

𝑛𝑉T

) (1 − 𝑒𝑥𝑝
−𝑉DS

𝑉T

) 

 

Where 𝐶dep = √𝜀si𝑞𝑁sub/(4∅B) denotes the capacitance 

of the depletion region under the gate area, 𝜺si is the 
permittivity of Si, q is the electron charge, 𝑵sub is the doping 
concentration of the p-substrate, ∅B is the built-in potential, 
VT is the thermal voltage that is equal to kT/q, Cox is the 
oxide capacitance per unit area between the gate metal and 
the bulk surface, and n is the sub-threshold parameter and is 
expressed as 1 + Cdep/Cox. 

 

Fig. 5. The power-temperature thermal runaway 
 

 From the above equation that the positive feedback loop 
between power dissipation and temperature is seen i.e., 
increasing the temperature will increase the leakage current and 
increased leakage current will further increase the temperature. 
Higher generated temperatures lead to higher dissipated leakage 
and total power, therefore thermal runaway will occur when the 
rate of temperature generation becomes greater than the rate of 
heat removal [15].  

 Power-temperature thermal runaway will become more 
critical in future technologies. 

 Fig. 5 shows that, the thermal runaway is a destructive 
positive feedback condition that can occur when inadequate 
thermal control is combined with a silicon process technology 
where the leakage increases the current exponentially with the 
generated temperature. 

III. CONTROLLER IMPLEMENTATION 

The specific controller implementation of the proposed 
technique is shown in Fig. 6. The temperature of the 
microprocessor chip will be directly converted to a frequency, 
which match the frequency of the desired microprocessor or 
CMOS chip. After that, the phase locked loop (PLL) will process 
this frequency to generate the RBB voltage. 

In microprocessors, the non-uniformity of power 
consumption can cause a much higher local power density. 
Those regions on the die with a high temperature called hotspots. 
Temperature in the hotspots rise much faster than the full chip; 
therefore, they could be utilized for temperature sensing by 
using temperature sensors [16]. A voltage signal will be (2) 
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generated by temperature monitoring circuit and the value of 
voltage signal will increase proportionally with temperature [9]. 

To make the controller system operate with accurate response, 
the incoming voltage from temperature sensor has to be 
converted to a higher frequency, matching the frequency of the 
desired microprocessor. To achieve this purpose, voltage control 
oscillator (VCO) could be used [17]. After that the temperature 
is converted to frequency by temperature monitoring circuit, 
VCO and frequency divider, PLL shown in Fig. 6. will be driven 
by this frequency to generate a voltage, which is the voltage at 
the output of the loop filter within PLL.  
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Fig. 6. Block diagram of temperature controller unit 

 This voltage will be the desired reverse body bias voltage 
that has been used to decrease leakage power/temperature of 
microprocessor or CMOS chip. 

IV. SIMULATION RESULTS 

Based on specification of microprocessor and it’s 
temperature usage levels, the controller computes the required 
Vbody to be applied on the bodies of NMOS transistors within 
CPU. This means that, the temperature control unit is the power 
controller such that leakage power consumption and generated 
heat at a particular operating frequency are minimized. Table 1 
shows the temperature usage levels of Intel® Core™ i3-3217U 
1.80 GHz Processor (which is one of the modern microprocessor 
produced in recent years) [18]. 

By applying the controller on the mentioned CPU, the 
temperature control unit will be activated just when the 
temperature reaches maximum range, otherwise the controller 
will be in idle state. Jing Yang and Yong-Bin Kim approve that 
the optimal value of RBB is 0.38 [19], therefore in this work we 
will consider this value as a maximum value of RBB voltage 
generated by temperature controller unit. The maximum 
temperature range will be divided to three ranges to generate 
three values as presented in table 2. 

Table 2 confirms that the generated frequency identify the 
frequency of the desired CPU. Fig. 7. shows the simulation 
results of the controller for the three cases. 

Table 1 Intel® Core™ i3-3217U temperature levels 

Idle temperature Normal 

temperature 

Maximum 

temperature 

34 to 49 °C 50 to 60 °C 61 to 75 °C 

 

Table 2 Desired value of temperatures for the controller 

Temperature range VCO frequency RBB voltage 

61 to 65 °C 1.6 GHZ 0.1 V 

66 to 70 °C 1.7 GHZ 0.2 V 

71 to 75 °C 1.8 GHZ 0.38 V 

 

 

 

(a) 

 

 

(b) 

 

 

 

(c) 

 Fig. 7. RBB voltage with time for: (a) 61 to 65 °C; (b) 66 

to 70 °C; (c) 71 to 75 °C; 

 

Figure 7. RBB voltage with time for: (a) 62 to 64 °C; (b) 

65 to 67 °C; (c) 68 to 70 °C; 
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By applying, those values of RBB voltage on a single 

CMOS inverter, leakage current and temperature will be 

decreased significantly. Fig. 8. shows the effect of RBB voltage 

on leakage current for different temperature ranges. 

 

 

 

 
 

 

V. CONCLUSION 

Thermal management is one of the many crucial tasks in the 
design of high performance processors/CMOS chips. Current 
processor’s design challenges in portable and embedded systems 
becoming more complex and high transistor’s count, both 
thermal management and power consumption reduction is 
becoming significant in the design process. Therefore, 
improving microprocessors power and temperature have been 
the primary consideration in digital VLSI design; many 
researches are now underway on minimizing power dissipation 
and operating temperature reduction, especially for portable and 
high performance systems. In portable systems where processor 
circuits spend most of their time in an idle state with no 
computation, to maintain both the processor’s supply voltage 
and clock frequency, thermal reduction technique has emerged 
as an effective way for minimizing energy consumption as well 
as low temperature designs. In this study, a temperature control 
unit was designed and simulated using LTspice simulator for 
different temperatures’ and it was confirm that, the controller 
generates the desired values of RBB voltage for different 
temperature ranges; those values were applied for a single 
CMOS inverter, using 50nm technology.  

It was clear that the controller decreased the leakage current 
significantly, and because of the direct proportionality between 
leakage current and temperature, the temperature was 
automatically detracted.  

Therefore, the temperature aware technique confirms 
superiority on leakage power consumption reduction as well as 
temperature reduction mechanisms, and it shows the good 
promises in processor’s thermal-energy optimization. Therefore, 

it is possible to integrate and use the thoughts of this technique 
with any existing processor to study system level power and 
thermal issues for various high performance processors 
accurately.  
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Abstract— In this paper, a robust watermarking method based on modifying the DC component of the DCT coefficient is presented. 

A random generated key sequence is embedded into the DC coefficients of 8x8 blocks with a scaling factor. Effect of the scaling factor 

under several attacks is evaluated. Experiments show that the method is robust without losing the transparency. 

Keywords— Image watermarking, Robust watermarking, DCT, DC Component  

 

 

I. INTRODUCTION 

The acquisition and processing of digital information has 
become widespread in the recent years as a result of the 
increase in the use of internet both in terms of the number of 
users and the link speed. Consequently, the need has emerged 
for the protection of digital pictures against copying. One of 
the main methods which have been proposed for the protection 
of copyright is the watermarking of digital images [1]. 

Digital watermarking is defined as the hiding of digital 
data inside another digital data as a seal. Digital watermarking 
methods may be used for many different purposes including 
the protection of copyrights, data confirmation and data hiding 
[2]. Two different kinds of watermarking operations are 
implemented on digital information namely visible and 
invisible. In visible watermarking, the watermark is placed on 
an area of digital image in a way to be detected visually. In 
invisible watermarking, the watermark is hidden and can only 
be extracted by the person who embeds it with a definite 
algorithm [3]. 

Watermarking techniques are categorized into two as 
spatial and transform domain techniques according to the 
domain in which the watermark will be embedded. Spatial 
domain techniques embed the watermark by updating the pixel 
values of the source image [4-5]. Transform domain 
techniques embed the watermark in the source image by 
means of updating the coefficients of the transformation 
domains such as discrete Fourier transformation (DFT), 
singular value decomposition (SVD),  discrete wavelet 
transform (DWT) and discrete cosine transform (DCT) [6-7]. 
In general, transformation domain methods are more resistant 
against the attacks in comparison to spatial domain methods 
[8]. Numerous watermarking techniques have been proposed 
for images, videos and particularly the subjects of the 
invisibility of the watermark and its robustness against the 
attacks of the enemy have been considered important [9]. In 
robust watermarking algorithms, it is aimed that the 

information within the image to resist various image 
processing attacks and to be recognizable when it is recovered.  

In [10], it has been proposed that the watermark becomes 
resistant when it is embedded in DC components in 
comparison to being embedded in AC components. Two pre-
defined α scaling techniques have been used and evaluated 
accordingly to the block texture content.  

In this study, the method recommended by Huang et. al. 
[10] is examined in detail. The effect of the scaling factor is 
expressed numerically and the robustness and transparency is 
analyzed by evaluating the DCT based watermarking 
technique, which modifies DC components, on different 
scaling factors and images. 

II. DCT BASED WATERMARKING USING DC COMPONENT 

DCT is a sinusoidal transform and similar to the Fourier 
transform however it only uses cosine terms and for that 
reason does not include complex components [11].  

DCT is successfully used in many coding systems since it 
ensures the best energy distribution in the field of frequency 
[12]. 

A two-dimensional DCT is defined as follows [13]: 
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where I is the input image, M and N are the image height and 

width, respectively, )(up   and )(vp   are calculated as 

follows: 
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In DCT, F(0,0) is defined as DC (low frequency) 
component  and contains a dominant value in comparison to 
other coefficients. Other components are defined as AC (high 
frequency) components.  The classification of the components 
in a 8x8 block is indicated in the Figure 1. 

 

Fig. 1. DCT coefficients. 

The flowchart of DTC based robust watermarking method 
is shown Figure 2. 

 

Fig. 2. DCT  based watermarking: embedding and extraction.  

A. Watermark Embedding 

1. The original image I, is decomposed into blocks B of 
8x8. 

2. DCT is applied to all blocks individually. 

3. The watermark w is created at random with a standard  
normal distribution as µ=0 and σ=1 

iw { ,0x i k}     (3) 

In equation (3), k is the number of blocks. The process of 
watermarking is realized only by updating the DC coefficients 
of each block. The embedding equation is as follows:   

k k

k
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(u, v).(1 ) if u v 0
(u, v)

(u, v) other

F .x
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   (4) 

In equation (4), α is the scaling factor.  

4. Inverse discreet cosine transform (IDCT) has been 
applied on the blocks and the watermarked image WI 
has been obtained. 

B. Watermark Extraction 

1. The watermarked image WI and the original image I 
have been decomposed into blocks of 8x8.  

2. DCT is applied to all blocks individually. 

3. The differences of DC components in each block of 
the original image and watermarked image are 
calculated as the watermark w. 

* *

k k k

* * *

k i

i

W F (0,0) F (0,0)

W W {x ,0 i n}

 

  
  (5) 

III. EXPERIMENTAL RESULTS 

In robust watermarking it’s aimed that to keep the level of 
degradation of the watermarked image as low as possible in 
comparison to the original picture (transparency) and to ensure 
that the watermark which has been extracted from the 
watermarked image as a result of attacks to resemble the 
original watermark as much as possible (robustness).  

In this study, numerous experiments have been carried out 
using two grey level images with dimensions of 256 x 256 as 
shown in Figure 3. In the first case, host images are 
watermarked using different α values. It has been analyzed 
that to what extent the watermarked images have been 
degraded and to what extent the extracted images resembles to 
the original watermark. In another case, various attacks have 
been applied on watermarked images by using different α 
values and the robustness and transparency was analyzed. 
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                 (a) Cameraman                                        (b) Lena 

Fig. 3. Original host images for watermarking experiments. 

A. Effect of the  parameter 

In the experiments implemented in this section, the effect 
of different α values between 0.005 and 0.030 has been 
analyzed. Host images that have been watermarked by 
different α values are shown in Figure 4.  Only the results for 
α = 0.005, 0.015 and 0,030 are shown due to the lack of space. 
When the visual results are evaluated, it has been seen that 
unwanted blocking effect arises in the watermarked images as 
the α value increases. 

In Table 1, numerical results of correlation analysis are 
given to show that the similarity of the original watermark and 
the extracted watermark As seen from the Table 1, the degree 
of similarity of the extracted watermark to the original 
watermark increases as the scaling factor (α) increases. 

In Table 2, transparency of the original host image and the 
watermarked image has been analyzed by means of PSNR 
values. Choosing a high scaling factor (α) causes degradation 
in the image. 

0
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Fig. 4. Images watermarked with different α values. 

TABLE I.  ROBUSTNESS ANALYSIS FOR CAMERAMAN AND LENA 

ACCORDING TO SCALING FACTOR (  ). 

CORR Cameraman Lena 

α=0.005 0.8206 0.8368 

α=0,010 0.8857 0.9232 

α=0,015 0.8819 0.9364 

α=0,020 0.8936 0.9427 

α=0,025 0.9004 0.9390 

α=0,030 0.9037 0.9464 

B. Effect of Attacks and the α parameter 

In this section, four different attacks have been carried out, 
namely blurring(BL), JPEG compression(JC), salt & pepper 
noise(SP) and re-scaling(RS), for the purpose of testing the 
resistance of the watermarking method against attacks. Visual 
results and numerical analysis have been presented. 

TABLE II.  TRANSPARENCY ANALYSIS FOR CAMERAMAN AND LENA 

ACCORDING TO VARIOUS SCALING FACTORS (  ). 

PSNR Cameraman Lena 

α=0.005 117.2014 117.0920 

α=0,010 104.3893 104.3280 

α=0,015 95.9988 96.1121 

α=0,020 91.2254 90.5543 

α=0,025 87.1736 86.5733 

α=0,030 83.6518 82.3390 

Due to limited space, the attacks that have been applied to 
the watermarked image only for the α = 0.015 have been given 
for Cameraman and Lena, respectively, in the Figure 5 and 6.   

 

 
 (a) Blurring (b) Jpeg Compression 
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 (c) Salt & Pepper Noise (d) Re-scaling 

Fig. 5. Attacks on the watermarked images while α = 0,015 for Cameraman 

image.  

In Table 3, the similarity of the watermarks, which have 
been extracted after various attacks, to the original watermark 
has been obtained by correlation values. For both of the test 
images, correlation values have been obtained as higher than 
0.25 even at the lowest value of α = 0.005 and it was 
determined that the watermark is present in the image. On the 
other hand, the correlation values were over 0.8 and the 
existence of the watermark was undisputable at the value 
0.030. 

IV. CONCLUSION 

In this study, effect of scaling parameter (α) on watermark 
extraction and degradation of image in robust watermarking of 
images has been examined by means of the modification of 
DC components in DCT. The effect of the watermarking 
method and α parameter has been analyzed by applying 4 
different attacks. The results obtained have indicated that an 
appropriate α value must be chosen in order to ensure that the 
extracted watermark has a high degree of robustness and 
transparency. 
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 (a) Blurring  (b) Jpeg Compression 

 
 (c) Salt & Pepper Noise (d) Re-scaling 

Fig. 6. Attacks on the watermarked images while α = 0,015 for Lena  image.   

TABLE III.  ROBUSTNESS ANALYSIS AGAINST VARIOUS ATTACKS FOR 

CAMERAMAN AND LENA ACCORDING TO THE SCALING FACTOR 

CORR Attacks 

Cameraman BL JC SP RS 

α=0.005 0.2857 0.6545 0.2735 0.7949 

α=0,010 0.5479 0.8045 0.5474 0.8809 

α=0,015 0.6423 0.8475 0.6757 0.8779 

α=0,020 0.7217 0.8733 0.7190 0.8914 

α=0,025 0.7739 0.8864 0.7646 0.8978 

α=0,030 0.8127 0.8906 0.8231 0.9031 

Lena BL JC SP RS 

α=0.005 0.3443 0.6549 0.3164 0.8337 

α=0,010 0.5963 0.8405 0.5487 0.9231 

α=0,015 0.7213 0.9038 0.7276 0.9358 

α=0,020 0.8118 0.9174 0.8062 0.9424 

α=0,025 0.8338 0.9257 0.8264 0.9385 

α=0,030 0.8773 0.9390 0.8657 0.9466 
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Abstract — Recently there has been a notable increases in the importance of intrusion detection systems’ (IDS) ability to accurately 

identify new types of threats and attacks. However, limitations exist within IDS frequently rendering them inaccurate in detecting 

attacks; the primary reason for this has been false negative or false positive alarms. The purpose of this paper is to contribute to the 

enhanced detection of new attacks. Because of the developments mentioned above, improvements to IDS efficiency must be made to 

harden the system security. If current system security measures are left unresolved, increased frequency of system damage and/or 

crashes can be reasonably anticipated. Based upon experimental testing of sample attacks, this paper proposes a new method for 

updating a blacklist based on the extraction of patterns through comparison to known malicious activities and code, using similarity 

measurement against a predefined database and network traffic, after analysis and classification of anomalies.   We demonstrate that 

intrusion black list modeling shows continued promise in making analysis of network traffic more efficient, and IDS critically more 

accurate. 

 

Keywords—network security; intrusion; IDS; similarity measurement  

I. INTRODUCTION  

Through increases in use of Internet Technology (IT) 
and the ever increasing skill of attackers, previously 
unknown threats to network stability continue to abound. 
Because of this, the protection of Information Systems (IS) 
against malicious activities and attacks in networks has 
never been more critical. There already exist many software 
tools to strengthen network security, such as Anti-Virus, 
Firewalls, IDS, etc... This paper focuses on Intrusion 
Detection System (IDS); IDS is generally structured as 
second stage of defense. The design intent of IDS is to 
detect attacks and notify administrators whenever there is 
suspicious or abnormal traffic. 

 The most prominent limitation of IDS to date has been 
false readings of code and activity (either false positive or 
false negative) which result in inaccurate attack detection 
events. IDS is, therefore not perfectly equipped to detect 
new attacks. We suggest that if IDS designers strategically 
integrate techniques based in similarity theory IDS should 
realize increased detection accuracy.  

Defensive security approaches such as Intrusion 
Detection System (IDS) and Intrusion Protection System 
(IPS) were developed to detect, prevent, and establish a 
perspective of network attacks. Intrusion must be analyzed 
more intensively to generate accurate data profiles 

describing each attack and to establish a more suitable 
decision-making power within the IDS. 

Intrusion analysis techniques (which were originally 
developed to enhance IDS) provide details about the traits of 
the attack and the behavior of the attacker. Analysis of 
attack intention is a prime example of the focus of intrusion 
analysis. Typical items of interest to intrusion analysis 
include IP addresses, ports, type of services and protocol, 
etc. The most common techniques for intrusion analysis 
depend on determining the features from the attack path as 
reported by [14-18]. The drawback of these techniques is 
that they are not suitable for large numbers of features. It 
has thus far been limited to handling specific types of 
features, and has yet to develop to an operationally feasible 
state, capable of efficiently presenting all the distinctives of 
an attack. With that limitation in mind, these techniques do 
work well with specific types of attacks, such as Distributed 
Denial of Service (DDOS) attacks.  

In general, attack analysis is a critical and challenging 
task in security management [10]. The limited capability of 
security sensors and network monitoring tools make attack 
observation inaccurate and render the output 
incomprehensible. 

This paper, presents a set of processes, shown in Fig. 1 
that apply a similarity measurement to identify new attacks 
and add them efficiently to a blacklist. The proposed model 
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will be described in section 3 which defines the internal 
processes of the model. In section 4, we will explain the 
most salient ideas and issues in the current body of research. 
Finally, our experiments and discussion of findings are 
provided, based upon samples of statistical data describing 
known attack features. 

II. RELATED WORKS  

This section reviews literature on the network security, 
attacks and threats, intrusion detection systems and attack 
similarity theory. 

Since the advent of the Internet, the number of LANs 
and personal computers has increased dramatically and this, 
in turn has given rise to a global, virtual environment, 
vulnerable to substantial security risks which arrive through 
networks. Firewall devices which impose an access control 
policy between two or more networks via software or 
hardware were a reaction to this new threat reality. Firewalls 
were primarily aimed at e-mail and Web surfing and sought 
to control inbound and outbound access to the Internet. 

Network security is critically important in today’s world 
because it is secures all information passing through 
networked computers. Network security involves with all 
hardware and software functions, characteristics, features, 
operational procedures, accountability measures, access 
controls, administrative and management policy required to 
provide satisfactory level of safety for hardware, software, 
and information in a network [1]. 

Design and implementation of a network security model 
was presented in [2] using routers and firewall. Within that 
function, it also identified: 

1)  the network security weaknesses in router and 

firewall network devices,  

2) the type of threats arriving at entry points guarded 

by the firewall,  

3) the system’s responses to those threats, and  

4) the method to prevent the attacks and hackers from 

accessing the network.  

 
The proposed model in [2] provides a checklist to use in 

evaluating whether a network is adhering to best practices in 
network security and data confidentiality. However, the 
model aims to protect the network from vulnerabilities, 
threats, attacks, configuration weaknesses and security 
policy weaknesses. 

Generally, the authors of [3] started with the current 
situation of network security and analyzed its most 
influential elements to provide references the development 
of new models for securing computational property within 
networks.   

  An intrusion detection system detects various kinds of 
malicious network traffic and computer usage that cannot be 
detected by a conservative firewall. Thus, some researchers 
have focused on different types of attacks on IDS and given 

descriptions of different attacks aimed at different protocols 
such as TCP, UDP, ARP and ICMP [4].  

Whereas, the authors of [5] has concentrated on the 
design and develop the Intrusion Detection System for 
detecting Distributed Denial of Service (DDoS) Attacks in 
the network using Jpcap library in Java Programming 
language. 

A new incremental hybrid intrusion detection system 
was proposed by [6]. This framework combines incremental 
misuse detection and incremental anomaly detection. The 
framework can learn new classes of intrusion that had not 
existed in previous data used for training incremental 
misuse detection. The framework has lower computational 
complexity so it is suitable for real-time or on-line learning.  

Most intrusion analysis approaches are based on alert 
correlation techniques. These techniques are connected to 
network tools for assistance (such as IDS) to understand and 
analyze the intrusion event. The drawback of most of these 
techniques is that they are developed to prevent future 
attacks and minimize damage [11, 12, 13]. Thus, innovative 
methods and techniques are needed in the analysis of the 
attacks to increase the accuracy of the IDS through pre-
analysis and the establishment of a robust intrusion blacklist 
in advance – this would provide the greatest help to IDS in 
their decision making. 

Three novel algorithms based on the threshold algorithm 
were introduced in [7], it exploited the semantic properties 
of the new similarity measures to achieve the best 
performance in theory and practice.  

Tanimoto based a similarity measure for host-based 
intrusions on a binary feature set for training and 
classification introduced by [8]. The k-nearest neighbor 
(KNN) classifier has been utilized to classify a given 
process either  as normal or as an attack. 

The Agile Similarity Attack Strategy (ASAS) model 
proposed by [9] heuristically identifies and monitors similar 
evidence between a new criminal case and others. The 
model uses a classification method based on a relation 
between attack evidence priorities with evidence group 
values, presented as a vector. Furthermore, the model uses a 
cosine similarity as a distance-based similarity measure 
(Metric Axioms) to improve the quality of decision making. 

III. INTRUSION BLACKLIST MODEL 

This section presents a new proposed model called the 
intrusion blacklist model. The proposed model adopts 
network capturing tools such as Wireshark, and Snort, as 
Network Intrusion Detection Systems (NIDSs). Network 
traffic is captured in the initial phase through network 
capturing tools, which normally produce a huge array of 
security data. This study will be empirical, using Snort, a 
free, open source system, whose core function is to monitor 
network traffic and detect attempts at intrusion.  Where one 
or more tools within Snort will be used in each process 
(either in stand-alone status or collaboratively with tools 
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from other software packages which were tested working 
alongside Snort), there will be a series of processes which 
will lead to updating the intrusion blacklist. The proposed 
model includes five processes, i.e. collection, analysis, 
detection, classification, and similarity. 

In the collection process, network traffic will be 
compiled using Snort which in turn converts network data 
into a coded form, pcap or log file, during real time network 
data traffic capture.  The capture is then routed for analysis.  
Packets will be analytically read using tools include libraries 
such as libpcap to extract features according to signature 
and then stored to a database. This process is important 
because all subsequent processes will rely upon it; 
furthermore the useful selection of features at this stage will 
affect the work of snort.  

During the detection process, operations are performed 
to detect abnormal activity and possible attacks in packets 
by matching features with rules ranked within a hierarchy – 
this process is one of the main stage in NIDS, since it takes 
responsibility assigning a proper action in response to each 
case intrusion: either log the packet or send an alarm 
notification. Naturally, if the packet is normal will be 
ignored. Once the full process is concluded, an output file 
will be created logging all alerts generated by NIDS (Snort). 
However, the rules of the NIDS can be controlled and 
amended by the user to improve result over time [19]. 

In the classification process, the NIDS generates many 
alerts some of which will be irrelevant.  During this stage 
abnormal packets will be noted if categorized as a serious 
attack or not.  Using k-nearest neighbor classifier in this 
way can detect a serious attack and minimize false alarms, 
then store them into database [20]. 

Finally, the similarity analysis process will be used to 
evaluate similar, abnormal packets through comparison with 
a predefined database, using Jaccard with Euclidean 
distance to estimate similarity of the most recently 
discovered attack features. This approach will improve IDS 
work through data refinement and the reduction of false 
alarms. The output will be an updated Blacklist database 
whose aim is to prevent future intrusive attacks [21]. 

 

 

Fig. 1. Black list process model 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

 This section evaluates the proposed model based on its 
analysis of a sample of 50 different types of attack. Each 
attack will be analyzed and extracted to identify 10 different 
type of features, such as, source IP address, destination IP 
address, port number, vulnerability, alert priority, time of 
life, type of protocol, type of service, …etc.  

Each feature will be numbered from 1-10, and it will be 
weighted for subsequent calculation based on criteria that 
rank the importance of each feature and the frequency of its 
occurrence.  

Table I shows features’ occurrence for each attack with a 
predefined attack database. The similarity percentage will 
be calculated using similarity measurement  as a real-valued 
function that quantifies the similarity between the 
suspicious attack described in the Snort database and the 
observed attack. 

TABLE I.  EXAMPLE OF SIMILARITY OF THE ATTACK FEATURES  

Feature # 
Feature  

Similarity 

1 12 % 

2 30% 

3 1% 

4 0% 

5 0.02% 

6 0.22% 

Page |  351



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0053   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

7 0% 

8 0.32% 

9 50% 

10 2% 

 

The evaluation of the results shows that the proposed 
intrusion blacklist model provides useful information and 
increases the possibility of detecting the real attack. 
Moreover, it helps IDSs eliminate the most similar features 
of the intrusions based on the similarity of attack features 
shown in Fig. 2; this helps improve the decision making 
process and the accuracy of the IDS. 

Fig. 2. Similarity of features of the attack 

V. CONCLUSION AND FUTURE WORK  

This paper proposes a new model to pre-analyze attacks 
during network traffic. The proposed model expects to make 
intrusion detection more accurate, an invaluable asset to IDS 
and all users. The proposed model will improve the quality 
of IDS decision making, in order to obtain clear information 
and achieve acceleration of the intrusion detection. Attack 
analysis is a critical and challenging task in network security 
management. Furthermore, features of attack recognition 
and analysis are an important research area in the field of 
network security. Obviously, to gain a higher ratio of 
intrusion detection, deeper analysis is desirable, as are more 
efforts to identify features of new attacks using suitable 
network security tools. 

This paper is expected to conclude that most intrusion 
analysis approaches are based on alert correlation 
techniques which are used to understand and analyze the 
intrusion occurrence. Thus, the contribution of the research 
is anticipated to be the formulation of new, innovative 
methods and techniques aimed at increasing the accuracy of 
the IDS in order for it to be improved as a strong 
preliminary intrusion analysis tool capable of establishing a 
more reliable intrusion blacklist before actual attacks occur, 
and to thereby to help the IDS in its decision making. 
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Abstract—Authenticated key agreement protocols play a significant role in securing communications over public network channels 

(Internet). This paper proposes a new key agreement protocol based on factorization problem over nonabelian groups. Then it presents 

two different ways to provide mutual authentication for the proposed protocol; this paper presents a new authenticated key agreement 

protocol using fixed shared password and a new authenticated key agreement protocol using a digital signature. It also provides 

security analysis for the proposed two authenticated key agreement protocols. 
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I. INTRODUCTION 

To establish a secured communication, legitimate entities 
need to share a secret key. To limit the information available 
to the attacker, this key should be fresh each time they start a 
new communication (session). This can be done by using a 
key agreement protocol. A key agreement protocol is very 
important aspect in modern cryptography. Key agreement 
protocols [1] allow two or more entities in order to establish 
together a shared secret key. The value of this secret key is a 
function of the information contributed by the legitimate 
entities. In 1976, Diffie and Hellman proposed the first key 
agreement protocol [2] based on the public key 
cryptography. The security of the Diffie-Hellman protocol is 
based on the discrete logarithm problem (DLP) [3]. 
Nowadays, most secured communications use the Diffie-
Hellman protocol in order to establish a secret key. If a 
polynomial algorithm is found to solve DLP, all these 
communications will be breakable at once. So, since Diffie-
Hellman protocol, there are many attempts to construct a key 
agreement protocol based on other problems [4-12]. One of 
these problems is the factorization problem over non-abelian 
(non-commutative) groups [6]. Let x ∈ G, where G is non-
abelian group, and y = axb, then the factorization problem is 
to find a, b satisfying a−1y = xb. In this paper we propose a 
new protocol based on factorization problem over non-
abelian groups. Then we present two directions in order to 
provide mutual authentication for our key agreement 
protocol. One of these directions use a fixed shared password 
between the legitimate entities, and the other use the digital 
signatures for authentication. 

The rest of this paper is organized as follows. Section II 
proposes a new key agreement protocol. Section III presents 

two authenticated key agreement protocols. One of them 
uses fixed shared password and the other uses a digital 
signature for authentication. Section IV provides the security 
analysis of our two authenticated key agreement protocols. 
Finally, Section V gives the conclusion and further work. 

II. A NEW KEY AGREEMENT PROTOCOL 

This section proposes a new key agreement protocol. 
This protocol is similar to Katvickis-Vitkus protocol [13] and 
Cho et al. protocol [6]. Let 𝕄 be the set of all n × n matrices 
over ℤp, where p is a large prime. Let 𝕄L, 𝕄R ⊂ 𝕄 such 

that ALBL = BLAL ∀ AL, BL ∈  𝕄L and ARBR =
BRAR ∀ AR, BR ∈ 𝕄R. A singular matrix P ∈  𝕄 is publicly 
known. Also, PAL ≠ ALP ∀ AL ∈ 𝕄L and PAR ≠
ARP ∀ AR ∈ 𝕄R. In this context our protocol can be 
described as follows: 

1. Alice randomly selects two matrices AL ∈
𝕄Land AR ∈ 𝕄R. Then she computes and sends YA =
ALP AR mod p to Bob. 

2. Bob randomly selects two matrices BL ∈ 𝕄L, BR ∈
𝕄R. Then he computes and sends YB = BLP BR mod 
p to Alice. 

3. Alice computes the key KA = ALYBAR mod p =
ALBLP BRAR mod p. 

4. Bob computes the key KB = BLYABR mod p =
BLALP ARBR mod p. 

Since ALBL = BLAL ∀AL, BL ∈ 𝕄L and ARBR =
BRAR ∀ AR, BR ∈ 𝕄R. Thus, Alice and Bob generate the 
same key K = KA = KB = ALBLP BRAR mod p. Now, Alice 
and Bob can use the shared key in any cryptographic systems 
discussed in [14],[15] according to their needs. 
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According to [16], the complexity of matrix 
multiplication is O(n2.37286), where n is the dimension of the 
square matrices. This mean the complexity of our protocol is 
O(n2.37286). 

Let 𝕄C ⊂ 𝕄  be the set of all commutative matrices over 
ℤp, i.e. AB = BA ∀ A, B ∈ 𝕄C , and α, β ∈ ℕ, where ℕ is the 

set of natural numbers. In our protocol, let AL = APα−1, 

AR = A−1, A ∈ 𝕄C, BL = BPβ−1, and BR = B−1, B ∈ 𝕄C. 
Then we get an instance of Sakalauskas et al. schema [17].  
Which also is similar to Eftekhari protocol [18] and Cho et 
al. protocol [6]. In this context, and instance protocol of 
Sakalauskas et al. schema can be described as follows: 

1. Alice randomly selects an invertible matrix A ∈ 𝕄C 
and α ∈ ℕ. Then she computes and sends YA =
APαA−1 mod p to Bob. 

2. Bob randomly selects an invertible matrix B ∈ 𝕄C 
and β ∈ ℕ. Then he computes and sends YB =
BPβB−1 mod p to Alice. 

3. Alice computes the key KA = A(YB)αA−1 mod p =
A(BPβB−1)αA−1 mod p = ABPαβB−1A−1 mod p. 

4. Bob computes the key KB = B(YA)βB−1 mod p =
B(APαA−1)βB−1 mod p = BAPαβA−1B−1 mod p. 

Since AB = BA ∀ A, B ∈ 𝕄C, then Alice and Bob share 

the same key K = KA = KB = ABPαβB−1A−1 mod p. 

As mentioned, our protocol is similar to both Cho et al. 
and Eftekhari protocol. All of these protocols based on the 
factorization problem over the group of square matrices. 
They use the same security parameters (n, p). Thus, our 
protocol is secure as Cho et al. and Eftekhari protocols, with 
the same values of security parameters. For more details see 
[6] and [18].  

In our protocol if P is not a singular matrix and AP = PA 
for some A ∈ 𝕄L and A ∈ 𝕄R, then the attacker (Eve) can 
compute ALAR and deduce the shared key.  

For more clarification, let ARP = PAR mod p, ARBL =
BLAR mod p and P is invertible matrix. Since P, Ya and Yb 
are publicly known. Then  

1. Ya = ALPAR mod p = ALARP mod p  (since ARP =
PAR mod p) 

2. ALAR = YaP−1 mod p. 
3. KE = ALARYa mod p = ALARBLPBR mod p =

ALBLARPBR mod p (since BLAR = ARBL mod p) 
4. KE = ALBLPARBR mod p (since ARP = PAR mod p) 
5. KE = ALBLPBRAR mod p (since ARBR = BRAR mod 

p) 
6. KE = K # 

III. AUTHENTICATED KEY AGREEMENT PROTOCOLS 

Due the lack of authentication [19], the proposed 
protocol in Section II is vulnerable to the man-in-the-middle 
attack [3]. To provide an authentication, one can use a fixed 
shared password or a digital signature [20]. In this section we 
will use each of these ways in order to providing the 
authentication. 

A. A New Authenticated Key Agreement Protocol Using 

Fixed Password (AKAP-Pwd) 

Let Alice and Bob be two entities who share a secret 
password (Pwd) in advance. To use this password for 
authentication, they construct a secret matrix S from Pwd 
using a predetermined algorithm. Let HK be a keyed hash 
function [21] and let ⊕M be the bitwise XOR operation 
defined over matrices. The XOR operation of two matrices is 
done by XOR the corresponding coordinates of the entries of 
the two matrices. The matrices must be of the same order. In 
this context a new authenticated key agreement protocol can 
be described as follows: 

1. Alice selects randomly two matrices AL ∈
𝕄Land AR ∈ 𝕄R where 𝕄L, 𝕄R ⊂ 𝕄. Then she 
computes and sends YA = (ALP AR mod p ⊕M  S) to 
Bob. 

2. Bob  
a. selects randomly two matrices BL ∈ 𝕄L, BR ∈ 𝕄R. 
b. computes the key KB = BL(YA ⊕M S)BR mod p =

BLALP ARBR mod p. 
c. computes YB = (BLP BR mod p ⊕M S). 

d. computes VB = HKB
(YA‖YB‖AliceID). 

e. sends YB and VB to Alice. 

3. After receiving YB and VB, Alice  
a. computes the key KA = AL(YB ⊕M  S)AR mod p =

ALBLP BRAR mod p. 
b. checks whether VB? = HKA

(YA‖YB‖AliceID) or not. 

If it holds, Alice accepts the communication, 
otherwise Alice refuses the communication. 

c. Alice computes and sends VA =
HKA

(YB‖YA‖BobID) to Bob. 

4. After receiving VA, Bob checks whether VA? =
HKB

(YB‖YA‖BobID) or not. If it holds, Bob accepts 

the communication, otherwise he refuses it. 

Since ALBL = BLAL ∀AL, BL ∈ 𝕄L and ARBR =
BRAR ∀ AR, BR ∈ 𝕄R. Thus, Alice and Bob generate the 
same key K = KA = KB = ALBLP BRAR mod p. 

B. A New Authenticated key Agreement Protocol Using 

Digital Signatures (AKAP-DS) 

Let the entity’s E public key be PuKE and the entity’s E 
private key be PdKE. Let SignE(M) be the E’s digital 

signature of the message M. And let VerE(SignE(M)) = M 

be the verification algorithm of the digital signature 
SignE(M). In this context, a new authenticated key 
agreement protocol can be described as follows: 

1. Alice  
a. selects randomly two matrices AL ∈ 𝕄Land AR ∈

𝕄R where 𝕄L, 𝕄R ⊂ 𝕄.  
b. computes YA = ALP AR mod p. 
c. computes the digital signature SA =

SignAlice(Ht(YA)), where t is a timestamp which has 

a unique value in each session. 
d. Sends YA, t and SA to Bob 
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2. Bob  
a. ensures that t has never been used before, i.e. the 

value of t is new. 
b. verifies SA, i.e. checkes whether Ht(YA)? =

VerAlice(SA) = VerAlice (SignAlice(Ht(YA))) or not. 

If it holds, Bob proceeds with the protocol, otherwise 
he refuses the communication.  

c. selects randomly two matrices BL ∈ 𝕄L, BR ∈ 𝕄R.  
d. computes YB = BLP BR mod p. 
e. computes the key KB = BLYABR mod p =

BLALP ARBR mod p. 

f. computes SB = SignBob(HKB
(YA‖YB‖AliceID)) 

g. sends YB and SB to Alice. 

3. Alice  
a. computes the key KA = ALYBAR mod p =

ALBLP BRAR mod p. 
b. verifies SB, i.e. checks whether 

HKA
(YA‖YB‖AliceID)? = VerBob(SB) or not. If it 

holds, Alice accepts the communication, otherwise 
she refuses the communication. 

c. computes and sends HKA
(YB‖YA‖BobID) to Bob. 

4. Bob checks whether HKA
(YB‖YA‖BobID)? =

HKB
(YB‖YA‖BobID) or not. If it holds, Bob accepts 

the communication, otherwise he refuses the 
communication. 

Now, both Alice and Bob have the same secret key K =
KA = KB = ALBLP BRAR mod p. 

In our AKAP-DS one can use any secure digital signature 
schema such as Yang-Liao schema [22] or Wu et al. schema 
[23] [24]. 

IV. SECURITY ANALYSIS 

This section provides a security analysis of our two 
authenticated key agreement protocols mentioned in Section 
III. It is desirable for authenticated key agreement protocols 
to possess a numerous of security attributes [25, 26]. This 
section shows that our AKAP-Pwd and AKAP-DS possess 
these attributes. This section also shows that our AKAP-Pwd 
and AKAP-DS are immune to both passive and active 
attacks [27]. 

A. Security attributes 

This section shows that our protocols possess the security 
attributes of Known-key security, Forward secrecy, Key 
compromise impersonation, Unknown key-share, Loss of 
information, Key control, and message independence [25, 
26]. In what follows, Alice and Bob are two legitimate 
entities and Eve is an attacker.  

Known-Key Security: In our two protocols both Alice and 
Bob choose new private matrices in each session. This 
means, Alice and Bob construct a new key in each session. 
So, knowning an old session key does not affect the security 
of the current key. 

Forward secrecy: In our two protocols if the long-term 
keys (password in our AKAP-Pwd and private keys in our 
AKAP-DS) are revealed by an attacker, there is no effect of 
the previous session keys. This is because in our protocols 
the long-terms are used only for authentication purposes, and 
do not affect the value of the key.  

 Key-compromise impersonation: As any protocol uses a 
secret shared password for authentication, in our AKAP-Pwd 
if Eve knows the secret password she can impersonate Alice 
to Bob and impersonate Bob to Alice. In other words, our 
AKAP-Pwd does not provide the attribute of “key-
compromise impersonation”. While in our AKAP-DS, if Eve 
covers the private key of a legitimate entity (say Alice), then 
Eve can impersonate Alice but Eve cannot impersonate 
others to Alice. In other words, our AKAP-DS guarantees 
the attribute of “key-compromise impersonation”. 

Unknown key-share: Both AKAP-Pwd and AKAP-DS 
are designed in such ways that make it impossible for Eve to 
fool a legitimate entity (say Bob) to share a session key with 
Alice without his knowledge. In our AKAP-Pwd, the 
password is shared only between Alice and Bob, which 
means Eve neither can establish a session key with Bob as 
Alice nor with Alice as Bob. In our AKAP-DS, each entity 
has her/his own private key to prove her/his identity, i.e. Eve 
cannot impersonate a legitimate entity. 

Loss of information: Loss of information that is not 
usually available to Eve does not affect the security of our 
protocols in other sessions. For example if Eve knows AL 
or/and AR in some session(s), she cannot know the secret key 
that has been (will be) established in any other session(s). 
This is because in each session both Alice and Bob choose 
new random matrices in order to construct a new key. 

Key control: In both AKAP-Pwd and AKAP-DS, neither 
Alice nor Bob can control the value of the key. This is 
because the value of the key is a function of the information 
supplied by each of Alice and Bob. So, both AKAP-Pwd and 
AKAP-DS guarantee the attribute of key control. 

Message independence: The flows in AKAP-Pwd and 
AKAP-DS are deliberately independent. The attribute of 
message-independence is important, it prevents many 
possible attacks such as “on-line/off-line password guessing 
attack”, and replay attacks. 

B. Passive and Active attacks 

There are two main types of attacks, passive attacks and 
active attacks. In passive attacks, an attacker (Eve) can only 
eavesdrop the communication between Alice and Bob. 
Meanwhile, Eve analyzes the transformed message in order 
to compute the secret key or any other useful information 
(guessing the password or cryptanalysising the key 
agreement protocol). Our protocol is based on the 
factorization problem which is a generalization of the 
conjugacy search problem [28]. To break the protocol using 
the brute force attack, Eve needs to check out all possible 
keys. As discussed in [29] for a similar protocol, the protocol 
is secured if p = 251 and n = 32 which make the key 
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length equals to 8192 bits, i.e. the key space equal to 28192. 
If Eve has a computer with CPU speed 1THz =  1012Hz 
which does not exist until now, she needs time ≅ 28127 year 
≅ 28097 billion year (since since 1012 ∗ 60 ∗ 60 ∗ 24 ∗
365.25 ≅ 265) to check every possible key. This is much 
larger than the age of the universe (the age of the universe is 
≅13.8 billion year [30]).  In other words, our protocols are 
immune to brute force attack. 

In active attacks, an attacker (Eve) can capture, modify, 
and resend messages or even initiate and construct new 
messages. There are many types of active attacks such as 
modification attacks, replay attacks and off-line password 
guessing attacks. In what follows, we will discuss the 
security of our protocols under each type of these active 
attacks. 

Modification attacks: In modification attacks, Eve 
captures and modifies the messages (flows) in order to 
modify the shared key. Consider the scenario in which Eve 
tries to modify YA to YA

′ . Then, in our AKAP-Pwd (Section 
III.A), Alice will not accept the communication as soon as 
she checks VB in step 3. Also, in our AKAP-DS (Section 
III.B) Bob will not accept the communication as soon as she 
checks the Alice’s digital-signature in step 2. Now, consider 
the scenario in which Eve tries to modify YB to YB

′ . Then, 
Alice will refuse the communication as soon as she checks 
VB (step 3) in our AKAP-Pwd, or as soon as she checks 
Bob’s digital-signature (step 3) in our AKAP-DS. 

Replay attacks: Each of our protocols is deliberately 
designed in a way to ensure that it is impossible for an 
attacker (Eve) to replay any message without the knowledge 
of the legitimate entities. 

Off-line password guessing attack: Off-line password 
attack could be done by a passive or an active attacker. In 
off-line password attack, the attacker (Eve) tries to find the 
shared password between the legitimate entities and prove 
the correctness of this password. Since the flows (messages) 
are independent in our AKAP-Pwd, there is no way to find 
the secret shared password using the transmitting messages. 

V. CONCLUSION AND FURTHER WORK 

This paper proposed a new authenticated key agreement 
protocol. Then it presented two authentication methods. The 
first uses a fixed shared password (AKAP-Pwd) and the 
second uses a digital signature (AKAP-DS). Then this paper 
provided security analysis for both AKAP-Pwd and AKAP-
DS. It proved that our authenticated protocols guarantee the 
desirable security attributes for authenticated key agreement 
protocols. Moreover, the paper showed that both AKAP-Pwd 
and AKAP-DS are immune to passive and active attacks. 

This work will be enhanced by presenting a new 
reference schema for authenticated key agreement protocols 
[31]. 
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Abstract— Mobile payment system is defined as an electronic payment method, also it is defined as mobile money transfer and 

mobile wallet. Since mobile payment has been generated to be an attractive alternative for the traditional payments systems such as 

credit cards. In this paper Elliptic curve cryptography is used to mobile payment system. Meanwhile, the proposed mobile payment 

system includes three main processes: Authentication process, Member recognition process, and Payment process. Moreover, Elliptic 

Curve Integrated Encryption Scheme ECIES and Elliptic Curve Digital Signature Algorithm ECDSA cryptographic protocols have 

been applied to enhance the security of the proposed mobile payment system. However, the proposed system is secure, easy and 

straightforward payment process. As well as, USSD technology is used in this system for PIN authentication process with high security 

performance.  

Keywords— ECC, ECIES, ECDSA, Mobile Payment System, and Cryptography.

I.  INTRODUCTION  

 Mobile payment is defined as payment for products or 
services between two parties for which a mobile device, such 
as a mobile phone, plays a key role in the realization of the 
payment [1]. Nowadays mobile phones are spreading widely 
through social communities, and becoming a replacement for 
laptops and desktop PCs. The user demands for convenient and 
intelligent ways in which to make payments for goods and 
services using a mobile phone is creating exciting opportunities 
for those organizations that are part of the mobile payment 
ecosystem [2]. However, Mobile payments facing critical 
security issues with the rise of identity fraud, and illegal access 
to confidential data, such as credit card details. Furthermore, 
the cryptanalysis and attacking, protocols speed, and 
performance evaluation are the core elements in building a 
secure mobile payment system. Therefore, this paper focuses 
its attention on these concerns by presenting a mobile payment 
which is based on public key cryptography. The  assessment  of  
security  for the proposed mobile system is  based  on  the  

strength  of  proposed  cryptographic algorithm,  the selected 
key size, the performance and the speed of the proposed 
system. This approach is rather a replacement or a merge for 
classical way to pay using credit card and the current mobile 
payment methods.  

II. RELATED WORKS 

A. Cryptography 

Cryptography is a cornerstone of the modern electronic 

security technologies used today to protect valuable 

information resources on intranets, extranets, and the Internet. 

Cryptography is the science of providing security for 

information [3]. Cryptography have many algorithms that can 

be categorized into two main types based on the nature of key, 

namely secret and public keys. The secret key or non-public 

key cryptosystem only need one key(secret key) to encrypt and 

decrypt the data between the sender and the recipient, while 

public-key cryptosystems comes in more difficult approach, it 
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consists of two keys, the public key which is used to encrypt 

the data and private key for decryption . Public key based on 

key exchange protocol rises above the difficulties faces by the 

secret key cryptosystem. This is because key management is 

much easier with the help of a key exchange protocol such as 

Diffe-Hellman [4]. 

B. RSA (Rivest, Shamir, Adelman) protocol 

The RSA protocol [5] is one of most widely used public key 

cryptography algorithms. The algorithm was invented in 1977 

by Ron Rivest, Adi Shamir, and Leonard Adleman. The RSA 

algorithm relays on large integers and prime testing, its 

mathematical basis is the Euler theorem, the security of RSA 

depends on the difficulty of factoring larger integer [6]. 

However, RSA have many disadvantages, and with time 

passing its being replaced with more efficient algorithms, the 

following are some disadvantages of RSA cryptosystem [6]: 

 Fake public key.  

 Complexity of key creation. 

 Security need to be proofed. 

 Slow of the speed. 

 

C. RSA Digital Signature (RSA DS) 

In the RSA algorithm for encryption and decryption process 

uses public key to encrypt and private key to decrypt as 

mentioned previously. The RSA Digital Signature (RSA DS) 

uses the private key to generate a signature and the public key 

is used to verify that signature [6]. 

D. ECC Cryptography  

Elliptic Curve Cryptography (ECC) nowadays having a lot of 

attention, due to its small key size for encryption, decryption 

and digital signature, beside entered a wide use in 2004 and 

2005. ECC was discovered by Nael Koblitz [7], and Victor 

S.Miller [8]. The ECC schemes are public-key mechanisms 

that provide the same functionality as RSA schemes. However, 

their security is based on the hardness of a different problem, 

namely the Elliptic Curve Discrete Logarithmic Problem 

(ECDLP) [9]. The adoption for ECC makes it a competitive to 

RSA, since it can reach the same security level with smaller 

key size, smaller key size means less computation time and 

high performance speed. ECC can be used in variuous areas, as 

encryption algorithm like ECIES which is a replaceble for RSA 

cryptosystem, or key exchange protocol such as ECDH, or as a 

digital signature such as ECDSA which recently being used 

intensively through the internet to provide integrity and non 

repudation for messages. Elliptic curve protocols depend on 

ECDLP, which it is assumed that finding the discrete logarithm 

of a random elliptic curve element with respect to a publicly 

known base point is infeasible.  

 

E. ECIES cryptosystem 

One of the most efficient encryption and decryption based on 

elliptic curve is ECIES. ECIES is a public-key cryptosystem 

[10]. ECIES proposed by Abdalla, Bellare, and Rogway in [11] 

and [12]. As its name properly indicates, ECIES is an 

integrated encryption scheme which uses the following 

functions [10]: 

 Key Agreement (KA): Function used for the 

generation of a shared secret by two parties. 

 Key Derivation Function (KDF): Mechanism that 

produces a set of keys from keying material and some 

optional parameters. 

 Encryption (ENC): Symmetric encryption algorithm. 

 Message Authentication Code (MAC): Data used in 

order to authenticate messages. 

 Hash (HASH): Digest function, used within the KDF 

and the MAC functions 

To apply encryption and decryption using ECIES between 

Alice (sender) and Bob (receiver) must do the following [3]:  

a. The previous Cryptographic functions. 

b. Elliptic Curve domain parameters (p,a,b,G,n,h) for a 

curve over prime field or (m,f(x),a,b,G,n,h) for a curve 

over binary field. 

c. Keys generation: 

- Bob's public key : V (Bob generates it as follows: 

V = v.G , where v is the private key he chooses at 

random: v € [1, n-1] 

- Alice’s public key: U (Alice generates it as 

follows: 

U=u.G, where u is the secret key she chooses at 

randon: u € [1, n-1] 

- Optional shared information (parameters): S1 and 

S2. 

 

d. Encryption: To encrypt a message m, Alice does the 

following: 

1. Derives a shared secret: S = Px, where P = (Px, 

Py) = u.V (and P ≠ 0) 

2. Uses KDF to derive a symmetric encryption and 

a MAC keys: KENC || KMAC =  KDF(S||S1); 

3. Encrypts the message: c = ENC (KENC; m); 

4. Computes the tag of encrypted message and S2: d 

= MAC(KMAC; c||S2);  

5. Outputs U||c||d. 

 

e. Decryption: to decrypt the ciphertext, Bob does the 

following: 

1. Cryptogram U||c||d. 

2. Derives the shared secret: S = Px , where P = (Px, 

Py) = v.U (it is the same as the one Alice derived 

because P = v.U = U.v.G = u.V.G = u.V, or 

outputs failed if P = 0; 

3. Derives keys the same way as Alice did: KENC || 

KMAC = KDF(S||S1); 

4. Uses MAC to check the tag and outputs failed if 

d ≠ MAC(KMAC; c||S2); 

5. Uses symmetric encryption scheme to decrypt the 

message m = ENC -1(KENC; c) 
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Figure 1 shows ECIES encryption and decryption process 

between Alice, and Bob. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

F. Elliptic Curve Digital Signature Algorithm (ECDSA) 

The ECDSA is a variant of the Digital Signature Algorithm 

(DSA) that operates on elliptic curve groups, for sending a 

signed message from A to B, both have to agree up on Elliptic 

Curve domain parameters. The domain parameters are defined 

in section Elliptic Curve Domain parameters. Sender 'A' have a 

key pair consisting of a private key dA (a randomly selected 

integer less than n, where n is the order of the curve, an elliptic 

curve domain parameter) and a public key QA = dA * G (G is 

the generator point, an elliptic curve domain parameter) [3]. 

 

G. Identity-Based Cryptography (IBC) 

The identity based concept depends on user’s identifier 

information, such as phone number, e-mail, IP address etc., 

which replaces the digital certificates and to use public key for 

encryption or signature verification. Thus, this reduces the cost 

dramatically for establishing and managing the public key 

authentication framework known as Public Key Infrastructure 

(PKI) [13]. However, IBC facing major challenges as the 

following: 

 Key ESCROW problem. 

 Authentication is not sufficient. 

 No support for certificates. 

 

H. End to end encryption (E2EE) 

The E2EE is a concept used to secure data on flight from one 

device to another, in a pure networking it means to secure data 

between two endpoints unlike the client-server architecture. 

Figure 2 shows one of the variants E2EE namely POS to 

Acquirer Encryption (P2AE) where data are being encrypted 

before it being sent to the bank acquirer [14]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 1 ECIES encryption and decryption process 

 
Figure 2 P2AE model [14]. 
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I. USSD technology 

The USSD technology is commonly used in banking, mobile 

polling, security systems and education, USSD is standard 

GSM technology supported by all GSM handsets. It is session-

based and supports longer message content. Secure and cost-

effective, sessions can be initiated by both end-users and 

enterprises [15]. USSD messages are more secured than SMS, 

data are protected when transmitted with default GSM security, 

and   can be categorized into two types: 

1. Push messages: Message received to the user that 

acquires a response.  

2. Pull messages: Message initiated by the user by 

dialing then to acquire response. 

USSD can be used for security improvements for banks or any 

other service that requires authentication, such as PIN entrance 

or one time password for a transaction authentication [16]. 

III. MOBILE PAYMENT SYSTEMS 

There have been a number of deployments of mobile payments 

worldwide across the spectrum of proximity and remote 

payment. The following are some of these deployments: 

A. A secure mobile payment service (SEMOPS) 

Among the popular mobile payments systems, SEMOPS is a 

mobile payment solution that is capable of supporting micro, 

mini payments, and a universal solution, being able to function 

in any channel, including mobile, Internet and Point of Sale 

(POS), SEMOPS depends on securing transaction data by 

using RSA cryptosystem [17]. However, SEMOPS uses data 

center to control the flow of data, which requires many 

cooperate processes with different mobile operators and banks 

to accept the transaction. Thus, making it a much higher cost. 

 

B. Google Wallet 

Google Wallet is a popular mobile payment system developed 

by Google that allows users to store different payment cards in 

their mobile phones, Google Wallet uses NFC-technology to 

initiate payments on any pay-pass terminal at checkout [18]. 

NFC-technology is provided by verifone, and also provide 

E2EE protecting customer confidential data on transmittion. 

 

C. Heartland mobile payment 

Heartland apprach the same as in google wallet, both requires 

an NFC, and a wallet at POS, also the payment process steps 

almost the same. However, Heartland depend on Voltage 

security which provide an identity-base encryption, which also 

adopted by others mobile payment systems for E2EE to protect 

cardholder and sensitive authentication data throughout the 

payment acquiring (e.g. bank) network [19]. 

 

D. Paybox 

Paybox a mobile payment system founded in 1999, Paybox 

spread in many Europe countries. Paybox Germany bank-

centric mobile payment system connects with different banks 

to authorize mobile payments through customer bank accounts 

[20]. Paybox McDonalds in France have the same approach as 

in Google wallet, which depend on VeriFone, as part of its 

security is VeriShield, VeriShield provides robust security by 

protecting mobile payment transaction details on POS at rest or 

transmit through E2EE between merchant and payment 

processor or bank which uses RSA PKI relies on digital 

certificates as well as public and private cryptographic keys to 

secure information exchange, the unencrypted data will never 

exposed to thieves [21]. 

E. ECC for securing payment system 

This mobile payment system is based on ECC cryptography, 

the Diffie-Hellmann key exchange protocol DHKEP is 

implemented by sending the public key of each party over 

insecure channel, also digital signature is used for 

authentication. The Cryptographic application used covers one 

of the mobile payment security requirements framework 

elements, namely: the application service provider which 

guarantees a secure end-to-end Communication and non-

repudiation [22]. However, Elliptic Curve Diffie Hellman 

ECDH protocol lacks authentication. Thus, digital signature 

algorithm is used to overcome this issue. 

F. Mobile payment method based on RSA 

This system is based on RSA cryptosystem, also adopt SMS 

technology for PIN entrance [23]. However, RSA as mentioned 

previsoulsy facing many problems. Furethermore, SMS 

technology also facing problems related to security such as 

Identity fraud and man in the middle attacks. 

G. Challenges facing current mobile payments 

Mobile payments systems facing many challenges as 

mentioned previously, the main challenges can be classified as 

the following: 

 Security :  

a. Cryptographic services lacks efficiency, 

and authentications needed. 

b. Vulnerability of many attacks, such as 

identity fraud or man in the middle 

attacks. 

 Low supported phones: Low support of applied 

technologies such as NFC. 

 Extra hardware or software for the customer. 

 

IV. THE PROPOSED SYSTEM 

The proposed secured mobile payment system (SMPS) mainly 

divided into three process, these are: 

1. Authentication Process. 

2. Client Recognition Process. 

3. Payment Process. 

The following are stakeholders of the proposed system: 

 Customer.  
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 Merchant : act as mediator between the customer and 

the bank 

 The Bank: Central point in the mobile payment, acting 

on behalf of payment processor, and manages the 

payment operation. 

 Mobile Operator: act as service provider.  

A. Authentication (Getting Service)  Prcoess 

The first process in the proposed system is the authentication 

process, where the bank, mobile operator takes the main role 

in this process, before the client can be able to use this service, 

the client must first register. As illustrated in Figure 3 step 1 

the client meet with the bank employee and request the 

service, the bank employee checks if the client did provide the 

mobile phone number that he or she will use at the time of 

payment, if the number was not provided through their 

account, the bank employee will ask for it. As shown in Figure 

3 step 2 the bank should acknowledge the mobile operator to 

authorize this service through sending the customer 

information. The mobile operator will respond with a 

notification message to the client of a successful registration 

after approving this service as show in Figure 3 step 3. The 

bank will complete the registration by giving the client the 

PIN as shown in Figure 3 step 4. Following these four steps 

the bank will generate a computed ECIES public-key Bpu1, 

and private-key Bpv1, also a computed ECDSA public-key  

 

Bpu2, and private-key Bpr2 (refer to Figure 3 step 5) and then 

pass the two public keys Bpk1, and Bpk2 to the market server 

(refer to Figure 3 step 6). Following that the market will 

generate a computed ECIES public-key Mpu1, and private-key 

Mpr1, also a computed ECDSA public-key Mpu2, and private- 

Mpr2 (refer to Figure 3 step 7) and then pass the two public 

keys Mpu1, Mpu2 to the bank (refer to Figure 3 step 8). At this 

stage the customer can shop in the market and pay through the 

mobile payment service. 

B. Client recognition process 

When the client enters the market for shopping (figure 4 step 

1), the market server should test the customer either registered 

to the service or not (figure 4 step 2 and 3). If so a notification 

message will be sent to acknowledge that he or she can pay 

through the mobile payment service (figure 4 step 4). 

Otherwise, the customer will be ignored (figure 4 step 5). 

C. Payment process 

The final process in the proposed system is the payment 

process. The payment process divided into two phases, these 

are the payment phase and the payment confirmation phase.  

 
 Payment phase: 

The payment process starts when the client would like to buy 

 
Figure 3 Authentication process. 

 

 
Figure 4 Client recognition process. 
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via mobile phone. First, the client have the choice to pay 

through mobile phone, Credit Card, or in cash as shown in 

figure 5 step1. At this stage if the client chooses the mobile 

payment, the client must pass the mobile phone number to the 

merchant to start processing the payment (figure 5). After that 

the following steps will be implemented securely, the 

customer membership will be checked through market server 

(Figure 5 step 2). If the client was a member, then the 

following steps will take place. The market server should 

contact the bank to provide the client information and the 

market information, the client information includes the 

amount to pay, and mobile phone number, while the market 

information includes the market ID and password, meanwhile 

the bank should make sure that the amount is available as 

shown in figure 5 step3.  

 

Therefore, the ECIES, and ECDSA algorithms are 

implemented to encrypt and authenticate the customer 

information alongside the market information, this can be 

done using the bank public keys (Bpu1) to ciphertext 

(encrypted text) and using the merchant private key (Mpr2) to 

generate a signature. After that all these information will be 

sent to the bank. When the bank receives the ciphertext 

(encrypted text) two cases will be implemented. First, the 

ECIES is implemented to decrypt the data using bank private 

key (Bpr1), secondly the ECDSA is implemented to verify the 

signature using merchant public key (Mpu2) as shown in 

figure 5 step 4. After a successful implementation for the 

previous two cases the bank tests for valid amount and also 

checks for valid merchant ID and password as illustrated in 

figure 5 step 5, then upon successful checking process the 

bank should send the result to the mobile operator. After that, 

if the amount is valid as shown in figure 5 step 6 the mobile 

operator sends a USSD message to the client for payment 

confirmation, the client should respond to the message with 

the PIN as shown in figure 5 step 7 and 8. In figure 5 step 9 

shows the deduction of the amount from the mobile operator 

to the bank. 

 

 Payment Confirmation phase: 

Following the payment phase it comes the payment 

confirmation phase in the payment process as shown in figure 

6. This phase start through sending a report confirming that 

the payment process is executed successfully from the bank to 

 
 

 

 

Figure 5 Payment phase. 
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the merchant server (figure 6 step1). This report is encrypted 

by implementing the ECIES algorithm using the merchant 

server public-key (Mpu1), and signed using the bank private-

key (Bpr2). 

 

 

D. The advantages of the proposed system : 

The following are main advantages of the proposed system: 

 Secured under theft, the PIN is secured using 

GSM channel through USSD push message. 

USSD does not store messages in the phone like 

SMS which rises the risk of fraud. Furthermore, 

it’s secured from Man in the Middle attacks. 

 Provide high security level with high 

performance using ECIES and ECDSA applied 

on end-to-end encryption between merchant and 

the bank. 

 

 

 

The market server receives the encrypted report and decrypt it 

by applying the ECIES algorithm using the market private-key 

(Mpr1) and verify signature using the bank public-key (Bpu2) 

as shown in figure 6 step 2. At this stage, the bank sends an 

operation success notification to the mobile operator (figure 6 

step 3). Lastly, the mobile operator sends an operation success 

message to the client (figure 6 step 4). 

 

 

 

 

 

 No extra hardware or software needed for the 

customer in order to use the service. 

 Wide range support of mobile phones, classical 

and smart ones. 

 Easy and straightforward payment experience for 

customers.  

 A replacement for the traditional credit card 

payments. 

 

TABLE I.  MBILE PAYMENT CHARACTERISTICS 

 
 

 

Figure 6 Payment confirmation phase 
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Payment systems 

Characteristics 

Cryptographic 

algorithms 

Possibility 

of  Identity 

Theft 

Extra 

Hardware 

requirements 

Google Wallet 

RSA and RSA 

DS 
High Yes 

SEMOPS 

RSA and RSA 

DS 
High Yes 

Heartland 
Boneh Franklin 
(IBC) 

High Yes 

paybox RSA High Yes 

ECC for securing 
mobile payment system 

DHKEP - - 

Payment method based 

on RSA 
RSA encryption High No 

Proposed system 

(SMPS) 

ECIES and 

ECDSA 
Secured No 

 

V. EXPERMINTAL RESULTS 

In this section we discuss our experimental results of SMPS by 

applying RSA, ECIES, and ECDSA cryptosystems. The code 

implemented in windows 7 environment with Intel core due 

processor, using flexiprovider, bouncycastle APIs and 

NetBeans IDE. Flexiprovider is a powerful toolkit for the Java 

Cryptography Architecture (JCA/JCE) [24]. The 

implementation includes keys generation process and 

encryption, decryption processes and sign, verify processes. 

Figure 7 shows the computation time for  RSA and RSA DS 

keys generation of length 1024-bit, 2048-bit, and 3072-bit with 

ECIES and ECDSA keys of length 160-bit, 224-bit and 256-bit 

corresponding to symmetric security level of 80-bit, 112-bit, 

and 128-bit, the simulation shows a faster keys generation for  

ECIES  and ECDSA. ECIES and ECDSA public keys is a 

point on the curve, and the private keys are generated 

randomly, this gives them an advantage for generating both 

keys in a very short time. Figure 8 shows the computation time 

for encryption and decryption  processes for RSA-1024, RSA-

2048, and RSA-3072 keys and figure 9 shows encryption and 

decryption processes for ECIES-160, ECIES-224, and ECIES-

256 keys, the simulation shows relatively faster encryption and 

decryption for ECIES, because ECIES relying on the hardness 

of the discrete logarithm problem in elliptic curve groups. It 

consumes low computation time for encryption and decryption 

and uses small key size.  
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Figure 7 RSA and ECIES Keys generation 
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Figure 8 RSA encryption and decryption process.  
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Figure 9 ECIES encryption and decryption process.  

 

Figure 10 shows the average time for signing and verifying 

processes between RSA DS and ECDSA using the previous 

keys length. And finally figure 11 and 12 shows the 

performance evaluation for recommended security keys life 

time of keys lengths for ECIES and ECDSA of 224-bit, and 

256-bit with RSA and RSA DS of 2048-bit, and 3072-bit. 
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Figure 10 Average time for signing and verifying between 

RSA DS and ECDSA. 
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Figure 11 Performance evaluation 1. 
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Figure 12 Performance evaluation 2. 

 

VI. CONCLUSION 

This paper shows the possibility of establishing mobile 

payment system based on Elliptic Curve Cryptography. The 

security issue of the system depends on the hardness of elliptic 

curve discrete logarithm problem. Elliptic curve cryptography 

is actually adopted to its efficiency and requires small key size 

comparing to RSA cryptosystem with the same security level. 

This system is considered as an alternative method to displace 

the current traditional payment systems, in order to insure the 

security and confidentiality issues. As well as, the propose 

system needs minimum requirements such as; mobile phone, 

mobile operator, and market server. 
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Abstract— Multiset table algebra is considered. The notion of a table specified using the notion of a multiset (or bag). A signature of 

multiset table algebra is filled up with new operations such as inner and outer joins, semi-join and aggregate operations. A formal 

mathematical semantics of these operations is defined. The special element NULL is inserted in the universal domain for a define of the 

outer join. 

 

Keywords—relation databases; multiset table algebra; inner joins; outer joins; semi-join, aggregate operations  

I. INTRODUCTION  

There are many applications the most peculiar feature of 
which is multiplicity and repeatability data. For example, 
these are sociological polls of different population groups, 
calculations on DNA and others. Commercial relational 
database systems are almost invariably based on multisets 
instead of sets. In other words, tables are in general allowed to 
include duplicate tuples. For example, the data model of SQL 
is relational in nature, as well as the relevant operations. 
However, unlike relational algebra, the tables manipulated by 
SQL are not relations, but, rather, multisets. The reason for 
this peculiarity is twofold. First, this is due to a practical 
reason: since SQL tables may be very large, duplicate 
elimination might become a bottleneck for the computation of 
the query result. Second, SQL extends the set of query 
operators by means of aggregate functions, whose operands 
are in general required to be multisets of values. 

The relational model is based on the sets of tuples, i.e. it 
does not allow duplicate tuples in a relation [1]. So, naturally 
there is a need to expand possibilities of relational databases 
due to use of multisets. This problem was also considered in 
[2-5]. However this question requires specification and 
extension because in the specified works the due attention isn't 
paid to operations of inner and outer joins, semijoin and 
aggregate operations of multiset table algebra. 

II. MULTISET: BASIC DEFINITIONS 

Let’s introduce the basic concepts of multisets in terms of 
monograph [5].  

Definition 1. A multiset   with basis U  is a function 
 NU: , where U  is an arbitrary set, ,...}2,1{N  is the 

set of natural numbers without zero. 

Let D  be a universe of element of multiset bases, and then 

power set )(DP  – a universe of multiset bases. Let   be a 

multiset with basis  domU  . Here dom  is the range of 

definition of multiset as a function.  

Definition 2. A characteristic function of multiset   is a 

function ND : , the values of which are specified by the 

following piecewise schema: 


 


else;,0

,if)(
)(




domdd
d  for 

all Dd . 

Definition 3. An empty multiset m  is a multiset a 

characteristic function of which is a constant function, value 
of which is everywhere equal zero. 

Definition 4. A rank of finite multiset   is a sum of 

duplicate elements of its basis 






dom

)(
d

d ; wherein 

0m .  

Let’s introduce a binary relation inclusion over multisets.  

Definition 5. Multiset   is included in multiset   

(   ), if     ddUddUU   & . Directly 

from definition follows that this relation is a partial order. 

The 1-multisets are the multisets whose range of values is 
an empty set or a single-element set {1}. These multisets are 
the analogues of ordinary sets. 
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The operations over multisets are defined in terms of 
characteristic functions in monograph [5]. There are 

operations of multiset union All , intersection All , 

difference All\ , which build multisets of general view. The 

Cartesian product of multiset  , the operation )(Dist , 

which build 1-multiset, and analog of a full image for 
multisets are defined too. 

III. MULTISET TABLE ALGEBRA: BASIC DEFINITIONS   

Among the two sets that are considered, A  is the set of 
attributes and D  is the universal domain.  

Definition 6. An arbitrary (finite) set of attributes AR  

is called the scheme.  

Definition 7. A tuple of the scheme R  is a nominal set on 
pair R , D . The projection of this nominal set for the first 
component is equal to R .  

The set of all tuples on scheme R  is designated as )(RS  

and the set of all tuples is designated as S . 

Definition 8. A table is a pair R, , where the first 

component   is an arbitrary multiset basis of which )(  is 

an arbitrary set (in particular infinite) of tuples of the scheme 
R  and other component R  is a scheme of table.  

Thus, a certain scheme is ascribed to every table. The set 

of all table on scheme R  is designated as )(R  and the set of 

all table is designated as 
R

R)( .  

The notation ),( sOcc  denotes the number of duplicate 

tuple s  in the multiset  . Let's agree a multiset to write down 

as },...,{ 1
1

kn

k

n
ss , where ),( ii sOccn  , ki ,...,1 , and 

},...,{)( 1 kss  is a basis of the multiset  . 

Definition 9. The multiset table algebra is the algebra 

 ,, P , where   is the set of all tables, 



  
 ,

,,,,
,

,,, 21
21

}~,,,,,\,,{ Pp

RRRXRR
RR

RXRp

R

All

R

All

R

AllP Rt A  is 

the signature, P ,   are the sets of parameters.  

The operations of signature  ,P  are defined in [6].  

IV. THE ADVANCED OPERATIONS 

The advanced operations include inner and outer joins, 
semijoin, aggregate operations. 

A. Inner Joins  

There are four kinds of inner join operations Cartesian 

join, natural join, join using attributes nAA ,...,1  and join on 

predicate p . Let’s define them.  

Definition 10. The Cartesian Join of table on scheme 1R  

and table on scheme 2R , moreover 21 RR  , is a binary 

parametric operation 
21,RR

Cj  of the form 

)()()(: 2121
, 21

RRRRCj
RR

 , 

2122
,

11 ,',,
21

RRRCjR
RR

  , where ),(, 111 RR   

)(, 222 RR  .  

The basis of the multiset    is defined by follow: 

 ))()((|)( 21221121 ssssssss   . The 

number of duplicates is given by the following formula: 

),,(),(),( 2211  sOccsOccsOcc   where )'(s  and 

21 sss  .  

Definition 11. The Inner Natural Join of table on scheme 

1R  and table on scheme 2R  is a binary parametric operation 

written as 
21 ,RR

 , whose value is the table on scheme 21 RR   

consisting of all the unions of compatible tuples of input 

tables. Hence, )()()(: 2121
, 21

RRRR
RR

 , 

2122
,

11 ,,,
21

RRRR
RR

  , where ),( 11 R  

)( 22 R .  

In other words, each tuple of 1  is paired with each tuple 

of 2 , regardless of whether it is a duplicate or not. The basis 

of the multiset    is defined by follow: 

 ))()((|)( 2121221121 ssssssssss   . 

The number of duplicates is given by the following formula: 

),,(),(),( 221121  sOccsOccssOcc   where )'(' s  

and 21' sss  . The relation   is a binary relation of 

compatibility of tuples RsRsss
dif

|| 2121   and Rsi |  is the 

restrictions of tuple is  on the scheme R  [5].  

The Inner Join using nAA ,...,1  of table on scheme 1R  and 

table on scheme 2R , moreover  nAARR ,...,121  , is a 

binary parametric operation of the form 

)()()(: 2121
,,,..., 211

RRRR
RRAA n

 , 

2122
,,,...,

11 ,',,
211

RRRR
RRAA n

  , where 

),(, 111 RR   )(, 222 RR  . 

Moreover all nAA ,...,1  are pairwise different, 1n , and 

 nAARR ,...,121  . If input tables have also other general 

attributes which differ from nAA ,...,1 , before join they needs 

to be renamed. 

The basis of the multiset    is defined by follow: 

 )()((|{)'( 221121  sssss  
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)})()( 2121
1

sssAsAs ii

n

i



. The number of duplicates is 

given by the following formula: 

),,(),(),( 2211  sOccsOccsOcc   where )'(s  and 

21 sss  . 

Let },{
~

: falsetrueSSp   be а partial binary predicate 

on the set of all tuples S  such that 

 21212121 ),(dom, sstruessppssss  . 

Definition 12. The Inner Join on predicate p  of table on 

scheme 1R  and table on scheme 2R  is a binary partial 

parametric operation of the form 

)(
~

)()(: 2121
,, 21

RRRR
RRp

 , 

2122
,,

11 ,',,
21

RRRR
RRp

  .  

The range of definition of this operation is 

 )(|,,,{dom 12211
,, 21

 RR
RRp

}dom)( 2 p . 

The basis of the multiset    is defined by follow: 

 truesspsssss ~),()()((|{)'( 21221121 

)}21 sss   and ~  is a generalized equality (strong 

Kleene’s equality) [7]. The number of duplicates is given by 
the following formula: 

),,(),(),( 221121  sOccsOccssOcc   where )'(' s  

and 21' sss  .  

Let's note the following obvious fact. The join 
21 ,RR

  is 

extension of another arbitrary inner join operation in the 
following sense:  

22
,

1122
,

11 ,,,,
2121

RtRtRtCjRt
RRRR

 , 

22
,

1122
,,,...,

11 ,,,,
21211

RtRtRtRt
RRRRAA n

 , 

1
22

,
11

1
22

,,
11 ,,,,

2121








 






  RtRtRtRt
RRRRp

a. 

The values of these operations in the left parts of these two 
equalities and inclusion must be defined. 

Definition 13.The Semi-join of table on scheme 1R  and 

table on scheme 2R  is a binary parametric operation written as 

⋉
21 ,RR , whose value is the table on scheme 1R  containing 

tuples of the first table which are included in the inner natural 

join of input tables. Thus, ⋉
21,RR )()()(: 121 RRR  , 

11, R ⋉
21,RR 22, R = 1,' R , where ),(, 111 RR   

)(, 222 RR  . The basis of the multiset    is defined by 

follow: )})(()(|{)'( 21222111 ssssss   . 

                                                           
a  

1
, Rt  is the first component of the pair Rt, , i.e., is the 

set t . 

The number of duplicates is given by the following formula: 

),()',( 1 sOccsOcc  , where )'(s .  

B. Outer Join 

We can lose information when using the inner join 
operations because the tuples which are not compatible will 
not be represented in the output table. The outer join 
operations use when it is necessary to consider the tuples of 
input tables which didn't get to result of the inner join 
operations. 

Let NULL  be a special element of the universal domain 

D . NULL  used to denote absent values in the output table. 

Let NULLRs ,  be a constant tuple on scheme R , i.e. 

}{:, NULLRs NULLR  .  

There is one logical scheme for definition of the outer join 
operations [5].  

Let )(
~

)()(: 2121 RRRR   be some partial 

binary operation on the set of all tables and 

  
1

22
,

1112211 ,,,,,
21








  RRRR
RR
   for all tables 

 dom,,, 2211 RR .  

Let's notice that the operations 
21 ,RR

Cj , 
21 ,RR

 , 
211 ,,,..., RRAA n

 , 

21 ,, RRp
  are such. 

We fix two tables 2211 ,,, RR   from range of 

definition of the operation  .  

Then the table 11, R  takes the following form 

12112111 ,,, 1 RRR
R

All 

  .  

Consider the table 1121 ,', RR 


 . The basis of 

the multiset    is defined by follow: 

 )(()(|{)'( 222111  ssss  

   },,,
1221121 RRss   . The number of 

duplicates is given by the following formula: 

),()',( 111  sOccsOcc  , where )'(1 s .  

Consider the table 1121 ,'', RR 


 . The basis of 

the multiset    is defined by follow: 

 )(()(|{)''( 222111  ssss  

   },,,
1221121 RRss   . The number of 

duplicates is given by the following formula: 

),()'',( 111  sOccsOcc  , where )''(1 s . 
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In other words, the tuples of the table 121 , R

  are 

used in formation of result of the join operation, and tuples of 

the table 121 , R

  are not used.  

We obtain a representation of the table 22, R  replacing 

the roles of the tables 11, R  and 22, R  in the presentation 

of the table 11, R . 

Let's notice that if the operation   coincides with the 

operation 
21,RR

  then the table 121 , R

  is the semi-join of 

the tables 11, R  and 22, R , i.e. 

121 , R

 = 11, R ⋉

21,RR 22, R . 

There are four kinds of the outer joins operations which 
are induced of the inner join operation  : outer left join, outer 

right join, outer full join and union join. Let’s define them. 

Consider the following inner natural joins 
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1
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 sss NULLRR  , 
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 sOccsOcc , )''('' s , 

2

1

,\ 21
'' sss NULLRR  . 

Definition 14. The Outer Left Join operation is a partial 
binary operation of the form 

)(
~

)()(: 2121 RRRRl  , where  domdom l  and 

 2211 ,,, RRl    21
2211 ,,,

RR

AllRR
  

121 ,21 R
RR

All 
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12

121

RRs NULLRR
RRR

 . 

Definition 15. The Outer Right Join operation is a partial 
binary operation of the form 

)(
~

)()(: 2121 RRRRr  , where  domdom r  

and  2211 ,,, RRr    21
2211 ,,,

RR

AllRR
  

212

21

\,
212 ,
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All R 
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,\ \},{
21

RRs NULLRR . 

Definition 16. The Outer Full Join operation is a partial 
binary operation of the form 

)(
~

)()(: 2121 RRRRf  , where  domdom f  

and  2211 ,,, RRf    21
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Definition 17. The Outer Union Join operation is a partial 
binary operation of the form 

)(
~

)()(: 2121 RRRR   , where  domdom   

and  2211 ,,, RR   

21
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RRs NULLRR . 

C. Aggregate Operations 

The five types of aggregate operations discussed in this 
article are SUM, AVERAGE, MAXIMUM, MINIMUM, 
COUNT. The aggregate operations transform a finite table 
into a table with single tuple and single attribute.  

Consider the table )(, RR  , where   is a finite 

multiset and RA . Let A  be a multiset of column with 

attribute A  of table R,  which contains all elements 

including duplicates.  

Then  )},)((|{)( sdAssdA   

   },},{|{
1},{ RdAd RA   is an analogue of active 

domain of the attribute A  [5]. The number of duplicates of 

element )( Аd   is given by the following formula: 

   






dАs
s

RAА sOccRdAOccd

)(
),(

1},{ ),(),},,({)(


 . 

Let '' 2)(|{2 DD  Аm   be a family of all multisets, 

bases of which are the finite subsets of the set 'D . Here 
DD '  is a subset of the universal domain.  

Let Num  is a numerical subset of the universal domain D  

that is closed under addition. Extend the set Num  by the 

special element NULL. We will not extend the operation of 
addition to the case where at least one of the arguments is 

NULL. 

Let’s define the aggregate operations. At first the five 
aggregate functions – count, sum, average, maximum, 
minimum – are defined on a finite multiset and then these 
functions are transferred to the tables. 

Definition 18. The aggregate operation RASum ,  by the 

attribute A  of the finite table on scheme R , RA , is a 
unary parametric operation of the form 

})({)(:, ARSum RA  , 
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     }{,)(,,
1

, ASumARSum ARA   b, where 

)(, RR  . The )( ASum   function is applied to a column 

with attribute A  in the table R, , the result obtained is the 

sum of every value occurrence in A . In addition, NULL  

values don’t undertake in attention and it is assumed that the 
column contains only data of numeric type. 

Thus, NumSum Num

m 2: , 
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So, we have NULLNULLSum n })({ , 

   



k

i

ii

n

k

n
ndddSum k

1

1 ,,1   if all elements id , ki ,1 , differ 

from NULL . 

In the case of the empty table R,  we have 

     }{,,,
1

, ANULLARSum RA  , here m . 

Example 1. Let R,  be the table of Fig 1. Then 

     }{,8,,
1

, AARSum RA  , 

     }{,6,,
1

, ВВRSum RВ  ,

     }{,6,,
1

, ССRSum RС  . In Fig. 2, Fig. 3 and Fig. 4 

reactively, we see the tables  RSum RA ,,  ,  RSum RB ,,  , 

 RSum RC ,,  .  

А В С 

NULL  0 3 

2 1 1 

2 1 1 

2 1 1 

2 3 NULL  

Fig. 1. Table R,  

А 

8 

Fig. 2. Table  RSum RA ,,   

B 

                                                           
b The top index 1 specifies that the table include the tuple 

})(,{ ASumA   only once, i.e. }})(,{{ 1

ASumA   is {1}-

multiset. 

6 

Fig. 3. Table  RSum RB ,,   

C 

6 

Fig. 4. Table  RSum RC ,,   

Let ≤ be a linear order on the universal domain D .  

Definition 19. The aggregate operation RAMin ,  by the 

attribute A  of the finite table on scheme R , RA , is a 
unary parametric operation of the form 

})({)(:, ARMin RA  , 

     }{,)(,,
1

, AMinARMin ARA   , where 

)(, RR  . The )( AMin   function is applied to a column 

with attribute A  in the table R, , the result obtained is the 

minimum value among values of A . In addition, NULL  

values don’t undertake in attention. 

Thus, D
D mMin 2: , 
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};{)(

;)(

)(

NULLifNULLdd
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A
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We have NULLMin m  )( , NULLNULLMin n })({ , 

   },,min{,, 11
1

k

n

k

n
ddddMin k    if all elements id , 

ki ,1 , differ from NULL . 

In the case of the empty table R,  we have 

     }{,,,
1

, ANULLARMin RA  , here m . 

Example 2. Let R,  be the table of Fig 1. Then 

     }{,2,,
1

, AARMin RA  ,

     }{,0,,
1

, ВВRMin RВ  ,

     }{,1,,
1

, ССRMin RС  . 

Definition 20. The aggregate operation RAMax ,  by the 

attribute A  of the finite table on scheme R , RA , is a 
unary parametric operation of the form 

})({)(:, ARMax RA  , 

     }{,)(,,
1

, AMaxARMax ARA   , where 

)(, RR  . The )( AMax   function is applied to a column 

with attribute A  in the table R, , the result obtained is the 

maximum value among values of A . In addition, NULL  

values don’t undertake in attention. 
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Thus, D
D mMax 2: , 
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We have NULLMax m  )( , NULLNULLMax n })({ , 

   },,max{,, 11
1

k

n

k

n
ddddMax k    if all elements id , 

ki ,1 , differ from NULL . 

In the case of the empty table R,  we have 

     }{,,,
1

, ANULLARMax RA  , here m . 

Example 3. Let R,  be the table of Fig 1. Then 

     }{,2,,
1

, AARMax RA  , 

     }{,3,,
1

, ВВRMax RВ  , 

     }{,3,,
1

, ССRMax RС  . 

Definition 21. The aggregate operation RACount ,  by the 

attribute A  of the finite table on scheme R , RA , is a 
unary parametric operation of the form 

})({)(:, ARCount RA  , 

     }{,)(,,
1

, ACountARCount ARA   , where 

)(, RR  . The )( ACount   function is applied to a 

column with attribute A  in the table R, , the result 

obtained is the count of all values of A  which differ from 

NULL .  

Thus, NCount m D2: , 



{NULL}d

AA

A

dCount
\)(

)()(


 . Put 

by definition that the sum of an empty set of elements is equal 
to zero. 

So, we have 0)( mCount , 0})({ nNULLCount , 

   k

n

k

n
nnddCount k   11 ,,1  if all elements id , ki ,1 , 

differ from NULL . 

In the case of the empty table R,  we have 

     }{,0,,
1

, AARCount RA  , here m . 

Example 4. Let R,  be the table of Fig 1. Then 

     }{,4,,
1

, AARCount RA  , 

     }{,5,,
1

, ВВRCount RВ  , 

     }{,4,,
1

, ССRCount RС  . 

We assume that a numerical subset Num  of the universal 

domain D  is closed under the (partial operation) division 

operation NumNumNum 
~

:/ . We will determine the 

division operation so that when the first argument is equal to 

NULL  the function accepts value NULL . 

Definition 22. The aggregate operation RAAvg ,  by the 

attribute A  of the finite table on scheme R , RA , is a 
unary parametric operation of the form 

})({)(:, ARAvg RA  , 

      }{,,,
1

, AAvgARAvg ARA   , where 

)(, RR  . The  AAvg  function is applied to a column 

with attribute A  in the table R, , the result obtained is the 

arithmetic mean of values in A  which differ from NULL .  

Thus, NumAvg Num

m 2:  and 
)(
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  if 

all elements id , ki ,1 , differ from NULL . 

In the case of the empty table R,  we have 

     }{,,,, ANULLARAvg RA  , here m . 

Example 5. Let R,  be the table of Fig 1. Then 

     }{,2,,
1

, AARAvg RA  , 

  }{,
5

6
,,

1

, ВВRAvg RВ























 ,

  }{,
4

6
,,

1

, ССRAvg RС























 . 

Definition 23. The aggregate operation )(, RACount  by the 

attribute A  of the finite table on scheme R , RA , is a 
unary parametric operation of the form 

})({)(:(*), ARCount RA  , 

    }{,,,)(
1

, AARCount RA






  , where 

)(, RR  , and   is the rank of the multiset  .  
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The operation )(, RACount  finds the number of tuples in 

the table R, . 

In the case of an empty table R,  we have 

       }{,0,}{,,,)(
11

, AAAARCount mRA 






   , here 

m . 

Example 5. Let R,  be the table of Fig 1. Then 

     }{,5,,)(
1

, AARCount RA   , 

     }{,5,,)(
1

, ВВRCount RВ   , 

     }{,5,,)(
1

, ССRCount RС   . 

V. CONCLUSIONS 

In this paper the multiset table algebra is considered. The 
signature of the multiset table algebra is filled up with new 
operations such as inner and outer join, semijoin and 
aggregate operations. The special element NULL is inserted in 
the universal domain for a define of outer operations. 

It should also be noted that a parameter of aggregate 
operations is not necessarily only a single attribute; it also can 
be some function of the tuples.  
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Abstract—The time is generally a challenging task. All issues in relation to time can be better supported using temporal data models. 

More than two-dozen such models have been introduced in time period between 1988 and 1995. After this period, the work on temporal 

data has been not so dynamic. The last couple of years brought the new revival of the topic and the emergence of new data models. In 

this article we present the final release of temporal data model, which is published as the part of the latest SQL standard. After that we 

discuss the differences between the specification and one of its implementations. Finally, we conclude the article with discussion of 

properties of this data model and advocate for introduction of the PERIOD data type in one of the future versions of the specification. 
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I. INTRODUCTION 

After many years of hard work, the ISO standardization 

committee for SQL has released the final specification for 

temporal data. This specification has its roots in several 

proposals, which came from different sources. One of the most 

important differences to the previous proposals is that the 

specification does not build an entirely new part, as planned 

before. 

The story of temporal data specification for the SQL 

standard is very long and rich on twists. In the year 1994, the 

ANSI department working on the SQL standard had started the 

work on temporal data. (The American National Standards 

Institute - ANSI - is the organization that oversees the 

development of standards in the United States.) They made a 

proposal, which was based upon the work of Richard 

Snodgrass and his colleagues. Professor Snodgrass has 

previously published a specification of temporal language, 

which was an extension of the SQL standard at that time [6]. 

The language specification, together with other materials has 

been published later in a book [7].The American proposal has 

not been accepted by the ISO committee due to several 

significant insufficiencies [1]. (The International Standard 

Organization, ISO, is the international counterpart to ANSI.) 

At the same time, the members of the English standardization 

committee made another proposal, which was based upon the 

work of Nikos Lorentzos [3].  

As a reaction to the reject of the American proposal, the 

members of the ANSI committee did not agree with the 

proposal of their British colleagues, hence none of these 

specifications has been accepted at that time. For this reason, 

the next SQL standard, SQL:1999, [4] did not contain the 

specification of temporal data at all. In the following years, 

there were no attempts to solve this problem and to make a 

specification for temporal data. There was a deadlock between 

members of the ISO committee, and hence, in the year 2001 

the SQL standardization committee decided to abandon the 

work on temporal data. 

In the year 2007, the members of SQL standardization 

committee started the work concerning system- versioned 

tables. At the same time they made the decision to add the 

already existing specification to SQL/Foundations. (The last 

SQL standard comprises nine parts, which are not 

consecutively numbered. The most important part is the second 

one, SQL/Foundations, which comprises the foundations of the 

language. For this reason, this part is the most voluminous of 

all existing parts.) 

In the year 2010, the committee started the work concerning 

application-time period tables. The both extensions, 

application-time period tables and system-versioned tables, 

build the biggest part of the new specification for temporal 

data, which has been released in the SQL:2011 standard. 

Generally, the new specification inherits a lot of ideas from the 

both previous proposals, has however a significantly different 

syntax. (A list of all temporal extensions in SQL:2011 can be 

found in [2], while all non-temporal extensions are described in 

[9].) 

This article presents the temporal data model proposed by 

the SQL standardization committee. We also discuss the 

differences between this specification and the implementation 

of temporal data in IBM DB2. The main contribution of this 

paper is to show deficiencies of the proposed model and to 

present the PERIOD data type, which should be considered in 

future specifications. 

The rest of this article is organized in the following way: 

Section 2 deals with the syntax extensions in relation to 

application-time period tables. The new syntax of CREATE 

TABLE e.g. ALTER TABLE statement is given, as well as the 

syntax extensions in INSERT, DELETE and UPDATE 
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statements. Section 3 describes system-versioned tables. 

Section 4 discusses a specification of a new table form (called 

bitemporal table), where application-time period data as well as 

system-versioned data are combined. Section 5 shows the 

implementation of system-versioned, application-time period 

and bitemporal tables in IBM DB2. The last section gives 

conclusions and discusses future work. 

 

II. APPLICATION-TIME PERIOD TABLES 

 
An application-time period table is a table that contains a 

PERIOD clause with a user-defined name for time period. The 
SQL:2011 standard restricts such a table so that its rows are 
associated with one or more temporal periods. A typical 
example of such a problem is an insurance application, where 
it is necessary to keep track of insurance information (art of 
insurance, annual premium etc.) of a given customer that are 
in effect at any given point in time. 

An application-time period table contains two additional 
columns, one to store the start time of a period associated with 
the row and one to store the end time. Values of both columns 
are set by the user. Additional syntax is provided for users to 
specify primary key/unique constraints to ensure that no two 
rows with the same key value have overlapping periods. 

Note that application-time period tables are related to a 
temporal dimension called valid time. Valid time concerns the 
time when an event is true in the real world. For this reason, 
this form of time is independent of its storage in a database 
and can concern the past, present and future snapshots of the 
event. Using timestamps, it is possible to form different 
versions of an event. This is the central aspect of a temporal 
database realization. 

A. Creating Application-Time Period Tables 

When creating an application-time period table, two additional 

columns must be defined. The former stores start values and 

the latter the end values of the corresponding time period. The 

both columns must be NOT NULL and their data type can be 

either DATE or TIMESTAMP. The interval specified by the 

values of these columns is half open, meaning that it contains 

the value of the start column but not the value of the end 

column. The both columns are specified in the CREATE 

TABLE or ALTER TABLE statement, using the PERIOD 

clause. This clauses specify names of both columns explicitly 

and the implicit rule that start_date<end_date. (The name of 

this time period is specified by the user.) Example 1 shows the 

creation of an application-time period table. 

Example 1 

CREATE TABLE a_employees (emp_idVARCHAR(30) NOT NULL, 
dept_name VARCHAR (20) NOT NULL,dept_id VARCHAR(30), 
start DATE NOT NULL, end DATE NOT NULL,   
 

PERIOD FOR emp_period (start, end), PRIMARY KEY (emp_id, 
emp_period WITHOUT OVERLAPS), 

     FOREIGN KEY (dept_id, PERIOD emp_period)  
 REFERENCES department (dept_id, PERIOD dept_period)); 

 

The example above shows two other extensions of the 

CREATE TABLE statement in relation to application-time 

period tables: The first one is the WITHOUT OVERLAPS 

clause. This clause forbids overlapping of time periods for 

the same value of non-temporal part of the primary key. 

Additionally, the specification of the PERIOD clause in the 

FOREIGN KEY option forbids the existence of a row in a 

referencing table whose time period is not contained in the 

time period of a corresponding referenced table. 

B. Retrieving and Modifying Data from Application-Time 

Period Tables 

The syntax of the INSERT statement for application-time 

period tables is identical to the syntax of the same 

statement for convenient tables. This means that the start 

and end time of the period has to be explicitly specified by 

the user. (The both values can be related to the past, present 

or future.) Example 2 shows the insertion of a row in the 

a_employees table, while Table 1 displays the table’s 

content after insertion. 

 

Example 2 

INSERT INTO a_employees  
(emp_id, dept_name, dept_id, start, end)  VALUES  
('e1', 'Marketing', 'd1', DATE'2010-01-15', DATE '2011-01-15'); 
 

   Table 1: The content of the a_employees table 

id name id start End 

e1 Market. d1 2010.1.15 2011.1.15 

     

As we already stated, the WITH OVERLAPS clause 

forbids overlapping of time periods for the same value of 

the non-temporal part of the primary key. For this reason, 

the INSERT statement in Example 3 will produce an error. 

 

Example 3 

INSERT INTO a_employees  
    (emp_id, dept_name, dept_id, start, end)  VALUES  
('e1', 'Marketing', 'd1', DATE'2010-04-01', DATE '2010-12-31'); 
 

The insertion of a row into thea_employees table in 

Example 3 will not be executed, because of the existence of 

the emp_period integrity rule in the PRIMARY KEY 

clause in Example 1. The time period of the row in 

Example 3 ('2010-04-01', '2010-12-31') overlaps the time 

period of the inserted row ('2010-01-15', '2011-01-15').  

 

The syntax of the UPDATE statement is extended with the 

FOR PORTION clause to support temporal data. This 

clause is used to specify the time period for which the 
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modification in the UPDATE statement is applied. 

Example 4 shows the use of this clause and Table 2 

displays the content of the table after modification.  

 

Example 4 

UPDATE a_employees FOR PORTION OF emp_period 
FROM DATE '2010-05-01' TO DATE '2010-08-01' 
        SET dept_id = 'd2'  WHERE emp_id = 'e1'; 
 
      Table 2: Content of a_employees  after modification 

        

The time period specified in the FOR PORTION clause in 

Example 4 divides the time period of the already inserted 

row in two parts. For this reason after the execution of the 

UPDATE statement the table will contain two new inserted 

rows and the previous row, with the modified time period 

The DELETE statement can be used with its convenient 

syntax or with the same extension as the UPDATE 

statement. In Example 5, the FOR PORTION clause 

specifies the time period, for which the deletion is applied. 

 

Example 5 

DELETE FROM a_employees FOR PORTION OF emp_period 
FROM DATE '2010-06-01' TO DATE '2011-01-01'; 

 

Table 3: The result of DELETE  in Example 5 

        

The DELETE statement in Example 5 concerns the time 

periods of the second and third row in Table 2: For this 

reason, these two time periods will be “shortened” 

according to the specified period('2010-06-01', '2011-01-

01'). Table 3 shows the content of the table after execution 

of the DELETE statement. 

 

III. SYSTEM-VERSIONED TABLES 

 

System-versioned tables are intended to solve real world 

problems, where the history of data modifications must be 

maintained. The structure of system-versioned tables is 

extended with two new columns that contains begin and the 

end of the specified time period. The values of these 

columns contain system times, which are updated each 

time the table content is modified. 

System-versioned tables are related to a temporal 

dimension called transaction time. Transaction time 

concerns the time the fact was present in the database as 

stored data. In other words, the transaction time of an event 

describes the times, where the event is stored in a database 

and presents the correct image of the modelled world. 

Timestamps of transaction time events are defined 

according to the schedule adopted by the operating system. 

Therefore, we can build the history of all such timestamps 

in relation to the past and current time, but not in relation to 

future. For this reason, system-versioned tables contain 

system times, which are updated each time the table 

content is modified. 

 

A. Creating System-Versioned Tables 

The names of the two new columns described above are 

specified by the user, but their values are inserted by the 

system. The syntax of the CREATE TABLE statement 

contains several new extensions, which can be seen in 

Example 6 

  

Example 6 

CREATE TABLE s_employees 
(emp_nameVARCHAR(50) NOT NULL, 
dept_id VARCHAR(10), system_start  
TIMESTAMP(12) GENERATED ALWAYS AS ROW START, 
system_end TIMESTAMP(12) 
 GENERATED ALWAYS AS ROW END, PERIOD FOR 
 SYSTEM_TIME (system_start, system_end), PRIMARY KEY 
(emp_name))  WITH SYSTEM VERSIONING; 
 

The new clauses in CREATE TABLE statement in relation 

to system-versioned tables are: 

- GENERATED ALWAYS AS ROW START 

- GENERATED ALWAYS AS ROW END 

 

The former clause specifies begin of the time period, while 

the latter defines the end of that period. Therefore, the 

column system_start in Example 6 stores values in relation 

to begin of the system time period and the column 

system_end the values of the end of it. The PERIOD FOR 

SYSTEM TIME clause contains the names of both 

columns and the given order of them implies the rule that 

the value of the first column must be always earlier than 

that of the second one. The last option, WITH SYSTEM 

VERSIONING, inserts implicitly the start time values to 

the corresponding values of the column, which build the 

primary key. The reason for this is that in a case of system-

versioned tables, the values of a non-temporal column, 

which builds the primary key, are not unique, because 

several versions of such a column can exist. An instance of 

temporal entity must have a primary key composed of 

time-varying and non-time-varying attributes. Therefore, 

the values of activation start time are used as the part of the 

primary key. 

The most important attitude of system-versioned tables is 

that old versions of an instance are preserved. In spite of it, 

Id Dept Start End 

e1 Marketing 10.1.15 10.05.1 

e1 Marketing 10.5.1 10.08.01 

e1 Marketing 10.8.1 11.01.15 

Emp Dept Start End 

e1 d1 2010.1.15 2010.5.01 

e1 d2 2010.5.01 2010.6.01 

e1 d1 2011.1.01 2011.1.15 
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the current instance (one which contains the current time) 

and those with previous (historical) times are treated 

differently: The former is called current system row and 

only that one will be modified with update operations. The 

old versions of the same table are called historical rows and 

they are read-only. Note, that already specified constraints 

are valid only for the current row(s). 

 

B. Retrieving and Modifying Data from System-Versioned 

Tables 

The syntax of the INSERT statement for system-versioned 

tables is identical to the syntax of the same statement for 

convenient tables. The values of both system time columns 

are implicitly inserted by the system. If a new row is 

inserted in the system-versioned table, the current time is 

assigned to the column with the start time, while the 

highest possibly timestamp is inserted into the column with 

the end time. Example 7 uses the INSERT statement to add 

a new row to the s_employees table, while Table 4 displays 

the content of the table after insertion. Note that although 

the time-variant columns of the s_employees table are 

defined using the TIMESTAMP data type, only the DATE 

portion of them will be shown in results, because of 

simplicity. (The assumed current time for this example is 

2012.08.01.) 

 

Example 7 

INSERT INTO s_employees (emp_name, dept_id) 
                                    VALUES ('Scott', 'd1'); 
       Table 4: The content of s_employees  after insertion 

id emp_name sys_start sys_end 

d1 Scott 2012.8.1 9999.12.31 

 

Concerning the UPDATE statement, the columns with the 

start and end time cannot be used explicitly in the SET 

clause of that statement. When a row of the system-

versioned table is modified, the old version of that row is 

preserved, before the column values are modified and the 

current version is inserted. At the same time, the end time 

of the old version and the begin time of the new one will be 

set to the current (transaction) time. (The DELETE 

statement has the same semantics as the UPDATE 

statement.) 

The modification of the s_employees table is shown in 

Example 8, while Table 5 displays the content of that table 

after update. Note that the “deleted” rows still belong to the 

content of the table. Only their activation end time will be 

set to the current time. (The current of execution the 

UPDATE statement time is 2012.08.08.) 

 

Example 8 

UPDATE s_employees 
    SET dept_id = 'd2' 
WHERE emp_name = 'Scott' ; 
 

Table 5: The content of the employee table after update 

dept_id name sys_start sys_end 

d1 Scott 2012.08.01 2012.08.08 

d2 Scott 2012.08.08 9999.12.31 

 

 

The syntax of the SELECT statement in relation to system-

versioned tables is the same as for the regular tables. The 

only difference is the necessity to retrieve old versions of 

rows. This can be done using the FOR SYSTEM_TIME 

clause. The meaning of this clause is to deliver rows, which 

satisfy the given condition. The resulting rows can be 

current or old version rows, depending on the condition.  

 

There are four different forms of this clause: 

- FOR SYSTEM_TIME AS OF CURRENT 

 TIMESTAMP  

-     FOR SYSTEM_TIME AS OF 

 <datetime value expression> 

- FOR SYSTEM_TIME BETWEEN 

 < date value expr 1> AND< date value expr 2> 

- FOR SYSTEM_TIME FROM  

< date value expr 1> TO< date value expr 2> 

 

The first form of the clause is the default value. This means 

that if a query includes any explicit form of the FOR 

SYSTEM_TIME clause, this form is implicitly assumed 

and the query returns the current rows as the result. The 

second form of the clause is used to retrieve rows of a table 

at a specified point in time. In contrast to the second form 

of the FOR SYSTEM_TIME clause, the third and the 

fourth form specify the condition as a time period. (The 

former defines a closed interval, while the latter specifies a 

half open interval.) Examples 9 and 10 show second and 

the third form of the FOR SYSTEM_TIME clause, 

respectively. 

 

Example 9 

SELECT dept_name 
      FROM s_employees FOR SYSTEM_TIME AS OF DATE 
'2010-01-01' WHERE emp_name = ˊScottˊ; 
 

Example 10 

SELECT dept_name 
FROM s_employees FOR SYSTEM_TIME BETWEEN DATE 
'2010-01-01' AND DATE '2012-01-01' 
WHERE emp_name = 'Scott'; 
 

IV. BITEMPORAL TABLES 

 

A bitemporal table comprises both an application-time period 

table as well as a system-versioned table. To understand why 

the “marriage” of both table forms is useful in the real world, 

let us take a look at an example. During their existence, 

departments of a firm can change their names. Typically, the 
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modification of a department name happens at a specific time, 

but that name is changed in the database not at the same time 

(usually later). In that case, the system-time period 

automatically records when a particular name is inserted into 

the database and the application time period records when the 

name was actually modified. 

 

A. Creating Bitemporal Tables 

When creating a bitemporal table, four additional temporal 

columns must be specified, two concerning system times and 

two in relation to application-time period. Example 11 shows 

the creation of such a table. (The CREATE TABLE statement 

in Example 11 is just a union of columns and clauses from 

Example 1 and Example 6.) 

 

Example11 

CREATE TABLE bi_employees (emp_id VARCHAR(30) NOT NULL, 
dept_name VARCHAR (20) NOT NULL, dept_id VARCHAR(30),  
start DATE NOT NULL, end DATE NOT NULL,   
system_start DATE NOT NULL  
GENERATED ALWAYS AS ROW START, 
 system_end DATE NOT NULL GENERATED ALWAYS AS ROW 
END,    PERIOD FOR SYSTEM_TIME (system_start, system_end), 
     PERIOD FOR emp_period (start, end),  
PRIMARY KEY (emp_id, emp_period WITHOUT OVERLAPS)))  
       WITH SYSTEM VERSIONING; 
 

Because bitemporal tables combine properties of both forms 

of temporal tables, all DML statements (SELECT, INSERT, 

UPDATE and DELETE) can be used either for the 

application-time period, system-time period or the 

combination or both. In other words, there are no syntactic 

extensions which are specific for bitemporal tables. 

 

V. IMPLEMENTATION OF TEMPORAL DATA IN 

IBM DB2 

 

Several vendors of RDBMSs have already implemented 

temporal data. Some of them used the prerelease of the 

specification for implementation, while others used 

proprietary syntax and semantics. At this moment, there is 

only one vendor, who implemented the specification of 

temporal data from the SQL standard: IBM DB2. For this 

reason, we will describe the support of temporal data in IBM 

DB2 in this section. 

 

A. Tables with Business Time 

The implementation of application-time period tables in DB2 

is similar to the corresponding specification in SQL:2011: The 

main difference is in the terminology: In DB2, such tables are 

called tables with business time [5]. 

 

1) Creating Tables with Business Time 

The syntax of the CREATE TABLE statement for creation of 

tables with business time is slightly different to the 

corresponding syntax for creation of application-time period 

tables. Example 12 shows how the CREATE TABLE 

statement can be used to create tables with business time. 

 

Example 12 

CREATE TABLE a_employees (emp_idVARCHAR(30) NOT NULL,  
dept_name VARCHAR (20) NOT NULL,dept_id VARCHAR(30),  
start DATE NOT NULL,  end DATE NOT NULL,  
     PERIOD BUSINESS_TIME (start, end),  
     PRIMARY KEY (emp_id, BUSINESS_TIME WITHOUT 
OVERLAPS)); 
 

The only difference to the corresponding SQL:2011 

specification is that IBM DB2 does not allow users to define 

names for the specified time period (in the PERIOD clause). 

This is replaced by the BUSINESS_TIME reserved keyword. 

  

 

2) Modifying Data from Tables with Business Time 

The syntax of the INSERT statement in DB2 is identical to the 

syntax of the same statement in the SQL:2011 specification, 

while the syntax of the UPDATE and DELETE statements in 

DB2 is slightly different: The FOR PORTION clause contains 

the BUSINESS_TIME reserved word, instead of the user-

defined name. (This is an implication from the definition of 

the PERIOD clause in the CREATE TABLE statement in 

DB2.) Example 13 shows the use of the UPDATE statement to 

modify tables with business time, while deletion of rows is 

given in Example 14. (These two examples correspond to 

Examples 4 and 5. For this reason, the result of these two 

statements is given in Table 2 and Table 3, respectively.) 

 

Example 13 

UPDATE a_employees FOR PORTION OF BUSINESS_TIME 
        FROM DATE '2010-05-01' TO DATE '2010-08-01'  
       SET dept_id = 'd2'    WHERE emp_id = 'e1'; 
 

Example 14 

DELETE FROM a_employees 
 FOR PORTION OF BUSINESS_TIME  
          FROM DATE '2010-06-01' TO DATE '2011-01-01'; 
 

B. Tables with System Times 

The semantics of system-versioned tables in DB2 is different 

than the semantics of the corresponding specification in 

SQL:2011. Instead of one system-versioning table, DB2 

supports two tables, one to store current rows and one to store 

old versions of them. Besides that, the terminology is 

different: System-versioning tables are called tables with 

system time. 

There are three steps in defining tables with system time: 

- Create the base table (for current rows) 

- Create the versioning table (for old versions of rows) 
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- Alter the base table to enable versioning and identify the 

versioning table 

 

 

1) Creating Tables with System Time 

The syntax of the CREATE TABLE statement for creating 

base tables with business time is almost identical to the 

corresponding syntax for creation of system-versioning tables. 

Example 15 shows how the CREATE TABLE statement can 

be used to create a base table with system time. 

 

Example 15 

CREATE TABLE s_employees (emp_nameVARCHAR(50) NOT 
NULL, dept_id VARCHAR(10), 
system_start TIMESTAMP(12) GENERATED ALWAYS AS ROW 
BEGIN NOT NULL, 
system_end TIMESTAMP(12) GENERATED ALWAYS AS ROW 
END NOT NULL, 
trans_start TIMESTAMP(12) GENERATED ALWAYS AS 
TRANSACTION START, 
       PERIOD SYSTEM_TIME (system_start, system_end), 
                    PRIMARY KEY (emp_name)); 
 

The only difference to the corresponding syntax in the 

SQL:2011 specification is the existence of an additional 

column (in our example trans_start), which stores transaction 

start time. IBM DB2 uses the values stored in this column to 

track when the transaction first executed a statement that 

modifies the content of the table. Examples 16 and 17 show 

the second and third step in defining tables with system time. 

 

Example 16 

CREATE TABLE v_employees LIKE s_employees; 
 

Example 17 

ALTER TABLE s_employees ADD VERSIONING USE HISTORY 
TABLE v_employees; 
 

The CREATE TABLE statement in Example 16 creates the 

new table called v_employees, which has the same structure 

as the s_employees table and is used to store old versions of 

rows. Example 17 modifies the structure of the base table to 

enable it for versioning and to identify the versioning table. 

 

2) Modifying Data from Tables with System Time 

The INSERT statement for tables with system time has the 

same syntax and semantics as the corresponding statement for 

system-versioning tables. IBM DB2 supports the same syntax 

for the UPDATE and DELETE statements as SQL:2011, but 

the semantics of these operations is different: The 

modification of a row using the UPDATE statement is 

maintained so that the new version of the row is placed in the 

base table and the corresponding old version in the versioning 

table. Similarly, during deletion, the data from the base table is 

deleted and copied in the corresponding versioning table. The 

system sets the end time of the deleted data in the versioning 

table to the transaction start time of the DELETE statement. 

 

VI. EVALUATION AND CONCLUSIONS 

 

All temporal data models can be evaluated in relation to 

several concepts. In this article, we will evaluate the temporal 

data model introduced in the SQL:2011 specification in 

relation to the three most important concepts:  

- Time dimensions 

- Implicit vs. explicit timestamps 

- Grouping of time-varying attributes 

 

A. Time Dimensions 

The most important concept of temporal data models is time 

dimension, and there are three different forms of it: valid time, 

transaction time and bitemporal. Valid time concerns the time 

when a fact is true in the real world. For this reason, this form 

of time is independent of its storage in a database and can 

concern the past, present and future snapshots of the fact. 

Transaction time concerns the time the event was present in 

the database as stored data. The transaction time of an event 

describes the times, where the event is stored in a database and 

presents the correct image of the modelled world. Timestamps 

of transaction time events are defined according to the 

schedule adopted by the operating system. Therefore, we can 

build the history of all such timestamps in relation to the past 

and current time, but not in relation to future. Additionally, 

only the current values may be updated, and the updates 

cannot be retroactive. 

The union of both forms explained above is called 

bitemporal.(There is also a special case of bitemporal model, 

when the valid and transaction times of a fact are identical. As 

a simple example for this case, the situation where a fact is 

recorded as soon as it becomes valid in reality can be 

considered.)  The most temporal data models proposed in the 

literature support only valid time. The specification of 

temporal data in SQL:2011 supports all three dimensions. 

 

B. Implicit vs. explicit timestamps 

The difference between implicit and explicit timestamps 

concerns how the association of times is represented. In case 

of explicit timestamps this association is represented by fully 

explicit timestamp attributes. This issue has consequences in 

relation to update languages in the following way: While 

transaction times of facts are supplied by the system itself, 

update operations in transaction-time models treat the 

temporal aspect of facts implicitly. On the other hand, the user 

is responsible to supply valid times of facts. Therefore, 

updating facts in valid time and bitemporal data models 

generally must treat time explicitly and are forced to represent 

a choice as to how the valid times of facts should be specified 

by the user. The SQL:2011 specification supports explicit and 
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implicit timestamps in the way described above: In the case of 

valid time (in application-time period tables), the user is in 

charge of supplying values for begin and end of the particular 

time period. The values of transaction time periods in system-

versioned tables are automatically set by the system. 

 

C. Grouping of Time-Variant Attributes 

Temporal data models support two different approaches in 

relation how time-variant attributes are attached: tuple time 

stamping and attribute time stamping. In tuple time stamping, 

each tuple is augmented by one or two attributes for the 

recording of timestamps. One additional attribute can be used 

to record either the time point at which the tuple becomes 

valid or the time at which the data is valid. Two additional 

attributes are used to record the start and end time points of 

the corresponding time interval of validity of the 

corresponding data. Tuple time stamping is usually applied in 

temporal relational data models, meaning that the first normal 

form (1NF) has to be maintained. 

 

The second approach, attribute time stamping, means that the 

time is associated with every attribute which is time-varying. 

Therefore, a history is formed for each time-varying attribute 

within each tuple. As a result, the degree of the relation is 

reduced by one or two compared with the tuple time stamping, 

since timestamps are part of the attribute values. Values in a 

tuple which are not affected by a modification do not have to 

be repeated. So, the history of values is stored separately for 

each attribute. 

 

Each of the two approaches has benefits and disadvantages. 

Tuple time stamping, which implies 1NF may introduce 

redundancy because attribute values that change at different 

times are repeated in multiple tuples. On the other hand, 

temporal relational models can use only this approach. The 

attribute time stamping overcomes the disadvantage of data 

redundancy introduced when applying tuple time stamping, 

but it cannot directly use existing relational storage structures 

or query evaluation techniques that depend on atomic attribute 

values. The specification of temporal data in SQL:2011 uses 

tuple time stamping, because SQL is the language for 

relational database systems. 

 

D. Deficiencies of the Specification 

The main deficiency of the standardized specification for 

temporal data is the omission to support the PERIOD data 

type. A period can be defined as a duration that represents a 

set of contiguous time units within the duration. It has a 

beginning and ending bound. The both are defined by the 

value of two elements: a beginning element and an ending 

element. Beginning and ending elements can be DATE, 

TIME, or TIMESTAMP types, but both must be of the same 

type.  The main advantage of the PERIOD data type is that it 

is naturally (and very easy) to define operations on such a data 

type. For instance, the following operations are concerned as 

operations on time periods: CONTAINS, EQUALS, 

PRECEDES, SUCCEEDS and OVERLAPS. 

 

There are several other deficiencies, which are listed below: 

- Coalescing is not supported 

- Temporal joins are not supported 

- Multiple application-time periods per table are not supported 

 

Coalescing is similar operation to the elimination of duplicates 

in conventional databases. The aim of coalescing is to merge 

bring together tuples with identical attribute values and with 

timestamps, which are adjacent in tine, or share some time 

periods in common. Temporal join means that a row from one 

table is joined with a row from another table such that their 

application-time or system-time periods satisfy a condition. 

(The notion of multiple application-time periods is obvious 

per se.) 
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Abstract—Accuracy is one of the main elements in the disease diagnose. Thus, it is important to select most relevant attributes to 

generate the optimal accuracy. The objective of this study is to predict more accurately the presence of oral cancer primary stage with 

reduced number of attributes. Originally, 25 attributes have been identified in order to predict the oral cancer staging. In this study, the 

integrated diagnostic model with hybrid features selection methods is used to determine the attributes that contribute the most to the 

diagnosis of oral cancer, which, indirectly, reduces the number of features that are collected from a variety of patient records. Twenty-

five attributes have been reduced to 14 features using hybrid feature selection. Subsequently, four classifiers: Updatable Naïve Bayes, 

Multilayer Perceptron, K-Nearest Neighbors and Support Vector Machine are used to predict the diagnosis of patients with oral cancer. 

Also, the observations  indicate that the Support Vector Machine outperforms other machine learning algorithms after incorporating 

feature subset selection with SMOTE at preprocessing phases. 

 

Keywords—diagnose; feature selection; oral cancer; SMOTE; 

I.  INTRODUCTION 

Early clinical diagnosis is seen as an important element in 
reducing the mortality rate of deadly disease. The process of 
clinical diagnosis begins with information gathering or eliciting 
data from a patient’s history. It includes data collection from 
the patient’s primary report of symptoms, past medical history, 
family history, and social history.  In this process, sometimes 
decision making can be done, where the clinician can start the 
procedure of formulating a list of possible diagnoses [1]. Then, 
by doing a physical examination, the physician detects 
abnormalities by looking at, feeling, and listening to all parts of 
the body. However, the patient’s record is a collection of 
features and data that leads to problems in the diagnosis.  

Another issue is most of the diseases share the same clinical 
features and scaling. Commonly, a biopsy is taken for the 
diagnosis. However, the diseases often share many 
histopathological features as well. Besides that, one disease 
may show the features of another disease at the beginning stage 
and may have the characteristic features at the following stages 
[2,3].  

The difficulty to diagnose clinical diseases has attracted 
many experts to study the solutions from the perspectives of 
both medical and computer science. A variety of machine 
learning methods in data mining and artificial intelligence such 
as feature selection (FS) and classifications are usually applied 
in the diagnosis of diseases [4,5]. Both FS processes and 
classification techniques are capable of produce the most 
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relevant features to build an efficient classifier. In addition, 
they can also eliminate noise and reduce features to achieve a 
classification with higher accuracy. Examples of common 
classification methods include Naïve Bayes (NB) [6,7,8,9], 
Support Vector Machine (SVM) [10,11,12,13], Genetic 
Algorithm (GA) [14,15,16], k-Nearest Neighbor (KNN) [17] 
and Multilayer Perceptron (MLP) [18]. These efficient methods 
are able to aid doctors in making decision of diagnosis based 
on the features obtained from the classification. This study 
aims to produce an efficient predicting diagnosis with deducted 
number of features that contribute more to the use of oral 
cancer using feature selection with classification. In this paper, 
an integrated diagnostic model for selection of the optimum 
features is proposed. The model is based on integrated a 
preprocessing phase and hybrid FS which is used to select of 
features used in the diagnosis process. We also suggested our 
new hybrid feature selection methods to diagnose the diseases 
using popular classification techniques such as NB, MLP, 
SVM and KNN. 

Clinical data sets are usually coming with no balance. Class 
imbalance occurs when one of the classes that are less 
represented. In the training data, this incident will affect the 
performance of the algorithm for selecting cases. This often 
occurs when data collection is not enough [19]. Most 
classification algorithms aim to minimize the error rate and the 
percentage of incorrect prediction of class labels [20,21]. To 
overcome this problem, we propose a preprocessing of 
imbalanced data set before the features selection stage. In this 
study, we integrate the Synthetic Minority Oversampling 
technique (SMOTE) algorithm in our diagnostic model to 
resolve the problem of imbalance data set. 

This paper is organized into four sections. In Section II, the 
materials and methods included in this study are elaborated. 
The simulation results of experimental works are presented in 
Section III. Conclusions are drawn in Section IV. 

II. MATERIALS AND METHODS 

This section describes oral cancer data set, oversampling 
method (SMOTE) and features selection algorithms used in 
this study. The development of the integrated diagnostic model 
is also presented in this section together with a hybrid feature 
selection for diagnosis primary stage of oral cancer. 

A. Oral Cancer (OC) Data Set 

The OC data set in this study consist of 25 variables or 
features and 82 instances or records [22]. The 25 features are 
divided into four: (i) demographic features, (ii) clinical signs 
and symptoms, (iii) histopathological features and (iv) primary 
stage features (see Table I). The feature of the primary stage is 
target as class label of disease’s diagnostics. 

TABLE I.  ORAL CANCER DATA SET WITH 25 FEATURES 

Demographical Features Clinical Features 

F1: Age F7: Difficulty in Chewing / Swallowing 

F2: Gender F8: Painless Ulceration > 14 Days 

F3: Ethnicity  F9: Neck Lump 

F4: Smoking F10: Loss of Appetite 

F5: Quid Chewing F11: Loss of  Weight  

F6: Alcohol F12: Hoarseness of Voice 

 F13: Bleeding 

 F14: Burning Sensation in the Mouth 

 F15: Painful 

 F16: Swelling 

 F17: Numbness 

 F18: Site 

 F19: Size 

 F20: Lymph Node Involvement 

Histopathological Features 

F21: Histological Type / Class 

F22: Differentiation (SCC Type) 

F23: Primary Tumor  (T) 

F24: Regional Lymph Nodes (N) 

F25: Distant Metastasis (M) 

Primary Stage (Class/Target) 

One: Stage I 

Two: Stage II 

Three: Stage III 

Four: Stage IV 

 

B. SMOTE 

Clinical data is imbalance in nature, therefore the data need 
to be preprocessed prior to the next stage of processes. The 
data set is unbalanced when at least one class have only a small 
number of instances (called the minority class) while other 
classes are a majority (with a large number of instances). The 
limitation of data collection often contributes to imbalance data 
set [19]. In this situation, classifiers of the majority class 
usually have good accuracy while the minority class(es) 
has/have very poor accuracy. In this study, Synthetic Minority 
Oversampling Technique (SMOTE) algorithm was applied to 
resolve the problem of imbalance data set during the 
preprocessing stage. SMOTE is running in a WEKA software 
environment under the supervised filter function, 
weka.filters.supervised.instance.SMOTE. The original oral 
cancer data set must fit entirely in memory. The amount of 
SMOTE and number of nearest neighbors is specified as Fig. 1. 
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Fig. 1. SMOTE function in Weka software 

C. Features Selection 

Feature selection (FS) is the process of revealing and 
reducing unrelated, weakly relevant or redundant features or 
dimensions in a given data set. The objective of FS is to find 
the optimal subset. Following are the functions used for feature 
evaluation (FS) within this study: 

 CfsSubsetEval. It evaluates the worth of a subset of 
features by considering the individual predictive ability 
of each feature along with the degree of redundancy 
between them. 

 CorrelationVariableEval. It evaluates the worth of 
features by measuring the correlation (Pearson's) 
between it and the class. Nominal features are 
considered as a value by value basis by treating each 
value as an indicator. An overall correlation for a 
nominal feature is arrived at via a weighted average. 

 InfoGainVariableEval. It evaluates the worth of a 
feature by measuring the information gain with respect 
to the class. 

All the features were searched using these algorithms: 

 BestFirstForward or sequential forward features 
selection (SFFS). It searches the space of feature 
subsets by greedy hill climbing augmented with a 
backtracking facility. 

 Ranker. Rank features by their individual evaluations. 
It is used in conjunction with features evaluators 
(ReliefF, GainRatio, Entropy, and others). 

 LinearForwardSelection with floating forward 
selection or known as Sequential Backward Selection 
(SBFS). It is an extension of BestFirst. The search 
direction can be forward or floating forward selection 
(with optional backward search steps). 

D. An Integrated Diagnostic Model 

In this study, the integrated diagnostic model is proposed to 
diagnose OC data set. It integrates the preprocessing phases 
and features selection methods (see Fig. 2). The collected OC 
data are first introduced, as well as the case study with a 
number of instances and features. The data is preprocessed by 
scaling or standardizing them to reduce the level of dispersion 
between the features in the data set. After re-sampling of 
imbalance data set, the process proceeds to features selection in 
order to find the most relevant variables in the diagnosis. At 
this phase, FS techniques are used to select most relevant 
feature’s model, and the various methods of that technique are 
employed. These models are validated by using the test 
validation data set. Four algorithms of machine learning are 
used at this stage to evaluate performance measure accuracy of 
FS model.  Finally, the optimum result gives the best prediction 
technique or algorithm for that particular type of data set. 

 

 

Fig. 2. An integrated diagnostic model for OC data set 

III. RESULTS AND DISCUSSION  

A. Balance Data set 

The original OC data set were categorized into four classes. 
There were 58 instances of the majority class (stage four), 16 
for stage three and stage one and two falls under the category 
of minority class with the number of instances less than 10. In 
this study, for the training set 10-fold cross-validation is used. 
The minority class is over-sampled at 100%, 200%, 300%, and 
400% of its original size. Table II shows the result of re-sample 
an imbalance OC data set using SMOTE. The result after over 
sampling showed the number of instances is a re-sample to 210 
instead of 82 instances.  

Classification methods and disease diagnosis 

FS4 

Supply medical data set and with M features 

Imbalance data set 

 Oversampling (SMOTE) 

Features selection 

FS0 FS1 FS2 FS2 

FS3 

Evaluation accuracy of best selected features 

Data preprocessing: 

 Data integration 

 Data transformation 

 Data cleaning 
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TABLE II.  BALANCED CLASS DISTRIBUTION FOR OC BY APPLYING 

SMOTE 

Class 

Name 

# of Instances % # of Instances with SMOTE % 

One 3 3.66 48 22.86 

Two 5 6.09 40 19.05 

Three 16 19.51 64 30.48 

Four 58 70.73 58 27.62 

Total 82  210  

 

Fig. 3 shows the class distribution of each minority class of 
OC data set, stage one (22.86%) and two (19.05%) are almost 
balance as majority class, stage three (30.48%) and four 
(27.62%). 

 

Fig. 3. Balance OC data set using SMOTE in WEKA software.  

B. Optimum Features Selected 

After loading the data set, the FS algorithms are applied to 
find the most significant features of the data set. It started with 
all features selected (FS0), cfsSubSetEval with Best First 
Forward (FS1), InfoGain Variable Evaluator combined 
Sequential Backward Selection or known as Linear Forward 
Selection with Floating Forward  Selection (IGSBFS) (FS2), 
Correlation Variable Evaluator with Ranker (FS3), and hybrid 
FS3 with CfsSubset Evaluator with Linear Forward Selection 
(FS4). Table III shows the details of results for each FS 
method. 

TABLE III.  SELECTED ATTRIBUTES WITH  FEATURES SELECTION 

METHODS 

FS Method Selected attributes 

FS0 No selected feature 25 attributes 

FS1 cfsSubSetEval 

Best First Forward 

2,3,8,9,15,16,17,18,19,20,21,2

2,23,24 (14 attributes) 

FS2 CorrelationAttributeEval 

Ranker 

20,23,21,22,16,19,24,8,2,15,7,

17,3,18,5,1,13,9,11,6,25,10,14,
4,12 (25 attributes) 

 
Remove 11 attributes 

FS3 CfsSubsetEval 

LinearForwardSelection 

(forward) 

20,23,21,22,16,19,24,8,2,15,17

,3,18,9 (14 attributes) 

 

FS4 (IGSBFS) 

InfoGainAttributeEval 

Ranker  

 

 
 

 

 
 

 

 
 

CfsSubsetEval 

LinearForwardSelection 
(floating forward selection) 

23,21,19,24,20,18,22,16,8,5,1,

7,3,2,17,13,5,9,11,12,14,4,6, 

10,25  

 

Remove gain ratio=0 
12,14,4,6,10,25 (6 attributes) 

 

Selected features = 
23,21,19,24,20,18,22,16,8,5,1,

7,3,2,17,13,5,9,11  

(19 attributes) 
 

Optimum features = 

23,21,19,24,20,18,22,16,8,15, 
3,2,17,9  (14 attributes) 

 

The experiment of FS using WEKA software started with 
25 features and 210 instances. It ended at FS4 with 14 optimal  
features namely 2, 3, 8, 9, 15, 16, 17, 18, 19, 20, 21, 22, 23 and 
24.  

C. Accuracy Classification Performance 

The performance measure of accuracy is considered in 
order to evaluate the efficiency of the FS methods. The 
measures are compiled by the following unit: Classification 
Accuracy (%) =  (TP+TN) / (TP + FP + FN +TN). In this 
study, the evaluations are conducted in WEKA with 10 fold 
cross validation. Four different machine learning algorithms 
are used to classify the OC data set with four FS methods: 

 Updateable Naive Bayes (NB). This is the updateable 
version of Naïve Bayes and using estimator classes.  

 Multilayer Perceptron (MLP). A Classifier that uses 
backpropagation network to classify instances. This 
network can be built by hand, created by an algorithm 
or both. The network can also be monitored and 
modified during training time. 

 SMO-Poly Kernel (E-1.0) (SVM). This 
implementation globally replaces all missing values 
and transforms nominal variables into binary ones. It 
also normalizes all features by default. 

 K-Nearest neighbors classifier (lazy.IBk). K-nearest 
neighbors classifier can select appropriate value of K 
based on cross-validation. It can also do the distance 
weighting. 

Table IV shows the result for the classifier without 
oversampling method, SMOTE. It started with select all 
features of OC data set, 25 features. Next feature selection 
phase, FS2 is also carrying on with 25 features. Finally, a 
classifier with 14 selected features from FS3 is generated. 
Using oversampling (SMOTE), the results for three FS 
methods with four classifiers show that the features selected by 
the integrated diagnostic model contributed to improved 
accuracy of the entire classification algorithm used for the OC 
data sets.  

Table V demonstrates that FS with SMOTE outperforms 

FS without the implementation of SMOTE. The accuracy of 

OC data set for FS3 improves from 87.80% to 94.76% for NB, 
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90.24% to 95.24% for MLP, 86.59% to 96.20% for SVM and 

76.83% to 91.43% for KNN. Findings from Table VI are also 

shown that the highest classification accuracy performance 

using SVM algorithm, with accuracy of 96.19% with 14 

optimal features selection namely 2, 3, 8, 9,15, 16, 17, 18, 19, 

20, 21, 22, 23 and 24. The empirical comparison between 

fives FS methods for the entire classifier algorithm is as well 

performed as graph comparison as Fig 3. It shows the optimal 

features set from FS3 contribute the highest accuracy 

performance. 

 

 

 

 

 

TABLE IV.  PERFORMANCE ACCURACY FOR THREE SELECTED   

FEATURES  SELECTION ON OC DATA SET WITHOUT SMOTE 

Classification Accuracy Without SMOTE (%) 
Algorithm FS0 FS2 FS3 

NB  85.37 
14.63 

75.61 
24.39 

87.80 
12.20 

MLP 76.83 

23.17 

79.27 

20.73 

90.24 

9.76 

SVM 62.20 
37.80 

62.20 
37.80 

86.59 
13.41 

KNN 75.61 

24.39 

75.61 

24.39 

76.83 

23.17 

 

TABLE V.  PERFORMANCE ACCURACY FOR THREE SELECTED 

FEATURES  SELECTION ON OC DATA SET WITH SMOTE 

Classification Accuracy With SMOTE (%) 
Algorithm FS0 FS2 FS3 

NB  91.90 
8.10 

91.91 
8.10 

94.76 
5.24 

MLP 94.29 

5.71 

93.81 

6.19 

95.24 

 4.76 

SVM 93.33 
6.67 

93.33 
6.67 

96.20 
3.80 

KNN 86.19 

13.81 

86.19 

13.81 

91.43 

8.57 

 

TABLE VI.  PERFORMANCE ACCURACY FOR FIVE FEATURES SELECTIONS 

ON OC DATA SET 

Algorithm 
No. of 

Features 

Accuracy (%) 

NB MLP SVM KNN 

FS0  25 91.90 94.23 93.33 86.19 

FS1 14 94.76 94.76 92.38 90.95 

FS2 25 91.90 93.81 93.33 86.19 

FS3 14 94.76 95.24 96.19 91.43 

FS4 14 94.76 94.76 92.38 90.95 

 

 

Fig. 4. Performance accuracy comparison between the fives features 

selection methods with NB, MLP, SVM and KNN algorithm. 

IV. CONCLUSION 

In the field of medical diagnosis, one of the main issues is 
accuracy in the diagnose of the patient disease.  In order to 
generate the highest accuracy, it is important to reduce and 
select most related features. Thus, we investigate data 
reduction methods to be applied in the diagnosis of OC primary 
stage using machine learning classification methods. In this 
study, the integrated diagnostic model between preprocessing 
phases and hybrid FS method to diagnose OC primary stage 
demonstrated an increase in classification accuracy. It shows 
highest classification accuracy with 14 optimal features from a 
set of 25 features. The optimal feature subset was trained with 
four classification algorithms, Updatable Naïve Bayes, 
Multilayer Perceptron, K-Nearest Neighbors and Support 
Vector Machine. Experimental results from this study present 
that a preprocessing technique before data selection greatly 
enhances the accuracy of classification. It is also noted that the 
classifier accuracy enhanced by applied by FS methods than 
the classifier accuracy without FS. These results clearly 
demonstrate the great potential of the proposed model for the 
diagnostic of clinical data. 
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Abstract- Tourism plays an important role in supporting national economy and creating new jobs. It contributes positively at raising the 

national income and improving the balance of payments. Egypt depends on the tourism sector to support its national economy. It also 

represents one of the main sources of hard currency and contributes significantly at solving the problem of unemployment. 

Notwithstanding, decision makers in Egypt tourism sector have no chance to  access a unified data source that can supply information to 

meet their inquires and expectations. Also the difficulty in conducting  analysis and in processing the current data to extract the required 

information is another challenge because it consumes a lot of time and effort. In this paper, we propose a data warehouse prototype based 

decision support system for the tourism sector in Egypt. This prototype integrates all the available data sources into a unified data 

warehouse where data can be viewed, retrieved, and analyzed quickly and efficiently. This system enables the decision makers to access 

the required information quickly and accurately to support them in making critical decisions at the suitable time.  

 

Keywords- Decision Making; Decision Support System; Tourism; Data Warehouse; Data Marts; and Galaxy Schema 

1. INTRODUCTION 

 Tourism is a powerful vehicle for economic growth 

and job creation all over the world. According to World 

Economic Forum [1], the Travel & Tourism has continued to 

be a critical sector for economic development and for 

sustaining employment in both advanced and developing 

economies. A strong Travel & Tourism sector contributes at 

many ways to the development and to the economy of 

countries. It also makes direct contributions by raising the 

national income and improving the balance of payments.  

Authors of [2] clarified that the direct contribution of Travel & 

Tourism to Gross Domestic Product (GDP) of worldwide in 

2012 was 2,056.6 billion USD (2.9% of GDP). This primarily 

reflects the economic activity generated by industries such as 

hotels, travel agents, airlines, and other passenger 

transportation services. The direct contribution of Travel & 

Tourism to GDP is expected to have grown by 4.4% to 3,249.2 

billion USD (3.1% of GDP) by 2023. Tourism sector is 

directly and indirectly responsible for generating 261million 

jobs in 2012 (8.7% of the world's jobs). It is forecasted that by 

2023, the Travel & Tourism sector will have supported 338 

million jobs (9.9% of total employment), an increase of 2.4% 

over the next ten years [1]. 

 Egypt depends on the tourism sector to support its 

national economy. It represents one of the main sources of 

national income and contributes significantly at solving the 

problem of unemployment. According to the Egyptian 
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Ministry of Planning and International Cooperation [3], 

tourism provides direct jobs for nearly three million people, 

critical income to more than 70 industries, and 20 percent of 

the state's foreign currency. 

As tourism is considered a composed industry, tourism 

development plans are associated with many ministries. In 

Egypt, there is no unified and consistent data sources that can 

supply information to all decision makers in different authorities 

for improving the tourism sector. For example, when decision 

makers in the Tourism Development Authority decide to 

establish a new hotel in a specific tourist governorate, it is 

important for decision makers to have information about the 

number of tourists visiting this governorate, the number of 

existing hotel units by category, and the number of hotel 

employees needed and their qualifications. This example shows 

that the need of acquiring information from various authorities 

like the Ministry of Tourism, the Egyptian Development 

Authority, and the Ministry of Higher Education is very 

important. 

 Another problem facing the decision makers in the 

tourism sector in Egypt, as Harb [4] clarified, is exemplified in 

dealing with large volumes of different valuable tourism data. 

These data include tourist numbers, tourism nights, percentage 

of hotel occupations, and the total revenue from the tourism 

sector at national level, etc. These data are normally stored in 

hard copies with different formats and in operational databases, 

which are not easily and timely accessible to decision makers. 

Harb [4] emphasized that when the president of the Egyptian 

Tourist Authority (ETA) asks for a report, he has to wait for a 

substantial time before preparing the report and sometimes he 

receives data with a very poor quality. Consequently, it is clear 

that the current situation of the existing data stores in Egypt 

tourism sector leads to many problems such as: 

 Providing inconsistent, inefficient, and poor data. 

 Difficulty in collecting, analyzing, and processing the 

current data to extract the required knowledge and 

information for decision making. 

 On view of aforementioned,  we proposed a data 

warehouse prototype that aims at supporting the decision 

makers in the tourism sector in Egypt by integrating the data 

sources found in some of the most important ministries and 

authorities which serve the tourism sector into a unified and a 

consistent place. We targeted to gather the databases found in 

(The Ministry of Tourism, the Egyptian Tourist Authority, the 

Tourism  Development Authority, the Ministry of Education, 

and the Ministry of Higher Education), extract, transform, and 

load them to a huge data warehouse. Due to data warehouse is 

a subject oriented, we interviewed some of the officials in the 

tourism sector in Egypt to determine their needs and 

requirements.     

 The rest of this paper is organized as follows. Section 

2 reviews the related work. Section 3 shows the adopted 

methodology to develop the proposed tourism data warehouse 

prototype. Steps of designing the proposed tourism data 

warehouse prototype are clarified in section 4, while section 5 

explains the steps of building the proposed tourism data 

warehouse prototype. Section 6 presents a case study. Finally, 

the paper is concluded in section 7.  

 

2. RELATED WORK  
 Different approaches were proposed by researchers in 

the field of supporting decision making in the tourism field. 

One of these approaches is based on using Decision Support 

Systems (DSSs). In such approach, some studies [5-7] 

discussed using DSSs in supporting the tourist to make a 

decision in choosing the suitable destination matching with his 

needs and his budget. Other studies focused on using the DSSs 

for assisting stakeholders in the tourism industry like tourism 

planners [8], Destination Management Organizations (DMOs) 

managers [9], tourism demand forecasters [10], and finally 

tourism marketers [11] to make suitable decisions. Although 

these studies proposed models related to present solutions to 

various problems facing stakeholders in the tourism industry, 

they do not enable stakeholders to instantly analyze and view 

the required information from different viewpoints and 

different level of details.   

 On the other hand, some of these approaches are 

based on using data warehouse as a tool to support the decision 

making process in the tourism industry [12-14]. These studies 

suggested data warehouse models to support decision makers 

in the tourism industry in various countries like China [12], 

Romania [13], and Croatia [14]. The nature of the tourism 

industry in these countries is different than in Egypt (e.g. in the 

used operational information systems). Moreover, being Egypt 

one of the developing countries, thus the management 

information systems are not used efficiently like the situation 

in a country as China. This leads that the data is scattered and 

consumes a lot of time to be collected and to be prepared .The 

research work introduced in [15] is the only study that 

proposed a data warehouse prototype for the tourism industry 

in Egypt. Although this work is the pioneer in adopting such 

approach in the tourism sector in Egypt, the proposed 

prototype is just a design not a prototype. It is like a guideline 

on how to build a data warehouse for tourism in Egypt. It is a 

small data warehouse which relies only on the data existing at 

the Ministry of Tourism and serves no more than the decision 

maker at the same ministry. The proposed prototype does not 

cover the needs of several decision makers in other related 

sectors like, the tourist employment sector, the tourist learning 

sector. 
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 To tackle the above-mentioned limitations, we 

propose a data warehouse prototype for the tourism sector in 

Egypt covering and including all the aspects of this vital 

economic field. The proposed tourism data warehouse 

prototype takes into consideration the nature of tourism 

industry in Egypt, which depends upon obtaining data from 

various sources. Moreover, the proposed tourism data 

warehouse prototype serves different decision makers in the 

ministries that supply the tourism industry in Egypt. The main 

purpose of this proposed tourism data warehouse prototype is 

increasing the efficiency of the decision making process in 

tourism sector of Egypt through providing a holistic picture of 

the needed information.  

 

3. TOURISM DATA WAREHOUSE PROTOTYPE DEVELOPMENT 

METHODOLOGY 

 Figure 1 represents the proposed tourism data 

warehouse prototype development methodology that we 

followed to build the data warehouse. As shown in this figure, 

the methodology includes three steps:  

I. Identifying the prototype requirements and the existing 

tourism data sources. In this step, we performed in-depth 

interviews with the tourism sector decision makers. Also, we 

performed interviews with some officials in certain 

organizations like the Ministry of Higher Education, the 

Ministry of Education, and the Center for Documentation of 

Cultural and Natural Heritage to identify the tourism-related 

data sources in those organizations, which are very supportive 

for the decision makers. 

II. Designing the proposed tourism data warehouse prototype. 

In this step, we designed ten subjective data marts, identified 

the dimensions and measures used in designing these data 

marts, and designed the galaxy data warehouse schema that 

builds the proposed tourism data warehouse prototype. 

III. Building the proposed tourism data warehouse prototype. 

In this step, we implemented the galaxy data warehouse 

schema, executed the ETL process,  built the required data 

cubes, and implemented the presentation layer.  

 

 

 
Fig (1) The Tourism Data Warehouse Prototype  

Development Methodology 
 

4. DESIGNING THE TOURISM DATA WAREHOUSE PROTOTYPE 
 To design the proposed tourism data warehouse 

prototype, the researchers adopted the bottom up design 

approach, which starts with the prototype requirements 

elicitation, data marts identification, and finally ends with the 

data warehouse building. After eliciting the needs and the 

requirements of the decision makers in the tourism industry, 

the needed subjective data marts were identified by analyzing 

those requirements. Accordingly, we identified the dimensions 

and measures used in designing each data mart. As a result of 

that, we were capable of designing the galaxy data warehouse 

schema that builds the complete tourism data warehouse 

prototype. 

 According to the needs and requirements of the 

interviewed decision makers, there are ten subjective data 

marts. Each data mart holds a specific subject area and 

performs a specific function such as the indicators of tourists 

by exported countries, etc. Table (1) demonstrates the ten 

subjective data marts and their objectives. 

TABLE (1)THE SUBJECTIVE TEN DATA MARTS 

Data Mart Objective 
1. Indicators of 

Tourists  by 

Exported 
Countries. 

Counting the number of tourists visiting 

Egypt in terms of time, region, sub- 

region, country, mode of transport, and 
main point of entry. 

2. Indicators of 

Tourists by 

Visited Cities. 

Counting the number of inbound 

tourists in terms of time, purpose of 

visit and visited city, governorate, and  
internal region. . 

3.Tourist Nights.  Counting the number of tourist nights 

in terms of time, exported country, sub-
region, and external region. 

4. Hotel 

Indicators. 

Counting the number of hotel units, 

rooms, beds, employees, and occupancy 

rates in terms of time, city, sub-region, 
internal region, and existing hotel 

category and type. 

5. Volume of 
Tourism 

Receipts.  

Measuring  the volume of tourism 
receipts flowed from a particular 

region, sub- region, and country and on 

what purpose were spent during a 
period of time.  

6. Tourism 

Establishments. 

Counting  the number of tourism 

establishments and number of its 

employees in terms of its type and its 

category according to its place during a 

period of time. 

7. Travel 
Agencies. 

Counting  the number of travel agencies 
and number of its employees in terms 

of its type according to its place during 
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a period of time.  

8. Tourist 

Education 
Institutions. 

Counting  the number of tourist 

education institutions, number of 
students, number of graduates, and 

number of staff members in terms of 

educational type systems and its place 
during a period of time.  

9. Tourist 

Guides’ 
Indicators. 

Counting  the number of tourist guides 

in terms of  spoken language and work 
area during a period of time.  

10. Egyptian 

Heritage Sites.  

Counting  the number of the Egyptian 

heritage sites in terms of  its type and 

place during a period of time.  

 

 Besides, the domain trees of the tourism data 

warehouse dimensions show different levels of granularity, and 

hence the decision makers can easily scroll down and roll up 

the data marts based on the levels of domain trees.  Figure (2) 

shows the domain trees of Time, City ,and Country 

dimensions. 

 
Fig (2) Domain Trees of Time, City, and Country 

 

 Finally, designing the galaxy data warehouse schema, 

which is defined by Poe, et al [16] as a combination of many 

data marts. The designed galaxy data warehouse schema 

consists of ten linked data marts to build the proposed tourism 

data warehouse prototype. Each data mart is designed as a 

snow flake schema, which consists of a fact table and set of 

dimension tables. Figure (3) shows a partial view of the 

designed galaxy data warehouse schema for two data marts:  

Travel Agencies data mart and Egyptian Heritage Sites data 

mart. Therefore this partial galaxy schema contains two fact 

tables (Egyptian Heritage Sites and Travel Agencies) and four 

surrounded dimensions (Time, City, Travel Agency Category, 

and Heritage Site Type).  

 
Fig (3) A Partial View of the Designed Galaxy  

Data Warehouse Schema 

 

5. BUILDING THE TOURISM DATA WAREHOUSE PROTOTYPE 

 To build the designed tourism data warehouse 

prototype, as shown in figure (4), we firstly performed the 

ETL process to populate the galaxy data warehouse schema. 

Secondly, we created the data cubes, which form the ten 

subjective data marts.  Finally, we developed a web based 

application that contains the data view management, and 

OLAP database management. This application enables the 

decision makers to browse the data marts in different 

multidimensional views, and hence they can generate huge 

number of reports and charts in a dynamic way.  

 
Fig (4) Building the Tourism Data Warehouse Prototype Steps 

  
 The proposed tourism galaxy data warehouse schema 

constitutes of eleven dimensions namely: Time, Main Points of 

Entry, Country, Purpose of Visit, Hotel Category, Type of 

Hotel Establishments, City, Tourism Establishments, Egyptian 

Heritage Sites, Tourist Education and Tourist Guides 

dimensions. Also, the proposed tourism galaxy data warehouse 

schema contains ten fact tables namely: Tourists Indicators by 

Exported Countries, Tourists Indicators by Visited Cities, 

Tourist Nights, Hotel Indicators, Volume of Tourism Receipts, 

Tourism Establishments (Restaurants-Cafeteria- Diving 

Centers), Travel Agencies, Tourist Education Institutions, 

Tourist Guides Indicators, and Egyptian Heritage Sites.  

 

6. CASE STUDY  

 To show how the proposed tourism data warehouse 

prototype is very beneficial for the decision makers in the 

tourism sector in Egypt, the researchers proposed an 

illustrative scenario: the decision makers in the Cabinet plan 

want to set up a Faculty of Tourism and Hotels in a tourist 

governorate like the South Sinai. This kind of decisions needs 

many aggregated information like the number of tourist 

education institutions, the number of students, the number of 

graduates, the number of hotel units by category, the number of 

hotel employees, the number of tourism establishments, the 

number of tourism establishments employees, and the number 

of travel agencies together with the number of their employees. 

Having such information can enable decision makers to answer 

the following questions: 
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 Is it necessary to build a Faculty of Tourism and Hotels, 

Tourism Institute or Hospitality Institute in the South 

Sinai or not? 

 If yes, what is the required curriculum?  

 How many graduates and staff members are needed? 

 The proposed tourism data warehouse prototype can 

provide the decision makers with the needed 

multidimensional reports (as shown in figures 6 to 9) to 

assist them to answer the previous questions. Figure (5) 

shows the number of the existing hotel units by category 

and the number of hotel employees in the South Sinai 

governorate in 2011. 

 
Fig (5) Number of Hotel Units and Employees in the South Sinai by Category 

in 2011 

 
 Figure (6) provides information about the number of 

tourism establishments and the number of their employees by 

type in the South Sinai governorate in 2011. 

 
Fig (6) Number of Tourism Establishments by Type and the Number of 

Employees in the South Sinai 2011 

 
 Figure (7) shows the number of travel agencies and 

the number of their employees by category in the South Sinai 

governorate in 2011. 

 
Fig (7) Number of Travel Agencies by Category and the Number of 

Employees in the South Sinai 2011 

 
 Figure (8) provides information about the number of 

travel tourist education institutions, the number of students, the 

number of staff members and the number of graduates by 

category in the South Sinai governorate in 2011. 

 
 Fig (8) Indicators of Tourist Education Institutions in the South 

Sinai 2011 
  
 Based on the previous extracted reports, it is clear that 

there is no a Faculty of Tourism and Hotels in the South Sinai. 

There is only a higher institution with number of (355) enrolled 

students, and (150) graduated students, whereas the number of 

hotel employees is (70181), the number of tourism 

establishment employees is (1685), and the number of travel 

agency employees is (674). This means that the number of 

graduates does not match the number of available jobs whether 

in hotels, restaurants, cafeteria, diving centers, or travel 

agencies. Consequently, there is a shortage in the employment 

market for this governorate. Therefore, decision makers can 

answer the previous questions and decide that the Sinai 

governorate needs a new Faculty of Tourism and Hotels. The 

decision makers can also determine the required curriculum, 

students, and staff members. 

  

7. CONCLUSION 

 In this paper, we proposed a tourism data warehouse 

prototype for the tourism sector in Egypt. The prototype 

integrates all the available data sources into a unified data 

warehouse and provides the decision makers in the tourism 

sector in Egypt with multidimensional reports that show the 

required information in different points of view. The case study 

showed not only the capability of this prototype to issue both 

integrated and subject oriented reports, but the proposed 

tourism data warehouse prototype can provide decision makers 

with reports in various level of granularity as well. The work 

presented in this paper is an initial step in building a complete 

data warehouse system with various analytic tools and 

dashboard indicators to support the decision makers of tourism 

sector in Egypt.   
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ABSTRACT- A person’s name is regularly used to uniquely identify himself/herself from others; unfortunately names are in no 

way unique and this leads to serious problems. For instance, when trying to retrieve papers from academic database repositories, it 

can be difficult to distinguish one author from another if the individuals in question have the exact same name. An author can also 

assume another name, for instance by using the full name. Thus, being able to differentiate which person a specific name is referring 

to can be tricky. In this paper, we propose a method to solve this ambiguity problem by gathering information from bibliographic 

databases and using this information to create a social network tree. Based on the relationships created among co-authors it is possible 

to disambiguate authors with a high-level of accuracy.  

Keywords: Namesakes, social network, name ambiguity, academic databases. 

1. INTRODUCTION 
Names are not unique to a single person. For instance, the 

most common last name in North America is Smith [1]. 

Every year there are new lists of top 100 baby names for 

boys and girls. If one would take a look at these lists, one 

would notice that the top names do not vary much from year 

to year.  

Name ambiguity occurs at an early age and examples of this 

can be traced back to kindergarten. If a class has students 

with the same first name, such as John, the first initial of the 

student’s last name may be included in order for teachers and 

students alike to differentiate between which John they are 

referring to: so John Smith would be called John S.  

Similarly, if the names extend past just the given name, 

teachers have to become more creative. The problem with 

having two people with the exact same name is called a 

namesake. In order to overcome this issue, the teacher may 

say that one John Smith would just be called John and the 

other John Smith would be called Johnny.  

This same problem becomes serious when it is transferred to 

a professional environment, e.g., when it occurs in academic 

publications that exist in databases repositories like DBLP. 

Researchers have the problem of namesakes because as we 

noted before, names are not unique identifiers. The issue 

with this is that unlike in a classroom where there is a 

restricted number of students. The ambiguity of names in the 

academia is a global issue where the same name may exist 

within the same domain of research or different research 

interests and within the same university or in different 

universities, though the latter case is more common. 

Unfortunately publications are cited by name and hence it is 

difficult to identify and separate the exact publications of a 

given researcher in order to avoid giving the credit where it 

does not belong.  

Digital libraries, e.g., DBLP, IEEE, ACM, Springer, Scopus, 

etc are all available on the World Wide Web (WWW). It 

should come to no surprise then that the issue of namesakes 

and name ambiguity can occur on these sites. Searches can 

be conducted by looking up authors, but as Figure 1 shows 

this can lead to confusion, as these websites do not have the 

ability to filter or identify a single individual from authors 

with the same name. 

In the results of a search for papers written by a common 

name, say Ken Barker in 2009 alone, we can see the 

occurrence of namesakes. In Figure 1, we see that DBLP has 

correctly returned papers written by Ken Barker. The 

highlighted papers outlined by red and green show that these 

publications are actually referring to two different persons 

with the exact same name. When clicking on the 

bibliographic information on these two authors, we see 

different information returned. This can be seen in Figure 2.  

These academic websites have no way of differentiating 

between these two authors, so the search results of authors 

are not accurate. Knowing merely that the author of interest 

is Ken Barker; these sites will search their database and 

return any results that have Ken Barker as an author.  

While investigating this issue of name ambiguity, we noticed 

a common trend: researchers throughout their career will 

meet peers and most of the time will mostly continue to 

collaborate with them, regardless whether they switch 

academic institutions. This relationship between authors and 
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co-authors can help us distinguish one researcher from 

another.  

In this paper, we propose a method that relies on the 

relationship made between authors of a paper as well at other 

information taken from bibliographic databases. We have 

created a web crawler that will go through ACM, DBLP and 

IEEE libraries. From these sites we collect papers of specific 

authors as well as information on these researchers. 

 

Figure 1. Namesakes on DBLP when searching for Ken Barker  

 

 

 

Figure 2. From the same search results as before we see works 

from two Ken Barkers, one from the University of Calgary 

and the other from the University of Texas.  

 

With this information in turn, we can create a network 

graph/tree. The nodes represent the researchers and within 

the nodes we have more information related researchers, 

such as their academic institutions. With these nodes we will 

begin to create associations between authors and co-authors. 

This approach will slowly create a network of clusters 

among researchers and allow the user to see namesakes or 

aliases of researchers.  

 

2. RELATED WORKS 
As stated in the introduction, we noted that the idea of name 

ambiguity and namesakes is not a new problem. This topic 

has been widely investigated and there are several varieties 

of techniques described in the literature. Looking at the 

previous research done we see that the idea of duplicating 

records in large data files was investigated in 1983 [2]. There 

was research done by Hernandez et. al who gathered large 

commercial databases and merged data from multiple 

sources, this he defined as the merge/purge problem and 

become efficient but costly [3]. 

 Branting has done a comparative study just on name-

matching algorithms [4]. Name-matching has been studied 

and in a study done by Top et al. they showed just how 

complex name-matching can be with various different 

situations just based on the name and different alias’ a person 

can have, intentional or not [5]. Not only do names differ in 

spelling, but researchers such as Ji et al. are interested in the 

way that phonetics can help with name-matching; just 

another way researchers are thinking outside the box to 

accomplish the task of matching names to the appropriate 

persons [6]. 

Recently, there are researchers who have used multi-layer 

clustering to try and detect name ambiguity [7]. Jiang et al. 

used a combination of package-merge algorithm, pattern-

matching techniques and fuzzy logic rules in their research. 

A study was also carried out by Wu et al. and to solve name 

ambiguity, they also worked with obtaining more 

information on the authors, such as workplace and co-author 

relationships. Wu and his team used this information and 

applied the association rule and a pre-set threshold to 

differentiate between name distinctions [8].  

Research done in 2005 by Han used the method of K-way 

spectral clustering, relying on subsequent information given, 

such as co-authors, paper titles and publication venues [9]. 

With the clusters, they are able to differentiate groups and 

decide which groups had which members included in them. 

Wei et al. on the other hand, concentrated primarily on a 

biomedical academic website when creating an algorithm for 

name ambiguity [10]. By using EntrezIDs, he would match 

the EntrezID information with the information of authors. 

This allowed them to have a unique ID for each author. Even 

with this unique identifier and their smaller size database 

they gained about 75.1% precision when dealing with name 

ambiguity. 

Shin et al. used social networks to resolve the issue of name 

ambiguity [11]. This research resembles ours described in 
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this paper, as it focuses on the social networks created by 

authors and co-authors. They constructed their own 

namesake and name ambiguity algorithms in order to create 

their social networks. This research has impacted ours, but it 

is important to note that they have concentrated on DBLP as 

their main source of papers; DBLP will connect with other 

academic sites, but if there is no submission to DBLP then 

the paper will be left out. Since our research is based on the 

cumulative returns of the chosen academic research 

websites, with each having its own crawler, we can gather 

more information to create our network graph and hopefully 

also be able to gather more information if one website has a 

better biographical database. 

There are a variety of other techniques used for identification 

purposes. There are a lot of creative combinations of 

techniques in just these few sample papers. All of these 

techniques are used to attempt to solve the problem of 

personal identification or name ambiguity. We can see that 

the issue of name ambiguity is a tricky one and all the papers 

attempted to solve this issue required many steps and more 

than one algorithm in order to come up with acceptable 

results.  

 

Figure 3. Proposed system architecture. 

 

3. SYSTEM ARCHITECTURE 
We need to rely on many parts of the system in order to 

properly handle name ambiguity. First, it is important to start 

off with a quick overview of all the parts.  

In Figure 3, we see the existence of web crawlers. The 

current implementation of our web crawlers will comb 

through the online databases and retrieve papers and authors 

whose names are attached to these papers. These web 

crawlers will be scheduled to run or will be manually run by 

the user. For our current research, we will concentrate on 

three academic websites: namely DBLP, ACM and IEEE, 

though others may be easily added if needed.  

From the output of the web crawlers we will be able to 

analyze our results with our controller. It will have two main 

purposes. The first is to sanitize the information to make sure 

it is unified and the second is to merge papers that are the 

same from the different crawlers.  

In order to easily retrieve and update the information 

returned from the web crawler, we will create a database that 

will store the information. 

The graph function that we developed will be our main 

algorithm to build our graph and the relationships, with 

which we will be able to deal with namesakes and resolve 

name ambiguity. 

 

3.1 Web Crawlers 
In order to efficiently keep the database up to date, we have 

created automated web crawlers that will search through our 

three academic websites. Since all three websites have 

different bibliographic structures we require different 

crawlers to return specified information from the underlying 

database as shown in Table 1.  

Table 1. Information returned from web crawlers. 

Web 

Crawler 

List of 

Papers 

List of 

Author(s) 

Author 

Information 

DBLP Yes Yes No 

ACM No No Yes 

IEEE No No Yes 

 

Since DBLP contains all of the author’s papers, it will be our 

main source to get all authors and all the paper’s information. 

Unfortunately DBLP doesn’t have any of the author 

information such as Affiliation or email. This information is 

useful to identify authors with same names, but in this paper 

we will concentrate mainly on comparing an Author’s co-

authors to distinguish them.  

With the list of papers and authors returned, the system will 

be able to utilize the information to help us create a network 

graph.  

 

3.2 Controller 
In the second step of our system architecture, we have the 

controller. It has two main functions: to merge papers 

returned from the crawlers that are the same. The crawlers 

will be pulling from DBLP and information from 

ACM/IEEE; there is possibility that researcher groups could 

have submitted their papers to individual academic websites. 

The paper could have been approved for more than one 

submission. If there are multiples of the same paper the 

controller will identify this and merge them together along 

with the information. The second role of the controller is to 

be able to sanitize the information. What is meant by 

sanitize, is to clean up the results so that our algorithm will 
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be able to effectively analyze the information without any 

issues, such as issues which may arise when the results 

include special characters, these can be seen in languages 

that use accents such as French or Spanish. 

 

3.3 Data Store 
In the database we will be storing two sets of information 

taken from our controller. 

The first will be the names of the authors. We will keep a list 

of names, which will be taken from the results of the DBLP 

crawler. The names will be added one by one into the 

database. In the beginning, we will have only one author; 

from there we will search the co-authors of a given paper. 

Through this iterating process, we will eventually be 

searching those previously added authors to see if there is a 

name that currently does not exist in our list. We can see an 

example of how this will be stored in Table 2. 

 

Table 2. Table kept by the database with the list of authors 

currently seen. 

Name 

Ken Barker 

Reda Alhajj 

Bruce Porter 

 

This will be used by both the controllers and by the graph 

function in order to create relationships. When we come 

across a new author we will add him or her to the current 

table of names and then in a next iteration of the author 

relationship table we will look for new relationships amongst 

them. This will create a domino effect and spread through 

the full database, returning to us a complete result. An 

example of how this is done is given in Table 3. 

Table 3. Relationships between authors and co-authors 

Relationship 

Ken Barker – Reda Alhajj 

Ken Barker – Bruce Porter 

 

Looking at the tables, we can see how this relationship 

among co-authors will help us building our network graph. 

We see from the tables that there is a relationship between 

Ken Barker and Reda Alhajj, and another relationship exists 

between Ken Barker and Bruce Porter. Also note, that there 

is currently no relationship between Reda Alhajj and Bruce 

Porter in our database. This lack of a relationship is just as 

important as the relationships that exist because they will 

help us create an accurate network graph moving forward. 

Indeed the lack of relationship may be a good indicator that 

the two occurrences of Ken Barker are not the same person. 

The second information that the database will keep track of 

is the list of paper titles. Once again, the system will be 

merging those papers that are exact duplicates of one 

another. Unlike other research papers, this one is based on 

multiple academic databases so the occurrence of duplicate 

papers is likely since these are separate websites. We will 

have to be able to properly identify and merge papers that 

are similar.  

 

3.4 Graph Function  
Using our knowledge of the current system, we now move 

on to the graph function. This part of the system is to be 

considered the heart of our overall architecture. The role of 

the graph function is to take the knowledge from the 

database and turn it into a network graph of clusters. From 

these clusters we will be able to differentiate namesakes as 

well as be able to eventually merge alias names.  

Figure 4. Visualization of the network graph 

 

 

Figure 5. Merging of two clusters in the case of Namesake. 

 

3.4.1 Namesake  
We can see from Figure 4 how this graph function will be 

developed. A node will represent the authors and the 

relationships are based on co-authors. So, if a node or author 

has collaborated with another node, we call this a 

relationship and connect those two nodes together. This will 

basically become a forest of trees. In Figure 4, we see that 
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two Ken Barkers exist. They both have the exact same name, 

but their relationships are distinct from each other. This will 

be the easiest case to confirm that these authors are indeed 

separate authors and that there is no need to merge them. 

If for example in Figure 5 there is a case where two Ken 

Barkers exist with the same name and the co-authors are 

relatively similar, we will have to look at what degree of 

similarity these two clusters have. This will depend on the 

co-authors and the levels that these similarities occur on. If 

the similarities threshold is met, we will combine the two 

clusters. 

 

3.4.2 Six Degrees of Separation 
Another case study that needs to be explored is the idea of 

having a namesake within a namesake. In our tree, we note 

levels on the right. The deeper we move downward into the 

tree, the less value we give to that relationship. This rule is 

to prevent a phenomenon known as the Six Degrees of 

Separation [12] (or in pop-culture, the Seven Degrees of 

Kevin Bacon). This idea is well known: if one picks a person 

in the world, usually a celebrity, it will take six people or less 

in order to “know” this person. This will create a lot of 

“friend of a friend” instances, but in the end one will 

somehow be socially related to that chosen person. 

 

 

Figure 6. Theory of degrees of separation applied. 

 

Unlike the idea of Six degrees of separation, we do not have 

a database that includes all of society and because of this we 

must put a limit on how much of a degree of separation we 

can allow before our analysis will no longer be optimal. In 

Figure 6, we added another level of our network graph. Note 

that on level 3 we have two nodes in separate clusters with 

the name John Smith. Looking at the two clusters, we see 

there is noticeable difference in the other co-authors that Ken 

Barker has worked with. So, even though Ken Barker has 

associations with John Smith, this will have little effect since 

it occurs lower on the tree and the co-authors before him do 

not meet the threshold of similarities. We want to restrain 

our tree from adapting to the idea of six degrees of 

separation, so we have reduced the number into half; we will 

look at 3 degrees and put less weight on each level. 

 

3.4.3 Multiple Names (Alias) 
Another example to explore is the idea of an author using 

more than one name when publishing papers. Examples of 

this can be seen when a person uses his or her middle name 

to avoid the issue of namesakes. Or if the individual moves 

to another institution and the spelling of the name uses 

special characters. When first iterating through the tree, we 

may have two separate nodes for one author. 

In the case of two nodes that actually represent one author 

occurring as shown Figure 7, the system will have to be able 

to first identify and then merge the clusters. If the two 

clusters have a high enough agreeability rate, the root of the 

smaller cluster will have to be sanitized to conform to the 

larger cluster, which we will be merging with. This 

sanitization process is the only difference between a regular 

merge versus this specific type of merge. The clusters will 

be combined by integrating them together. In order to keep 

the databases as similar as possible, we will also have to 

reassign the papers that were previously assigned under the 

old author’s name to the new author’s name. This creates a 

cycle between the controller, the database and the graph 

algorithm. We can see the example of a merge occurring 

presented visually in Figure 7. 

 

 

Figure 7. Merging of two separate clusters when authors use 

alias. 

With the current system this situation is not handled. The 

issue with our current implementation is that if an author 

were to move to another academic institution, and no longer 

write with their former peers, the system then has no way of 

connecting the two entities. A solution to this issue is to be 

able to go through the paper using a PDF reader. 
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Unfortunately, the implementation for the PDF reader and 

the current system has not yet been incorporated in this 

running system. This is discussed more in future work.  

 

4. EXPERIMENTAL RESULTS 

4.1 Setup 
The results are highly dependent on the system’s ability to 

obtain all of the available papers from the specified author, 

using the three implemented web crawlers. The system must 

also have the ability to distinguish different authors with the 

same name. DBLP has standardized their data, thus 

obtaining authors and their papers do not require a check to 

be made for name abbreviation, or modifications; hence all 

records can be obtained by using our DBLP crawler to search 

the database. 

The first step in the system is to declare a set of authors to 

act as our seeds. The crawlers will then be used by using the 

previously declared set to perform a DBLP search. Since 

DBLP returns a list of papers with their authors, we break 

them into two objects. The paper: this object consists of the 

paper’s title, year, authors, topic and where it can be found, 

the hyperlink; this is shown in Figure 8. 

The second object that is created is the author: this consists 

of the authors name, affiliations, email, coauthors, and 

papers that he or she has participated in writing; this is shown 

in Figure 8. 

 

Figure 8. Representation of the two objects created. 

 

Once all the available information of an author has been 

collected, the program enters a cyclic stage, the co-authors 

now become seeds and the cycle starts again. Eventually 

when all seeds have being added to the main set, we have 

finished collecting information and can now move to 

building our network. 

The program then moves on to the next stage: Identifying 

authors with the same name and merging them into one, as 

shown in Figure 5. If the situation occurs that we have a 

namesake within a namesake, the system will have to 

perform the most complicated step of the identification 

algorithm by using up to three levels of our created network 

to correctly merge authors and networks, as shown in Figure 

6. If two existing networks are separated and no affiliation is 

made between them up until three levels, we do not merge. 

If there does exist a co-author within three levels we will 

assume this is the same person and merge.  

Table 4. Results for seed Reda Alhajj 

 Distinct Papers Distinct Co-Authors 

Initial Results 291 698 

Merge based on 
Names & Papers 

24 197 

Path Merge 13 197 

 

4.2 Results & Analysis 
Our system was able to successfully reduce the number of 

potential distinct authors for two test names (Reda Alhajj 

and Ken Barker) drastically.  In the case of Reda Alhajj we 

have a single author who is prolific and has numerous co-

authors.   

From our initial results returned from DBLP we were able to 

group first into 24 distinct authors, and then through path 

operations we were able to reduce down to 13 distinct 

authors.  This drastically reduces the number of potential 

candidates to match using additional heuristics. (Table 4.) 

 

Figure 8. Results for seed Reda Alhajj  

 

Table 5. Results for seed Ken Barker 

 Distinct Papers Distinct Co-Authors 

Initial Results 138 137 

Merge based on 

Names & Papers 
23 135 

Path Merge 22 135 

 

 

Figure 9. Results for seed Ken Barker 
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Our second author, Ken Barker, consisted of two distinct 

authors who have similar names.  Our initial results returned 

138 potential authors and we were able to reduce it to 23 

potential candidates.  The path procedure did not provide 

drastically improved results, only reducing the number of 

potential candidates to 22. (See Table 5.) 

When examining the results for Ken Barker we can see that 

there are a number of distinct clusters who consist of most 

of the collaborative work done by both individual authors.  

For Ken Barker currently at the University of Calgary you 

can see a number of past and current students and staff who 

are the co-authors.  For Ken Barker from University of Texas 

this also holds.  

Table 6. Clusters for authors ‘Ken Barker’ 

Ken Barker 

Univ. of Calgary/Univ. of Manitoba/Univ. of Alberta 

Co-

Authors 

Papers 

Brenan Mackas, Jawad Attari, Philip W. L. Fong, Kofi 

Akomeah, Angela Cristina Duta, Walter Chung, M. 

Sheelagh T. Carpendale, Justin Chung, Nelson C. N. Chu, 

Chenen Liang, M. Mushfiqur Rahman, Rosa Karimi Adl, 

George Shi, X. Peng, Adepele Williams, Christoph W. 

Sensen, Chunyan Wang, Janaki Gopalan, Jamal Jida, 

Leanne Wu, Nancy Situ, Maryam Majedi, Kambiz 

Ghazino, Reda Alhajj…. 

54 79 

Moustafa A. Hammad, Jalal Kawash, Adesola Omotayo, 

Lisa Higham 
4 4 

Joseph Osuji, Faith-Michael E. Uzoka, Okure U. Obot 3 1 

Dina Said, Peter Federolf, Lisa Stirling 3 1 

Randal J. Peters, Coimbatore Rajagopal Saravanan 2 2 

Peter C. J. Graham 1 1 

Ahmad R. Hadaegh 1 2 

John Aycock 1 1 

C. I. Ezeife 1 2 

Wendy Osborn 1 2 

M. Tamer Özsu 1 2 

Ramon Lawrence 1 3 

Subhrajyoti Bhar 1 2 

Amin Y. Noaman 1 1 

Sergio Camorlinga 1 2 

Sylvanus A. Ehikioya 1 3 

Md. Moniruzzaman 1 1 

Michael Zapp 1 1 

   

Ken Barker 

Univ. of Texas/Univ. of Ottawa 

Co-

Authors 

Papers 

Pedro Romero, Mark Greaves, Daniel Hansch, Rutu 

Mulkar-Mehta, Michael Eriksen, Andrés Rodríguez, David 

Gunning, Bhalchandra Agashe, Blake Shepard, Michael 

Glass, Moritz Weiten, David D. McDonald, Nancy Salay, 

Gavin Matthews, Jing Tien, Bonnie E. John, Benjamin N. 

Grosof, Paul G. Allen, Eduard H. Hovy, Sourabh 

Patwardhan, Jérôme Thoméré, Doo Soon Kim… 

50 21 

Sylvain Delisle, Terry Copeck, Stan Szpakowicz 3 4 

David Corsar, Derek H. Sleeman 2 2 

Nadia Cornacchia 1 1 

 

Interestingly enough for both Ken Barkers the system does 

not care that the author has moved universities, but rather 

groups based on collaborative efforts, where colleagues 

continue to work together even after moving to new 

institutions. (See Table 6.) 

An issue we have noticed with this system though is when 

two authors write a paper, but one or the other of the authors 

does not collaborate with any other authors at the time of 

crawling the database.  As you can see with Ken Barker 

(Univ. of Texas) and Nadia Comacchia, with only one paper 

and only one co-author (Nadia Comacchia only has one 

paper on DBLP) it is hard for us to cluster this author, and 

thus requires us to use other methods to determine which 

Ken Barker this is.  For the purpose of Table 6 we were able 

to determine the proper author based on CV’s and not using 

our system. 

While we are not able to determine with 100% accuracy the 

clustering of each author, we have shown that we can 

drastically reduce the number of potential unique authors 

using our system.  Building upon this work we should be 

able to determine with a high level of accuracy each distinct 

author. 

 

5. FUTURE WORK 
A current issue that can be resolved with future work is that 

bibliographic information is not as consistent as it is needed 

to be among the websites. Since websites such as DBLP, 

IEEE and ACM may run independently of each other, the 

bibliographic information provided range from good 

bibliographic information, to basically no bibliographic 

information; this makes it more difficult to pull from 

websites as they are not all consistent with each other.  

For future works what can be done with the current system 

to gain better accuracy would be to use a PDF reader to gain 

access to information such as email or the educational 

institution. This will allow future research to more 

accurately connect the authors with this information and thus 

return stronger results than what we’ve been able to do thus 

far. With ACM and other academic research websites 

currently enforcing stronger layouts of their submitted 

papers this means that such problems as namesakes can be 

better dealt with. For example, just as this paper, many other 

papers are forced to now include author information such as 

e-mail and the institution which the researchers are writing 

for. E-mail is a unique identifier as no two people can ever 

have the same e-mail under the same domain name. 

Furthermore a researcher is not allowed to be working for 

two or more academic locations at one time, from this we 

can safely say that this is also a unique identifier, as 

published works of an author can only be from that single 

institution. This would help us be able to deal with authors 

who may write under several different names. Also for better 
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accuracy to distinguish authors a restriction to comparing 

common names could be placed. For example if both authors 

share a paper with “John Smith” since this is such a common 

name it should not be used to identify the uniqueness of the 

author.   

The current system also runs a lot slower than originally 

anticipated. A suggestion for future work is to incorporate 

something such as Hadoop [13]. This open-source 

framework will allow the system to be reliable and scalable. 

Since it is utilizing distributed systems this will help speed 

up the system and will be able to get faster results.  

 

6. CONCLUSION 
In conclusion, we proposed a solution to solve the problem 

of name ambiguity. Through research we suggested using a 

method that relied on networking. Our data was taken from 

web crawlers that searched through academic websites, and 

extracting information specifically from the bibliographic 

pages that they supplied.  

We considered such things as namesakes and proposed a 

theory for how to deal with authors who may use multiple 

names when publishing papers. Our main goal was to be able 

to distinguish papers by researchers who publish at the same 

time as someone else who has the same name. Our proposed 

system is able to make a network from co-authors providing 

us associations that we can use to properly distinguish these 

authors who have the issue of namesakes. 

We have also provided future work that can be done, in order 

to improve our current system, this can be found in the future 

works section of our paper.  
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Abstract: Modern technical objects are complex systems of multilevel hierarchical structure. In the literature, problem of system 

structure, its catalogues and spare parts catalogues, as well as formal definition of the structure is rarely undertaken. Failure analysis of 

technical objects shows that at reliability field test, the knowledge about its structure is not always a priori required. It leads to the 

concept of “growing structure” which is created continuously while operational events appear. Formal definition of hierarchical 

structure compared to growing one is in the paper presented.  

Keywords—technical object, system, reliability field test, construction structure 

I. INTRODUCTION  

The complexity of modern technical objects in operation 
enforces the needs of creative use of operation performance 
theory, especially in the field of study of these processes for 
operation rationalization of these objects. An important issue of 
process management operation is operational data collection 
creating the base of knowledge about the system and its 
operation. Information base (knowledge base) is developed in 
the process of operation using the diagnostic methods, data 
verification and processing up to final assessment of machine 
effectiveness. The database is created in order to use it in 
decision making process and should contain information about 
operational states, time, failures identification, etc. Machine 
system operators should collect all these data in the simplest 
and reliable way but also protecting data from losing it. 

During the operation of the facility, many physical 
transformation processes of energy and mass take place. It is 
accompanied by the aging and degrading processes leading to a 
total or partial loss of its performance. This justifies the need of 
performing diagnostic tests in the operation and collection of 
data documenting the variability of these properties over time. 
Systems for collecting and processing information about events 
are essential for optimal management of a process operation of 
the facility.  

In machine operation an information base used to control 
the operation process of the object forms a set of data 
(database, knowledge base) with the algorithms of processing, 
transmission and storage of the data. 

Also in the earlier, design phase, technical objects should 
satisfy several technical, economical and quality requirements. 
Some of the most important are those, which have an effect on: 
availability, safety and operational costs. Most of computer 
aided design systems help in creating technical object, what is 
based on data covering attributes ensuring: consistency, 

dimensional synchronization and functionality. The purpose of 
this paper is to analyze the possibility of applying operational, 
reliability and safety data into database in more effective way. 
Random events disturb proper process and lower effectiveness 
of operation through undesired failures, hazardous events and 
other economic consequences. Object to be designed is 
modelled in systemic approach that considers elements 
described by attributes due to functionality, reliability and 
safety.  

An important element of the information system operation 
management is an algorithm of dynamic information 
processing of its functional structure based only on observed 
events in real operation. This algorithm is an ordered set of 
instructions of input data transforming into information to 
make it useful in recognizing an item or object module (source 
of an event) in its functional structure. Data processing 
algorithm in the collection of information for decision-making 
is described as mathematical decision-making model. 

The presented information encoding algorithm about events 
in the operation of a technical object creates a knowledge base 
about its structure and is an important element supporting the 
process of its operation. 

Created knowledge base allows for rational use of the 
potential capacity of the facility and its individual components, 
by reducing the risk of errors resulting from the lack of the 
necessary information on how to use the principles handling, 
material supply and economically reasonable management 
[13]. 

II. MODELING OF COMPLEX TECHNICAL OBJECTS 

The problem of modelling complex technical objects 
appeared in reliability theory in the early publications of 
Birnbaum, Saunders, Barlow and Proshan, where the object is 
defined as a system composed of elements [2]. The system 
structure is most often treated as a hierarchical structure, 
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assigning sets of components to a higher level of 
decomposition by certain relations [3, 4, 12, 15].  

A review of the many definitions of the system shows that 
“elements ordering is the weakest point, structure definition 
requires establishing the existence of system elements to be in 
certain order, relationships and linkages between structure and 
function of the system" [15]. Next, the author proposes a 
definition of the structure as a "generalized characteristics of 
the specific properties of the system, fixing in the abstract form 
elements, relationships, feedbacks, their arrangement and 
organization."  

Object structure is the basis for modelling an operational 
database in the research of real mechanical object [9]. Quoted 
here are some examples of hierarchical, multi-level structure of 
the object and relevant documents to collect data on failures 
and other operational events.  

Most studies of complex technical systems are based on the 
two-level decomposition where the system is made up of 
elements attributed with a hierarchical system of codes [9, 13, 
16, 17].  

In the systems with redundancy it is taken into account the 
complex structure of the object by assigning redundant 
elements two-level code. Sample block A of higher level is 
decomposed into elements A1, A2, A3 having code of higher 
level A and i=1,2,3 of lower one [11].  

Creating structure of technical objects is done usually using 
a hierarchical approach; however, it is mostly intuitive process. 
Catalogues of spare parts are built by assigning elements to 
components, further to the subassemblies, assemblies, units and 
systems, which is a typical example of a hierarchical structure 
[10]. An example of v-belt stretcher subassembly of cooling 
subsystem of diesel engine is shown in Fig. 1. Elements are 
numbered 1 to 25 and correspond to higher decomposition 
level (cooling subsystem). 

 

Fig. 1. An example of v-belt stretcher subassembly – catalogue page 

III. THE ALGORITHM OF SYSTEM DECOMPOSING 

Technical system is characterized by a hierarchical 
structure consisting of set of elements and its properties and is 
described in the form of triplet (1) [5, 7, 8]:  

 𝑂𝑀 = 〈𝐸, 𝑊, 𝑅〉 

where:  𝐸 = {𝑒𝑖}, 𝑖 = 1,2, … , 𝑛 - a set of elements   
 (subsystems, components),  

 𝑊 = {𝑤𝑖𝑠}, 𝑠 = 1,2, … , 𝑚𝑖 - a set of distinguished  
  properties (attributes) of elements,  

 𝑅 = {𝑅𝑙(𝑤𝑖𝑠)}, 𝑙 = 1,2, … , 𝑟𝑖- a set of relations  
  assigned to a set of properties of elements.  

As time passes, elements of the object appears in 
“information process” giving in time section sign (event), that 
operator should react on it. Information regards one of many 
attributes attached to the element (Fig. 2). 
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Fig. 2.  Time sections with regard to events created by i-th element 

The system is subjected to a multi-level decomposition into 
subsystems, in practice, called systems, units, assemblies, 
subassemblies, components, and so on. Later, the name of 
element is reserved exclusively for single-element module, 
referred to as non-disintegrable. The first level of 
decomposition is the main division, and it forms n1 main 
modules (2):  

 𝐸𝑗1
;  𝑗1 = 1, 2, … , 𝑛1 

Since each of the components Ej has to belong to only one 
main module and so their set sum gives the set of all elements 
(3), i.e.:  

 ⋃ 𝐸𝑗1
= 𝐸

𝑛1
𝑗1=1  

If for some  𝑗1 = 1, 2, … , 𝑛1 module 𝐸𝑗1
is composed of only 

one element ei, i.e. 𝐸𝑗1
= {𝑒𝑖}, then the module is no longer 

decomposed and element ei is identified as the only element of 
the module 𝐸𝑗1

. Especially, when the number of units is equal 

to the number of elements, namely 𝑛1 = 𝑛, then the system is 
completely decomposed at the first level, and it ends up 
decomposition process. If 𝑛1 < 𝑛 , then decomposition process 
continues to decompose the second level. Let 𝑛1

∗ denotes the 
number of single-element modules decomposed at the first 
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level of the system, i.e. non-disintegrable. These items are 
excluded from the further process of decomposition. Then, the 
number 𝑑1 =  𝑛1 − 𝑛1

∗ of multi-element modules remains to be 
decomposed further at lover level. Decomposition of each 
multi-element module proceeds in the same way as at first level 
and is continued until all multi-element modules are 
decomposed. 

Due to the finite number of elements of the system, 
decomposition process finally completes and the number of 
levels of the system depends on the number of its components 
and the complexity of the functional structure. Let’s introduce 
further designations:  

l – number of decomposition levels (l∈N), N is the set of 
natural numbers,  

ni – number of modules on the i-th decomposition level of the 

system (1≤ i ≤ l, ni N),  

𝑛𝑖
∗ – number of single-element modules on the i-th 

decomposition level,  

di –  number of multiple modules on the i-th decomposition 
level.  

Of course, the equality (4) exists:  

 ∑ 𝑛𝑖
∗𝑙

𝑖=1 = 𝑛 

The total number of decomposition 𝑑 = ∑ 𝑑𝑖
𝑙
𝑖=1  is (5):  

 𝑑 = ∑ 𝑛𝑖 − 𝑛𝑙
𝑖=1  

As a result of decomposition process of the full system, all 
elements belong to single-element modules. As an example of 
the concept of identifying the elements in complex system let's 
look at the decomposition of the system consisting of 18 
elements (Table I). 

In this example it is l=5 levels of decomposition. The 
number of modules at different levels is summarized in Table 
II.  

TABLE I.  NUMERICAL DETAILS OF SYSTEM DECOMPOSITION 

Decomposition 

level i 

Number of 

elements ni 

Number of 

multi-element 

modules 𝒏𝒊
∗ 

Number of 

single-element 

modules di 

1 4 1 3 

2 7 2 5 

3 10 7 3 

4 6 5 1 

5 2 2 0 

 

Code assignment procedure requires, in the first step, to 
distribute all multiple modules, so that the structure at the 
lowest decomposition level consists only with non-
disintegrable elements ei, i.e. 𝐸𝑗1𝑗2…𝑗𝑘

= {𝑒𝑖}. Then ei element 

is attributed to the index of the module, or code 𝑗1𝑗2 … 𝑗𝑘. It is 

written as: 𝑒𝑖
𝑗1𝑗2…𝑗𝑘. Number k indicates that the element passes 

k levels of decomposition. After full decomposition of the 

system, each element is given a unique code indicating its 
location in the functional structure. In the given example the e7 

has a code 3-2-1, so that we denote it: 𝑒7
3,2,1

, and e8 has a code 

3-2-2-1 so we denote it: 𝑒8
3,2,2,1

. 

Let 𝐾 = {𝑘1, 𝑘2, … , 𝑘𝑛} denotes the set of codes of 
decomposed system. The function code (6) is called element 
coding. This function is a bijection, and the inverse function 
assign element with e given code.  

 𝐶𝑜𝑑𝑒: 𝐸 → 𝐾  

Presented coding system gives a complete knowledge of 
the structure of the system. Introduction set-theoretic 
formalism [1], taking into account the effect of degradation of 
the system on its declining utility can set a new direction of 
research on modelling the process of operation of the facility.  

IV. TECHNICAL OBJECT AS A SYSTEM OF INDETERMINATE  

A PRIORI STRUCTURE (DYNAMIC STRUCTURE – “GROWING 

SYSTEM”) 

In the real operation is often necessary to identify the 
components of the complex technical object while and-end are 
not supplied with catalogues describing object structure what 
saves an interest of technical services or protect intellectual 
property rights relating to technical solutions. 

Description for the elements in the structure of the object 
becomes important if the complexity of the object is 
significant, i.e. entire system has hundreds or thousands of 
components or, on the other hand, if the knowledge of the 
position of element is not required for all items. The needs to 
identify the object element in the system appear each time 
when this element creates information that the end user may 
use. It means he has to undertake certain decision or actions, 
based on the event like: the element failed, item does not meet 
user requirements or spare part should be ordered.  

In reliability field test of bucket wheel excavator SRs-2000 
it were observed damages of 86 elements among 260 identified 
main modules on 3 decomposition levels [5]. Similar 
observation took place in the study of bucket loader L-220, 
where there are 259 elements failed among 3334 modules 
stored in the catalogue [6]. These examples show redundancy 
of the catalogues in relation to operational needs. The idea of 
dynamic catalogue would save time and memory of database 
and it can grow according to new events that appear in 
operation. 

It is assumed that at the beginning of the service is not 
known object structure and its construction is "learnt" as a 
result of the occurrence of events related to the individual 
modules. Elements of the system create modules (subsystems) 
with common characteristics. Technical analysis allows for 
introduction of sub-elements for each structure as the 
appearance of information generated by them. The key to 
proper placement of elements in the structure is their 
characteristics and properties of components which have been 
already identified. 
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Element is the smallest part of the object i.e. not 
undergoing to further decomposition. Particularly, if the 
module is a single – piece module, it is called an element. 
Otherwise, we call it module. At the moment, if appears an 
event associated with a new module or component 
modification of the object structure is performed. Modification 
of the structure is done using three types of relations, in which 

the new module can be recognised comparing to the known 
modules. These relations are: equivalence, subordination and 
the primacy relationship. Type of relationship for the new 
module to the already known modules is determined based on 
its properties. 

 

TABLE II.  AN EXAMPLE OF A COMPLETE SYSTEM DECOMPOSITION 

Decomposition level 
System elements that correspond to events describing operational process 

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e16 e17 e18 

1 
E1

a E2 E3 E4 

2 
 E21 E22 E31 E32 E41 E42 E431 E432 

3 
  E221 E222 E311 E312 E321 E322  E421 E422       

4 
       E3221 E3222    E4311 E4312 E4313 E4321   

5 
                E43221 E43222 

a. in bold, a single element module is represented 

 

At the beginning of system structure creating, an object 
(system) is identified at the highest level of decomposition E. 
As soon as new event associated with the module e1 appears, 
knowledge about the object is described as: 𝐸 = {𝑒1}.  

The first step of iterative structure modification requires 
analysis of the next event in the operation which may cause 
either a change in its structure as well as in the codes. The 
event may be related to:  

1. the same element e1 (just record the attribute for the 
element e1)  

2. new element e2 which belongs to the same module 
(subsystem) as element e1 on equivalent level of 
decomposition (siblings),  

3. new element e2 which belongs to the same module 
(subsystem) as element e1 on subordinate level of 
decomposition (child),  

4. new element e2 which belongs to the same module 
(subsystem) as element e1 on superior level of 
decomposition (parent),  

According to the assumptions above, there is a description 
of the modification of the structure according to the scheme:  

 ad 1. (as above): If you assume that the next event 
during the observation operating system is associated 
with existing in the structure module ei then the 
structure of the system is not modified and information 
is saved as change of attribute of element e1: 𝐸 = {𝑒𝑖}.  

 ad 2. (as above): Elements e1 and e2 form subsystems at 
the same level of decomposition, so that:  
𝐸 = {𝐸1, 𝐸2}; 𝐸1 = {𝑒1}, 𝐸2 =  {𝑒2}.  

 ad 3. (as above): Element e2 is an element of lower level 
of decomposition over e1, so that: 
𝐸 = {𝐸1, 𝐸11};  𝐸1 = {𝑒1}, 𝐸11 =  {𝑒2},  

 ad.4. (as above): Element e2 is a super system element 
relatively to E1, so that: 
𝐸 = {𝐸1, 𝐸11};  𝐸1 = {𝑒2}, 𝐸11 =  {𝑒1}.  

Table III shows an example of the development of the 
structure for the first seven elements. The table columns are 
related to the successive moments of event appearing in the 
system.  

The example above shows code modification of originally 
single-element system requires algorithmic approach, taking 
into account the relationship between the elements (modules) 
already present in the structure and new elements: 𝑒𝑖 − 𝑅 − 𝐸𝑗.  

The relation R shows the algorithm of code change for any 
system module:  

 𝑅= – equivalence position in the structure of the 
elements 𝑒𝑖  and 𝐸𝑗 (siblings) (7),  

 (𝑒𝑖 − 𝑅= − 𝐸𝑗) ∧ (𝑖 = 𝑗1𝑗2 … 𝑗𝑘) ⇒ 𝑗 = 𝑗1𝑗2 … (𝑗𝑘 + 1) 

 𝑅− – subordinate position in the structure of elements 
𝑒𝑖  and 𝐸𝑗 (child) (8)  

 (𝑒𝑖 − 𝑅− − 𝐸𝑗) ∧ (𝑖 = 𝑗1𝑗2 … 𝑗𝑘) ⇒ 𝑗 = 𝑗1𝑗2 … 𝑗𝑘𝑗𝑘+1 

 𝑅+ – primacy position in the structure of the elements 
𝑒𝑖  and 𝐸𝑗 (parent) (9).  
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 (𝑒𝑖 − 𝑅+ − 𝐸𝑗) ∧ (𝑖 = 𝑗1𝑗2 … 𝑗𝑘) ⇒ 𝑗 = 𝑖 ∧ 𝑖 = 𝑗1𝑗2 … 𝑗𝑘−1

  

In this case, the set of codes changes and after registration 
of the i-th element code set will take the form of i-element set: 
𝐾𝑖

∗ = {𝑘1
∗, 𝑘2

∗, … , 𝑘𝑖
∗, … }, wherein 𝐾𝑛

∗ = 𝐾. Function  
𝐶𝑜𝑑𝑒: 𝐸 → 𝐾𝑖

∗  maps the set of elements in the set of codes.  

Iterative modification of the structure will be carried out 
until all modules are considered as single-element modules 
(elements). 

 

 

 

 

 

 

TABLE III.  MODIFICATION OF SYSTEM STRUCTURE WHILE CONSECUTIVE ELEMENTS ARE ADDED IN TIME 
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subsystem 1 e1=>bE1 
 e3=>E11 e4=>E111 

   … 

subsystem 2 

 

e2=>E2 

  e5=>E2 
  

… 
e2=>E22 

subsystem 3 
     e6=>E3 e7=>E31 … 

subsystem … 
 

b)  ei=>Ej – means that new element ei is labelling Ej 
  

… 

 

SUMMARY  

The paper presents two approaches to systematic 
identification of elements in a complex system. These 
approaches are particularly important at the stage of creating 
data bank in operational research. The first approach is the 
traditional one leading to the determination of structural or 
functional relationships for all elements that create an object. 
This approach ensures full knowledge of the construction of the 
system at every stage of research and analysis, however, 
requires considerable work and oversizing database of object 
structure. Dynamic approach presented in the paper modifies 
the structure of the object after every event appearance related 
to the "new" element, yet not existing in the structure. Database 
starts with one element, which is entire object and grows as 
new information about components come from the operation. 
This may limit the size of database because, as it is seen from 
observation, only 10-30% of the object components provide 
operational information.  
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Abstract—This research explains Electronic Government (EG) stages around the world. Nowadays, there is in 

need for particular form to classify EG project stage in each country. EG project each country reaches a 

particular stage. These countries are trying to develop and enhance EG project by the available sources. The 

main objective is to systematic review of EG stages among many countries around the world. The finding of the 

current research is novel review of EG stage. In other words, this research review a significant and sophisticated 

EG stage among beneficiaries as following; (i)Readiness Stage, (ii)Initiative stage, (iii)Adoption Stage, 

(iv)Implementation stage, (v) and Developing and benchmark stage. Lastly, the findings will help governments 

spicily policy and strategic makers and practitioners to useful from the other countries experience and knows 

they current position. 
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I. INTRODUCTION 

Highlight Initially, Government is a public 
organization. It is an important part of broader 
governance systems. Itis public agencies, set up 
by a society to help the beneficiaries getting the 
needed services and the information. This 
includes linking the society’s development, 
related demands, and needs, then trying to collect 
them and implementing the right solutions to be 
more useful. Transparency is a necessary 
condition for government’s responsibility vis-à-
vis an oversight body [1].Electronic-Government, 
or (EG), is a modern government that employs 
technology to transform and view its internal and 
external relationships. By applying the electronic 
technology in its operations, a government does 
not need to change its functions or its obligation 
to be useful, legitimate, transparent and 
responsible. In any case, these applications for 
the government willincreasethe expectations of 
its society about the performance of the 
government, in all regards, to a much higher 
level.In Middle East in general, there are scarcity 
of studies.  

II. EG ADVANTAGES 

There are many advantages that can be 
obtained from using EG. The important 
advantage of an EG is the increasing of the value 
of efficiency for the current systems. That will 
aid to save money and time for both the 
government and its beneficiaries. Furthermore, 
the EG facilitates the communication between 
governments and businesses. For example ,E-
Procurement facilitates Government-to- 
Government communication; this example will 
permit smaller business to compete government 
agencies contracts as well as larger business. This 
will have the advantage of creating an open 
Electronic-Market and this E-Market will support 
the business to publish the business in the World 
Wide Web. In same time business and citizens 
can get information at a faster speed and it is 
possible at any time. 
In addition, which, when government used the 
electronic system will reduce the number of 
manpower. Truly, this would permit the process 
to be handled by lesser manpower  and also to 
reduce the operations cost and time also[4]. 

 

III. EG SERVICES TYPES 

The government provides services to many 
sides (beneficiaries) as following: 

 

 

 
Fig 1.EG services types 

 

 Government to Citizen (G 2 C):provide data 

and services from government agencies to 

citizen, including static document content and 

transactional systems such as tax payments, 

information inquiries, vehicle registration, 

permit processing, healthcare claims and 

services, social services delivery [5] increased 

the transparency leading and easy access to 

the government information that available at 

government website [6]. 

 

 Government to Employees (G 2 E): Provide 

streamlined services to government 

employees, including e-travel, e-training, 

expense reporting and reimbursement [5]. 

 

 Government to Government(G 2 G): Share 

data and transaction with other government 

organizations (agencies) to increase 

operational efficiencies, including grant 

management, loan processing, tax payment, 

processing, grant management [5]. 

 

 Government to Business (G 2 B): E-

Procurement, applied in some countries like 

USA, Chile, Singapore and India, that aides to 

increase the doing of business with 

government [6]. Furthermore, it provides 

portal access to interoperate with businesses 

outside the agency, including purchasing 

portal, loan processing, and tax collection and 

processing [5]. 
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IV. EG STAGES 

EG started in July 2001 when the president of 
USA decided to start a strategy to come up with 
EG. Generally, EG around the world is trying to 
growing to be ready to face the challenges in 
developing, under developing and developed 
nations [5]. Figure 2 shows EG stages during the 
developing stage around the world during the 
period of time. 

 

 

Fig 2. EG project stages. 

A. Readiness Stage 

Readiness is the first stage and the basic of 
lunching EG around the world. This can be seen 
in Figure 2. 

Actually, E-Readiness means build electronic 
infrastructure. At the same time, it should be 
integrated with what the country has from ICT’s 
dealing with business communication as e-
business, current ICT, government (EG) in the 
country, and nation too. A very strong basic of 
communication, both inside and outside the 
country, aidesthe trade and global investment 
(Harvard Business School). E-Ready is means 
that uses a computer in various places (schools, 
business, and government).  

It means the use of a computer devise and get 
benefit from this technology in government, 
business, and school (McConnel International) 
[6]. Alsohybe, (2007) presents the readiness stage 
in some countries and focuses on Yamane. He 
used survey and interview to get an overview of 
the EG readiness in Yamane [7]. 

In fact, EG is a new government process via 
internet to increase the benefit from the business 

sector. In this case, the innovation diffusion 
theory could be implemented and used [7]. 

Moreover, The government of Yemen is 
seeking an EG model that can aide in the 
implementation (as a advance stage) of EG and 
help the communication between the government 
and the stockholders in a short period[7]. 

The United Nations Global EG survey viewed 
that EG evolution must track national 
development, identify the difference in access 
and usetechnology, move on the waytoinclude 
theinformation of a society, and aid international 
comparisons [9]. Moreover the U.N. global 
survey aimed to examine governments’ readiness 
to use EG application to improve and enhance the 
services thatare presented to citizens. The survey 
contributed to the development efforts of the 
member situation by focusing on whether EG 
impacts the socioeconomic support of the citizen 
lives. The survey provides a benchmark of a 
country’s state of E-Readiness (a country’s 
preparedness to integrate technology into 
society). The main goal of the survey were to 
provide and support an appraisal of the use of EG 
application to deliver and transport social services 
and to provide and give the comparative 
assessment of the readiness and ability of 
governments to engage citizens in e-Participation. 

The U.N. Global EG Survey (2003) in Table 
1showed the ranking of E-Readiness for some 
countries in the world regarding. 

TABLE 1: GLOBAL EG READINESS RANKINGS 2003: TOP 

23COUNTRIES [1]: 

 

The report published by UN in 2005 mentions the 
transferring of EG to Electronic-Inclusion .Until 
now, Readiness is linked to the capability of three 
economic points’ agents: individuals, firms, and 
government to capitalize on the use of ICT. In 
these days, the government performance can be 
measured by information system. Furthermore, 
the interesting perspective concentrated upon the 
interactions surrounded by ICT, individuals and 

Country Country 

13. Republic of Korea 1. United States 
14. New Zealand 2. Sweden 
15. Iceland 3. Australia 
16. Estonia 4. Denmark 
17. Ireland 5. United Kingdom 
18. Japan 6. Canada 
19. France 7. Norway 
20. Italy 8. Switzerland 
21. Austria 9. Germany 
22. Chile 10. Finland 

23. Belgium 11. Netherlands 

12. Singapore 
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groups. In this side, the organizational and 
information system readiness, which mentions 
the implementation hiatus and transitional aid the 
correspondingly in Chau’s research (1996), 
impact of user acceptance. Organizational 
Contingency Theories (OCT). However, it can 
provide some implications [10]. 

 

Fig 3. Region Average of EG readiness[11]. 

 

According to above discussion, there were 
many differences between those very important 
regions in terms of EG readiness, as following:-
Europe regions (0.6490) having a clear 
improvement over the other regions, America got 
the second post (0.4936), followed Asia (0.4470), 
then Oceania (0.4338) and Africa (0.2739). Asia 
and Oceania were slimly below the world rate 
(0.4514), while Africa runs quite behind. Sweden 
got (0.9157) better than United States as the first 
region at that ranking. The Scandinavian 
countries group got the first three seats in the 
2008 Survey, but Denmark (0.9134) took the 
second place and Norway (0.8921) third place. 
The United States (0.8644) reach the fourth place. 
At the ranking for the EG, European countries 
group got up 70% of the first 35 countries group 
at the same time the Asian countries group took 
20 % of the first 35 countries. The infrastructure 
and connectivity has been investment got smile 
rate of failure in European countries group, quite 
especially in broadband infrastructure .It is 
important to report that is no one of country from 
African, Caribbean, Center or North American 
and Asia previously respectively took any seat at 
the top 35 countries at the 2008 E-Readiness 
ranking. 

 

 

Fig 4. The E-Participation had modest upward 

from 179 countries in 2005 to 198 countries in 

2008. 
However, the US took the top place on the e-

participation index. This was initially due to its 
effectiveness in e-information and also e-
consultation, which aid its citizens to be more 
interesting toward government. It was directly 
followed during the Republic of Korea (0.9773), 
which performed truly fine in the e-consultation 
estimation. Denmark (0.9318) and France 
(0.9318) were took the third place[11]. 

 
TABLE 2.TOP 35COUNTRIES IN THE 2008 EG READINESS[11]. 

 
According to the Table 2 there are first 35 

countries which were listed among readiness 
stage in the whole world.  

TABLE 3: REGIONAL EG READINESS RANKING[11]. 
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In this report, the survey helps to develop the 
member's countries during focusing on socio-
economic up life and how these factors influence 
EG. This survey highlights the country's state 
about the E-Readiness level[14]. 

Fig. 3: The six world region scores for 

Economist Intelligence Unit-Readiness rankings, 

2008. 

 
According to the Figure 3,there are six major 

regions in the world. As the figure shows, there 
are big differences between them. At the same 
time, there is difference in the same region under 
a short period of time (two years). That means the 
regions pushes up itself to be better. Also, there 
are differences in that scour as the figure 
mentions it. At Table 4 shows the compare E-
Readiness ranking from 2007 to 2008 for first 70 
countries round the world, the first ten countries 
in 2008 are as following sequence: United States, 
Hong Kong, Sweden, Australia, Denmark, 
Singapore, Netherlands, United Kingdom, 
Switzerland and Austria.  Furthermore there are 4 
Arabic countries that occupy deferent position as: 
United Arab Emirates, Saudi Arabia, Jordan, and 
Egypt. The reasons behind shifting many 
countries return to policy and communication 
network.  

 

TABLE 4. ECONOMIST INTELLIGENCE UNIT E-READINESS RANKINGS, 2008 [13].
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B. Initiative stage 

Initiative means "the power or ability to begin 
or to follow through energetically with a plan or 
task; enterprise and 
determination"[20].Subsequence, this is the 
second stage in this research. Furthermore, there 
is one theory named Initiative theory. 

Furthermore, there are four variables very 
important framework related to Roger as 
following:  

The innovation, Communication Channels, 
Social System, and Time.However that frame is 
used and applied at various areaslike: - public and 
privet sectors. EG is very big area and get 
interesting from many researchers and authors, 
and there are many avenues in this area. It is not 
explored yet.EG is one of the very important 
project, in public sector needs to comprehensive 
assessment in periodicity way. Evaluation of IT 
in general and in specific way in IS Acceptance is 
very important. 

Regarding to this study, the authors show ex-
pot from work for EG project. They mention 
three dimensionalframeworks for EG initiatives. 
During three domains of EG maturity levels, 
stockholder and Assessment levels and how that 
influence on EG initiative. Currently the range of 
the government agencies increasing to usage of 
IS at dailytask.There are scarcity of the 
information on the quality and efficiency of EG 
Initiative that lead tothe weakness of the 
evaluation EG quality[14].Recently, the success 
rates of EG projects are estimated to be less 15% 
[14]. The researchers and the studies that related 
on EG area are increased [14]. 

In same filed, there is a study that discusses 
and analysis of EG intuitive throughout 
evaluating the framework. This study mentions 
that there is no standardized measure for 
evaluating the impact of EG initiatives. However 
the survey improves that there is positive 
influence on the national and universal In case 
EG means are positively managed.EG policies 
are linked with different domain like economic, 
social and country infrastructures. There are 
many platform builders –new EG initiatives 
(Japan, Brazil, and Malaysia). In fact, this project 
focuses on economic filed that linked to 
EGinitiatives. 

There are very important notes that should be 
mentioned here. There are some projects having 
short terms and the benefits from them can 
appear at short time also[14] for exampleSTOPE 
project[14]. 

 

C. Adoption Stage 

The free dictionary presented adoption as a " 
act of accepting with approval; favorable 
reception"[21]. Generally, in US and at the three 
Latin American countries (Argentina, Brazil and 
Mexico) 2008. There is a very important 
reference to third nations and the researchers. 
Generally, government agencies should control 
the change management operation and the ability 
to applicable on the adoption on EG projects [15]. 

This study is divided into two parts. The first 
part of this paper reviewed the conceptual 
framework to test the development and the 
services of EG. The second part discussed the 
findings and highlighted on different nations on 
each countries as model for successful frame for 
positive improvement as well as the EG in a non 
–industrialized and also in developing 
countries[15]. 

D. Implementation stage 

Implementation defined as act of 
accomplishing some aim or executing some order 
[22]. Currently, the implementation is the fourth 
stage in the EG project. At the implementation 
stage in Spain the government tarried to linked all 
Spanish city to enhance and gave the opportunity 
to various agencies to provide the services to the 
stockholders  (26) at this stage the Singaporeans  
EG tried to engage the stockholders to practices 
of EG systems[17].The requirement of this stage 
is to use model that is aide the agencies to 
enhance the efficiency of the service to the 
stockholders. This study reviewed the macro 
perspective of different action the implementation 
of EG during analysis of different EG related 
initiatives under taken by the Singapore 
government. The analysis operation guide in the 
implementation EG likes: 

 IC (Information Center). 

 ICT infrastructure. 

 EG infrastructure. 

 EG promotion[17]. 

Fig. 4.These four items were very important to 
EG implementation framework [17] 
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This study expects thespecific frame may be it 
used like a tool to organize and arrange EG 
project or to used and done strategy of EG 
implementation. EG strategy and plan, process 
proceed from exception of environment that has 
ability to dealing with internet technology and 
communication tools with public sector. 

The Spain’s low  agree that exception to aide 
each city councils to be able to provide the serves 
electronically[18]. 

 

E. Developing and benchmark stage 

The motoring, evaluating and benchmarking 
EG very important to policy and dictions makers 
to better evaluation criteria for their decision and 
developing these countries [14]. This study 
emphasizes conception and analysis of EG 
project [14]. 

There is interesting research viewed the 
influence of public participants on EG in three 
places Sweden, Bygga and Villa. The researcher 
was dealing with 16 organizations at different 
levels of society, including Education, 
Government, and Industry to aide and develop an 
innovative. The electronic portal for private 
construction industry. Therefore, the research 
aimed to view the challenges and how they can 
be overcome. [19]. 

V. Findings 

This study could be the reference and guide 
for the researchers, students and howthey 
interested in EG because, this research viewed 
positions and challenges for many countries 
around the world. 

This study shows sequence of EG stages by 
selected countries to view each country where it 
reach now up on available documents (studies, 
reports). 

There is signal that certifies that we are going 
at the right track. We can see Brazil was shown at 
two stages but in deferent time, 

Furthermore, Brazil viewed at Initiative stage 
in 2007 

But after one year, Brazil comes up again at 
different stage in Adoption stage (in advance) at 
2008. Those mean we going at the right way in 
this study. 

Furthermore, we present many problems and 
issues related to the stages that countries were 
reached like: 

Pinpointing the reasons and the means to 
increase the success rate of EG project. Also, 
Exploring framework to aid organize and 
coordinate different EG projects. Come up with 
scientific research related to acceptance 
technology, Shown three dimensional 
frameworks related to EG project. 

Moreover, the overview of the rate of EG 
project for many countries around the world for 
example, Estonia, Swedish, United States,UK, 
Canada, Malaysia, Egypt and Yemen, etc. 

These challenges and issues are the reason for 
why these countries are late.From this overview 
we can see the deferent of positionsamong the 
countries and at same time same country in 
deferent times. Same issue for region to know the 
problems and processing it as fast as they can. 
Different developing nations should pass likewise 
a problem by this study.    

VI.  Future works 

For future work, any country try to enhance 
information system specially EG 
project.Developing countries'society needs more 
applications to be applied. We strongly 
recommend launching  Electronic-Census 
andpublish information kiosks in different region 
for many reason like security issue for the citizen 
and also this application will decrees the effort, 
corruption, time and money to the employees in 
the first hand and citizen from the anther hand. 

VII. Conclusion 

We can get benefit from this overview to 
know what the issues that countries have to face 
and how can pass it by governments to enhance 
EG project. In brief, governments can use this 
study to know the position map for many 
countries to get the benefit from it. 

Furthermore government can study them 
(countries was viewed in this study) to enhance 
EG project. It is useful for researchers and 
government for several reasons. First, we were 
preview important models related to three 
countries these countries took good positions at 
EG ranking in the world. Second, this research 
identifies the essential factors that might lead to 
the adoption and implementation of a successful 
EG plan. Finally, it views the challenges that the 
country may face. 
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Abstract—Despite the availability of studies on mobile learning adoption, its theoretical foundations have not yet matured. In 

addition, studies on mobile learning adoption in the context of Malaysia is also still very limited. Against this concern, a study was 

undertaken with the aim of investigating factors that could influence mobile learning adopting. Drawing upon The Unified Theory of 

Acceptance and Use of Technology (UTAUT) and two other variables which are perceived playfulness and self management of learning, 

an empirical based framework was developed to identify predictors of mobile learning. Employing survey research method involving 

282 respondents from Universiti Teknologi MARA, the results showed that performance expectancy, effort expectancy, social factors, 

facilitating conditions, perceived playfulness and self management of learning are strong determinants of intention to adopt mobile 

learning. The present study provides both a theoretical and practical contributions to understanding the predictors of intention to adopt 

mobile learning and should be of interest to both researchers and practitioners. 

Keywords—mobile learning, predictors, survey, structural equation modelling 

I.  INTRODUCTION 

The revolution brought about by mobile technologies has 

resulted to the emergence of mobile learning, which is the 

extension or prolongation of e-learning. [30] described 

mobile-learning as a learning process which takes the 

advantages of mobile devices, ubiquitous communications 

technology and intelligent user interfaces. In universities, 

mobile learning helps educational institutions to enhance the 

accessibility, interoperability and reusability of educational 

resources, and also to improve flexibility and interactivity of 

learning behaviours at convenient times and places [2]. For 

learners in general, mobile learning facilitates the use of 

previously unproductive time, enables learning behaviours 

regardless of time and place; and brings about great 

possibilities for personalized, customized and context-aware 

learning support services [32]. 

Despite the availability of studies on mobile learning, its 

theoretical foundations have not yet matured [25]. According 

to [24], regardless of the high degree of insertion of mobile 

devices in current society, the mere availability of technology 

itself does not guarantee that its potential will be used for 

learning or accepted by all evenly. [7] also stressed that, the 

understanding of the adoption of mobile technologies in 

educational environments is still incipient and in particular, 

questions about how to promote the acceptance of mobile 

learning by users are still largely unresolved.  Against this 

background, a study was conducted with the following 

objectives: (i) to identify factors that influence mobile learning 

adoption among students in higher learning institution in 

Malaysia, and (ii) to ascertain whether the following factors 

influence intention to adopt mobile learning: performance 

expectancy, effort expectancy, social factors, facilitating 

conditions, perceived playfulness and self management of 

learning. 
The rest of this paper is structured as follows. Firstly, this 

study presents the literature review on mobile learning, 
focusing on its concepts and related theories, model or 
framework used by researchers for studying mobile learning 
adoption. Secondly, it describes the research method, giving 
the details on measurement, population, sampling and data 
collection. Thirdly, it presents the results based on the data 
analysis. Fourthly, it presents the discussion on the research 
findings. Finally, it draws the conclusion of the study. 

II. LITERATURE REVIEW 

Mobile learning is defined as “handheld technologies, 

together with wireless and mobile phone networks, to 

facilitate, support, enhance and extend the reach of teaching 

and learning” [5]. On the other hand, Geddes defined mobile 

learning as “acquisition of any knowledge and skill through 

the use of mobile technology, anywhere, anytime that results 

in an alteration in behavior” [29]. [19] explained that mobile 

learning is highly situated, personal, collaborative and long 

term. Mobile learning is also considered as truly promoting 

learner-centred learning because of the following features: (i) 

portability - the small size and weight of mobile devices 

means they can be carried everywhere and help learning occur 

at anywhere and anytime; (ii) connectivity - providing learners 

with connections to other learning such as through other 

people, devices or networks; (iii) interactivity – mobile 

devices are potential tools for enhancing a cooperative 
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learning environment; (iv) context sensitivity - mobile devices 

enable learning to take place which can make greater use of a 

person’s; (v) immediate context and surroundings; (vi) 

lifelong - mobile content consumption is continuous, there is 

no beginning, middle or end; (vii) individuality – learning can 

be customised and based on previous learning experiences 

[5],[19]. The advantages of mobile learning are (i) just-enough 

learning – highly applied, easily digestible learning for 

increasingly busy executives; (ii) just-in-time learning – 

convenient, flexible and relevant learning at the exact moment 

learning is required; (iii) just-for-me learning – learner-driven 

learning in a suitable format; (iv) cost-saving – mobile 

learning can be cost effective and using a learner’s own 

mobile device eliminates technological barriers to accessing 

learning [19]. 

III. THEORETICAL FRAMEWORK 

Since the dawn of mobile learning, researchers have studied 
factors that influence its adoption. Theories, models or 
framework such as Theory of Reasoned Action (TRA) [20]; 
Social Cognitive Theory (SCT) [1]; Technology Acceptance 
Model (TAM) [8]; Theory of Planned Behavior (TPB) [13]; 
Model of PC Utilization (MPCU) [38]; Innovation Diffusion 
Theory (IDT) [6]; Combined TAM and TPB [37]; and The 
Unified Theory of Acceptance and Use of Technology 
(UTAUT) [40] have been referred and adapted by researchers 
to investigate the mobile learning adoption.  Among the 
various theories and models, UTAUT is found to be the most 
adopted or referred in the context of mobile learning. 
According to Masrom & Hussein, UTAUT could explain up to 
70% of technology acceptance behavior [23]. UTAUT suggests 
that four key constructs which are, performance expectancy, 
effort expectancy, social factors and facilitating conditions 
have a direct influence on intention to adopt technology. 
Studies on mobile learning had empirically proof the 
contribution of these four constructs. Besides these four 
constructs, researchers have also explored the role of perceived 
playfulness and self management of learning. Drawing upon 
this premise, the present study will investigate the adoption of 
mobile learning based on the framework shown in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Theoretical framework 

A. Intention to Adopt Mobile Learning 

Intention to adopt mobile learning is defined as “the 

person’s subjective probability that he or she will perform the 

behavior in question” [40]. In the context mobile learning 

adoption, various factors have been identified as predictors of 

intention to adopt. Momani & Abualkishik compiled a 

comprehensive list of factors which are perceived mobility; 

perceived ease of use; perceived usefulness; alignment value; 

intrinsic value; utility value; self-management of learning; 

comfort with mobile learning; perceived trust; performance 

expectancy; effort expectancy; social influence; perceived 

playfulness; relative advantage; facilitating condition; 

previous experience; resistance; importance of the course; 

integration of the technology into course assessment; lecturer 

modelling of the course; available tools; lecturer’s feedback; 

mobile device and software; perceived innovativeness; 

perceived ICT anxiety; perceived self efficacy; compatibility; 

complexity; trialability; observability; image; voluntariness; 

cost and perceived credibility [9]. Upon further scrutiny, 

Momani & Abualkishik identified eight most frequently 

examined factors which are performance expectancy; effort 

expectancy; self management of learning; social influence; 

facilitating conditions; perceived playfulness, perceived cost 

and previous experience [9]. 

B. Performance Expectancy 

Performance expectancy, which is described by [40], refers 

to “the degree to which an individual believes that using the 

system will help him or her to attain gains in job 

performance”. [41] stated that adapting performance 

expectancy to mobile learning suggests that users will find 

mobile learning useful because it enables learners to 

accomplish learning activities more quickly, effectively and 

flexibly. Their study involving 330 respondents in Taiwan 

discovered that performance expectancy was the strongest 

predictor of intention to adopt mobile learning. Recent study 

in the context of Malaysia by Jambulingan also showed 

consistent finding [22]. Other studies that had also discovered 

similar findings are from [3], [10] [28], and [33]. Against this 

background, this study hypothesizes: H1: Performance 

expectancy significantly affects intention to adopt mobile 

learning. 

C. Effort Expectancy 

According to Venkatesh et. al effort expectancy is "the 

degree of ease associated with the use of the system” [40]. In 

the context of mobile learning, effort expectancy is about an 

individual’s expectations of using mobile learning without 
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much effort. The easier the mobile learning applications can 

be accessed by the user, the more is the intention to adopt it. 

Studies across different countries showed mixed results on the 

influence of effort expectancy on intention to adopt mobile 

learning. While [22] did not find any support, others such as 

[3], [10], [17], [28], and [41] found positive relationship 

between the effort expectancy and intention to adopt mobile 

learning. Based on the aforementioned premise, this study 

posits that: H2: Effort expectancy significantly affects 

intention to adopt mobile learning.  

D. Self Management of Learning 

Self management of learning is defined as the extent to 

which an individual feels he or she is self-disciplined and can 

engage in autonomous learning [34]. Indeed, the need for self-

direction, or self-management of learning, runs clearly 

throughout the distance education and resource-based flexible 

learning literature [31], [34], [42]. Since mobile learning can 

be considered as a kind of e-learning via mobile devices, it is 

expected that a person’s level of self-management of learning 

will have a positive influence on his or her behavioral 

intention to adopt mobile learning. Previous studies done by 

Wang et. al in the context of mobile learning found that self 

management of learning positively predicts intention to adopt 

mobile learning [41]. To this effect, this study hypothesizes 

that: H3 – Self-management of learning significantly affects 

individual intention to adopt mobile learning. 

E. Perceived Playfulness 

Perceived playfulness is considered one of the critical 

factors that could potentially affect learning engagement with 

the utilisation of new teaching innovations and technology 

[36]. Agarwal & Karahanna  stated that perceived playfulness 

will provide intrinsic motivation when individuals become 

completely absorbed in a technology [26]. An intrinsic 

motivator refers to individual’s performance or engagement in 

an activity due to his or her interest in the activity  [28]. 

Previous studies have also showed that the use of IT is 

influenced by perceived playfulness-related constructs [14], 

[26]. The reason is because individuals who experience 

pleasure or enjoyment from using an information system are 

more likely to intend to use it extensively than those who do 

not [21], [39]. Taken the above together, this study 

hypothesizes: H4 - Perceived playfulness significantly affects 

individual intention to adopt mobile learning. 

   

F. Facilitating Conditions 

Facilitating condition is defined as "the degree to which an 

individual believes that an organizational and technical 

infrastructure exists to support the use of the system" [40]. 

Acceptance of any new technology is highly dependent upon 

the supporting conditions or environment [28]. In the context 

of mobile learning, these facilitating conditions can appear in 

the form such as resources, knowledge, Internet speed, and 

support personnel [28]. Studies reported by [17], [28] showed 

that facilitating condition is a significant predictor of mobile 

learning adoption. Given this background, this study 

postulates that: H5: Facilitating conditions significantly 

affects intention to adopt mobile learning. 

 

G. Social Influence 

Social influence is defined as "the degree to which an 

individual perceives that others believe he or she should use 

the new system" [40]. Thompson et. al called social influence 

as social factors and defined it as "the individual's 

internalization of the reference groups' subjective culture, and 

specific interpersonal agreements that the individual has made 

with others, in specific social situations" [38]. Kelman defined 

social influence with three different forms in his theory (i) 

compliance: when an individual accepts influence because he 

hopes to achieve a favourable reaction from another person or 

group (social approval/disapproval from others) (ii) 

identification: when an individual accepts influence because 

he wants to establish or maintain a satisfying self defining 

relationship with others; (iii) internalization: when an 

individual accepts influence because it is congruent with her 

value system [12]. De Silva et al. found that social influence 

in mobile adoption appeared in two modes: one that exerts 

pressure on individuals to adopt, and another that helps to 

generate benefits via social networks that are tied in with 

economic and business networks [11]. Consequently, 

grounded in UTAUT and justified by previous studies [3], 

[10], [17], [28], and [41], the following hypothesis is put forth: 

H6: social influence significantly affects intention to adopt 

mobile learning. 

IV. RESEARCH METHODOLOGY 

The study used survey method with questionnaire as the 

instrument for data collection. The questionnaire was based on 

the instruments used by previous studies. Perceptual measures 

in the form of statements were used for measuring each 

variable with a corresponding Likert scale anchored as 1 for 

“Strongly Disagree”; 2 for “Disagree”; 3 for “Neither Agree 

Nor Disagree”; 4 for “Agree” and 5 for “Strongly Agree”. The 

questionnaire was pre-tested with several experts and 

prospective respondents. Subsequently, it was pilot tested with 

30 students. The results of the pilot test is illustrated in Table I 

showed that the Cronbach Alpha for all variables were well 

above 0.7, indicating that the questionnaire was acceptably 

reliable.  

TABLE I.  SOURCES OF MEASUREMENT 

Variable  No of 

items 

Sources of 

measuremen

t 

Cronbach 

Aplha of pilot 

test 

Intention to adopt 

mobile learning 

4 [28], [41] 0.76 

Performance 4 [28], [41] 0.723 
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Variable  No of 

items 

Sources of 

measuremen

t 

Cronbach 

Aplha of pilot 

test 

expectancy 

Effort expectancy 4 [28], [41] 0.811 

Self management of 

learning 

3 [28], [41] 0.746 

Perceived playfulness 3 [28], [41] 0.722 

Facilitating conditions 3 [28], [41] 0.707 

Social norms 3 [28], [41] 0.812 

The population of the study was students enrolled to the 
bachelors degree in the Faculty of Information Management, 
Universiti Teknologi MARA, Malaysia. Using the simple 
random sampling technique, a total of 350 questionnaires were 
sent to the targeted students. The duration of data collection 
was one month and after the period was over, a total of 302 
questionnaires were returned. However, 20 were found to be 
unusable for further analysis as they were incomplete. The 
remaining 282 were analyzed using IBM SPSS and AMOS 
version 20. The statistical analyses carried out were frequency 
analysis; descriptive analysis focusing on median, standard 
deviation, variance and testing normality of distribution; an 
exploratory factor analysis (EFA) for assessing 
unidimensionality; confirmatory factor analysis (CFA) for 
assessing convergent validity and discriminant validity; and 
structural equation modelling (SEM) or structural model for 
testing the established hypotheses. 

V. FINDINGS 

Table II showcases the demographic profile of the 

respondents. Out of 282 respondents, 73.8% were female 

while the remaining 26.2% were male. In terms of semester of 

study, the majority indicated to be in semester three (22.7%) 

while the minority were from semester six (12.4%). With 

regard to program registered, the majority of the respondents 

was doing BSc Information Management Systems (27.0%) 

and followed by BSc Library Science (25.5%). 

TABLE II.  DEMOGRAPHIC PROFILES 

Variable   Frequency Percent 

Gender Male 74 26.2 

Female 208 73.8 

Semester 1 36 12.8 

2 54 19.1 

3 64 22.7 

4 42 14.9 

5 51 18.1 

6 35 12.4 

Programs BSc Library Science 72 25.5 

BSc Information 

Management Systems 
76 27.0 

BSc Records Management 67 23.8 

BSc Resource Centre 
Management 

67 23.8 

In order to identify whether the data is experiencing 

common method bias, Harman’s single factor test was 

executed. All items from all constructs under study were 

entered for analysis and constrained to only single factor. The 

results showed that the single factor explained only 26.29%, 

less than the benchmark value of 50% of the total variance, 

implying that the collected data is free from the problem of 

common method variance. Normality testing on univariate and 

multivariate was also accessed upon the data. To test for 

univariate normality the skewness and kurtosis of each 

observed variable was assessed. The skewness and kurtosis 

requirements fulfilled the benchmark values suggested by [27] 

which are 3 and 10 respectively. To assess multivariate 

normality, [18] suggested that the Mardia’s coefficient should 

be less than p (p+2), where p is the number of observed 

variables. This study has 24 observed variable, so 24(24 + 2) = 

624. The Amos output for Mardia’s coefficient is 68.56, which 

is less than 624, hence multivariate normality can be assumed.  

Following [15], this study used factor loadings, composite 

reliability (CR) and average variance extracted (AVE) to 

measure the convergent validity. The recommended value of 

factor loadings should be above the value of 0.6 and as shown 

in Table 3, all the factor loadings met this requirement [35]. In 

terms of composite reliability, all the scores are well above the 

cut off value of 0.7 as recommended by [16]. [4] The literature 

suggests that the acceptable level of AVE should be more than 

0.5 which is also fulfilled in this study as illustrated in Table 

3. Accordingly, the study also assessed discriminant validity 

and the results are presented in Table III. [4] also suggested 

that AVE can also be used to assess discriminant validity by 

comparing its square root against the correlation values 

between the variables and all other variables. As displayed in 

Table IV, the square root of the AVE values is well above the 

correlation values, hence suggesting discriminant validity 

requirement is fully complied. The AMOS output of the 

measurement model is shown in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Output of the measurement model 
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TABLE III.  RESULTS OF CONVERGENT VALIDITY ASSESSMENT 

Model construct Item Loading Composite 

Reliability 
(CR) 

Average 

Variance 
Extracted 

(AVE) 

Intention to 
adopt 

ITU1 0.737 0.780 0.542 

ITU2 0.761 

ITU3 0.710 

Self 

Management 
Learning 

SML1 0.734 0.857 0.600 

SML2 0.794 

SML3 0.775 

SML4 0.793 

Social Influence SOI1 0.734 0.772 0.531 

SOI2 0.736 

SOI3 0.715 

Facilitating 

Conditions 

FAC1 0.780 0.881 0.713 

FAC2 0.928 

FAC3 0.819 

Performance 

Expectancy 

PEE1 0.704 0.837 0.563 

PEE2 0.792 

PEE3 0.705 

PEE4 0.794 

Perceived 
Playfulness 

PPL1 0.789 0.865 0.682 

PPL2 0.898 

PPL3 0.785 

Effort 

Expectancy 

EFE1 0.717 0.808 0.512 

EFE2 0.707 

EFE3 0.718 

EFE4 0.721 

CR = (square of the summation of the factor loadings)/(square of the 

summation of the factor loadings) + square of the summation of the error 
variances); AVE = (summation of the square of the factor loadings) / 

(summation of the square of the factor loadings) + (summation of the error 

variances) 

TABLE IV.  RESULTS OF DISCRIMINANT VALIDITY ASSESSMENT 

 [1] [2] [3] [4] [5] [6] [7] 

[1] Intention 

to adopt 

0.736       

[2] Self 
Management 

Learning 

0.429 0.774      

[3] Social 

Influence 
0.581 0.255 0.728     

[4] 

Facilitating 

Conditions 

0.381 0.089 0.381 0.844    

[5] 
Performance 

Expectancy 

0.486 0.202 0.486 0.202 0.750   

[6] Perceived 
Playfulness 

0.550 0.225 0.550 0.225 0.550 0.825  

[7] Effort 

Expectancy 
0.527 0.319 0.527 0.319 0.527 0.319 0.715 

 

In Structural Equation Modelling, fit criteria are assessed 

in terms of absolute fit measures, incremental fit measures and 

also parsimony fit measures. As illustrated in Table 5, the χ² 

statistic suggests that the data do not fit the model well (χ² = 

340.232, df = 231, p-value < 0.05). However, because χ² is 

easily affected by sample size [15], the χ² statistic is not 

always an appropriate measure of a model's goodness-of-fit. 

Therefore other fit indices as shown in Table V are used to 

examine the model's goodness-of-fit. Apparently, all fit 

indices surpassed the fit criteria suggesting that the SEM 

model fits the data very well. 

TABLE V.  FIT ASSESSMENT RESULTS 

Fit Index Fit Criteria Measurement 

Model 

Chi Square (χ2)  340.232 

Degrees of freedom  231 

P-value (probability) ≥ 0.5 0.000 

Absolute fit measures 

CMIN (χ2)/DF  3 1.473 

GFI (Goodness of Fit Index) ≥ 0.9 0.913 

RMSEA (Root Mean Square 

Error of Approximation) 

≤ 0.05 0.041 

RMR (Root Mean Square 

Residual)  

≤ 0.05 0.035 

Incremental fit measures 

NFI (Normed Fit Index)  ≥ 0.9 0.900 

CFI (Comparative Fit Index) ≥ 0.9 0.963 

Parsimony Fit Measures   

AGFI (Adjusted Goodness of 

Fit Index) 

 ≥ 0.8 0.887 

PNFI (Parsimonious Normed 
Fit Index) 

≥ 0.5  0.749 

 

Figure 3 displays the AMOS output of the structural model 

while Table VI showcases the path coefficients between the 

independent variables and dependent variable. The Squared 

Multiple Correlation (R2) value for the relationship between 

the six independent variables and intention to adopt was 0.650. 

The overall results indicate that all hypotheses were fully 

supported as the p-values for all paths are well below 0.05. 

The coefficient values () range between 0.100 and 0.265.  

Figure 2 depicts the path diagram between the independent 

and dependent variables. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Output of the structural model 
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TABLE VI.  HYPOTHESES TESTING 

Hypothesis Coefficients t-value p-

values  

Supported 

H1: Performance 

expectancy  

intention to adopt 

0.197 

4.297 < 0.01 Yes 

H2: Effort 
expectancy  

intention to adopt 

0.164 
2.903 < 0.01 Yes 

H3: Self 
management of 

learning 

intention to 
adopt 

0.146 2.909 < 0.01 Yes 

H4: Perceived 

playfulness  

satisfaction to 
adopt 

0.184 

2.448 < 0.01 Yes 

H5: Facilitating 

condition  
satisfaction to 

adopt 

0.100 

2.448 < 0.01 Yes 

H6: Social 

influence  
satisfaction to 

adopt 

0.265 

3.961 < 0.01 Yes 

 

VI. DISCUSSION 

The present study provides both a theoretical and practical 

contributions to understanding the predictors of intention to 

adopt mobile learning. The findings of this study should be of 

interest to both researchers and practitioners. The results 

generated from the path analysis indicate that the combination 

of the six independent variables accounts for 65% of the 

variance in intention to adopt mobile learning. This result 

suggest that 65% of the variance in intention to adopt mobile 

learning can be explained by performance expectancy, effort 

expectancy, social factors, facilitating conditions, perceived 

playfulness and self management of learning. 

This study has significantly recognized the influence of 

performance expectancy on intention to adopt mobile learning 

( = 0.197, p < 0.01). The result is consistent with [3], [10], 

[17], [22], [28], and [41]. The results suggest that, the more 

students perceive that mobile learning is useful for learning 

and improves their productivity; the more likely they are to 

engage in mobile learning.Theoretically, this result further 

strengthens UTAUT in predicting mobile learning adoption. 

The scale used for measuring performance expectancy focused 

on increased performance, productivity, and effectiveness. 

From the practical viewpoint, the findings send a strong 

message on the importance for increasing student performance 

expectancy. Educators and administrators could perhaps play a 

role by promoting the benefits and usefulness of mobile 

learning to their students and encourage them to use their 

mobile devices for information searching, engaging in online 

group discussions or completing other learning activities. 

Just as performance expectancy, effort expectancy which is 

derived from UTAUT was also found to be a significant 

predictor of mobile learning adoption ( = 0.164, p < 0.01). 

The result is in tandem with that of [3], [10], [17], [22], [28], 

and [41], which means that the more students perceive that 

mobile learning is easy to use for learning; the more likely 

they are to engage in mobile learning. Effort expectancy 

construct is similar with perceived ease of use which is 

defined as the degree to which a person believes that the use 

of a particular system would be free of effort [8]. The items 

used for measuring effort expectancy focused on the degree of 

difficulty on using mobile learning. Today, among students of 

Malaysian universities, the use of mobile devices especially 

smart phones is very common. Perhaps, due to the fact that 

using a mobile device appears to be routine for most of these 

students; therefore they may perceive using it will not require 

much of their effort, as it is just similar to using it for other 

tasks. Nevertheless, this finding has provided additional 

support for UTAUT in predicting mobile learning. The 

implication to practitioner is that, when developing mobile 

learning applications, serious attention should be given on 

user-friendliness aspects. 

The third hypothesis in this study is between self 

management of learning and intention to adopt mobile 

learning. Compared to the constructs of UTAUT, this variable 

is not very extensively studied in the context of mobile 

learning. The result of this study has showed that this 

construct is indeed applicable in determining intention to 

adopt mobile learning ( = 0.146, p < 0.01). This result is in 

line with the finding of [41]. This finding implies that 

individual with a highly autonomous learning ability will be 

more likely to use mobile learning than will an individual with 

a lower autonomous learning ability [41]. Given this finding, 

mobile learning developers should respond by developing 

mobile learning applications that are equipped with features 

that are suitable for those who are highly independent in their 

learning processes. On the other hand, educators and 

administrator can also play a role by grooming their students 

to be more independent and adapt themselves to be more self 

learning. 

The results of this study also recognized perceived 

playfulness as a significant predictor of intention to adopt 

mobile learning ( = 0.184, p < 0.01). This finding further 

supports previous studies done by [10] and [41]. The result 

implies that the more students enjoy the mobile learning, the 

more they will be motivated to engage in mobile learning 

activities. [41] stated that, given that the usage of mobile 

learning is fully voluntary and that the target user group 

consists of a large number of people with very diversified 

backgrounds, making mobile learning system playful and 

enjoyable to interact with, is crucial for attracting more users 

to the mobile learning system. Therefore, mobile learning 

developers should react to this finding by enriching their 

mobile learning applications with enjoyable and entertaining 

features.  
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Consistent with [10], [17], and [28], this study has also 

found that facilitating condition as a essential predictor of 

intention to adopt mobile learning ( = 0.184, p < 0.01). This 

finding suggests that student will not be attracted to adopt 

mobile learning in the absence of facilitating conditions. In the 

context of Malaysia, all university students are entitled to a 

special voucher for purchasing smart phones. On top of that, 

the free wireless networks, available in the universities as well 

as in other public places such as bistros, restaurants and public 

libraries provide convenient internet access to the students. 

Nonetheless, this finding should alert the authorities 

concerned on the importance of continuous update and 

upgrade of the infrastructure or facilities required for the 

implementation of mobile learning.  

  The last construct being studied is social influence, which 

is also drawn from UTAUT. The results confirmed that social 

influence is a significant predictor of intention to adopt mobile 

learning ( = 0.265, p < 0.01). In fact, in this study, social 

influence is found to be the strongest predictors compared to 

other constructs. This result is also consistent with that of [3], 

[10], [17], [28], and [41]. Based on the result it can be 

concluded that the more students perceive faculty, peers, and 

other individuals important to them believe they should use 

mobile learning, the more likely they are to engage in mobile 

learning. Given this finding, it is crucial that people who have 

strong connection with the students such as the lecturers, 

colleagues or even family members, should persistently 

encourage the student to engage in mobile learning.  

VII. CONCLUSION 

The purpose of this article has been to explore factors that 

influence the intention of users to adopt mobile learning. To 

achieve this purpose, an empirical based framework drawn 

from UTAUT and previous empirical studies has been 

developed. The results of the analyses of the collected data 

significantly verified the established hypotheses. The results 

suggest that performance expectancy, effort expectancy, social 

factors, facilitating conditions, perceived playfulness and self 

management of learning are strong determinants of intention 

to adopt mobile learning. 

Just like in any other research, there are several limitations 

associated to the conduct of this study. Firstly, is the choice of 

students that was confined to one university only. Future 

study, should consider extending the scope of population by 

taking students of other universities. Secondly, the study did 

not assess non-response bias on the questionnaire. In the 

future, researchers should also assess non response bias so as 

to increase the reliability and validity of the research findings.   
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Abstract: According to the revolutionary advancement in information and communication technologies, citizens are becoming more 

open-minded, ambitious, aware of technology capabilities, and empowered enough to participate in the decision making process. 

Citizens are motivated to be an active part in the political process and they are encouraged to be involved in order to have collected 

feedback from them for the social and political reform process. This study tried to explore the factors influencing the level of electronic 

participation (e-participation) within an e-government context. Ease of use, infrastructure readiness, cost, and relative advantage are 

factors hypothesized to have an impact on participation success. The results supported the influence of three predictors (ease of use, 

cost, and relative advantage) in their effect on participation levels. Only infrastructure readiness was not significant in predicting 

participation levels. Conclusion and future work are discussed later in the paper. 
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1. INTRODUCTION 

E-government is an extension of traditional government that 

supports conducting all related transactions electronically. E-

government implementation enhances performance, reduces 

cost, minimizes errors, utilizes information and 

communication technology (ICT), improves service provision 

process, and increases transparency and credibility [1]. E-

government also empowers citizens to participate in the 

decision making process and policy making to guarantee the 

highest participation and interaction from citizens. E-

government includes the following dimensions: e-democracy, 

e-consultation, e-campaign, e-voting, e-election, and e-

participation. E-participation means using any electronic 

channel/device to contribute in the political process. Research 

reported more than one version of e-participation levels, where 

three, four and five stages were reported from different 

perspectives. The major five stages are: 1) E-informing: it is 

about providing and publishing information to the public by 

the government in a one way interaction mode. 2) E-

consulting level is the second one, which represents a two way 

interaction between citizens and governmental bodies in order 

to take feedback from them. 3) E-involving is the third level 

that aims at keeping citizens in touch (involved) with every 

decision made and to understand their concerns and issues. 4) 

E-collaborating is the fourth level, which represents more 

advanced two way interaction and revolves around the 

partnership between governments and the public. 5) E-

empowering level is the level through which citizens reach the 

highest engagement in the political process and take the 

responsibility of taking their own decisions, it is the last level 

[2]. 

The paper explored the levels of e-participation, and the 

literature related to such concept. Also, an empirical test was 

conducted utilizing a sample of responses to probe Jordanians’ 

perceptions towards such phenomenon and the factors 

influencing it. The paper consists of a literature review 

(section 2) followed by a description of the research method 

conducted. Section 4 will describe the analysis and discussion 

of results. Finally, conclusion and future work are depicted at 

the end. 

 

2. LITERATURE REVIEW 

One of the major objectives of the e - government projects is 

to reach the largest number of audience to be involved in 

policy and decision making processes. Governments need to 

collect public opinions, make them satisfied with such 

initiative; and to assure the project acceptance and its success 

[3]. Furthermore, governments are utilizing social media for 
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reaching citizens and enhance the participation level. Many 

researchers consider such initiative as a mean to achieve 

mutual benefit between the government and citizens; for the 

government, it improves efficiency, effectiveness, and 

facilitates service delivery process. For citizens, e-government 

plays significant role in increasing transparency, accessibility, 

accountability, and their participation in the political process 

[4]. 

2.1 E-government and e-participation definitions 

E-government is defined as the existence of required and 

special services and options of websites, which focus on 

online service delivery [5]. Another definition focus on 

utilizing ICT tools in order to facilitate the interaction between 

citizens, businesses, and the other governmental agencies [6] 

[7].  

E-government is considered as a national project that has been 

developed by the aid of both public and private sectors; which 

have the responsibility to promote more efficient and effective 

government. It also facilitates more accessible services, and 

makes government more accountable to citizens [8]. Utilizing 

an empirical test, Abu-Shanab has emphasized the importance 

of the three major dimensions related to the success of e-

government projects and they are summed in the following: 

infrastructure readiness, social forces and governmental issues 

[9]. 

Anthopoulos, Siozos, and Tsoukalas have illustrated that e-

government initiative is a project that may include policies and 

targets, but not principles or even instructions. Also, such 

project needs to be designed and then executed carefully by 

involving civil servants through a bottom-up design process, 

which aims at enhancing the participation and knowledge 

sharing processes by using e-Government Groupware (eGG) 

application (a collaboration application that exploits the digital 

public services) [10]. 

 

The authors have defined e-government project as " The use of 

ICT in an innovative way; to exploit any opportunity that leads 

to enhance the relationship between government and citizens 

and making them empowered enough to participate effectively 

in the political process in its different forms and patterns, and 

enabling government to have constructive feedback from 

citizens to participate efficiently in both social as well as 

political reforming processes." 

 

E-participation is considered as a dimension or a subset of e-

government as a whole; it is seen as the engagement and 

involvement of citizens in the decision making process, by 

benefitting from the advantages of ICT tools in order to 

improve social and political responsibility [11]. E-government 

and e-participation are related within two aspects: the first 

association is related to the political system and the society 

interaction, where e-participation represents public policy 

formulation process. On the other hand, the relationship 

between society and the administrative system can be 

considered as e-government initiative itself, where it 

emphasizes the improvement of service provision process 

[12]. 

2.2 Case Studies in e-participation 

The Arab Open Government is a study that focuses on 

appreciating the role of technology represented by social 

media specially the distribution of information to citizens so 

they can be an effective part in the open government initiative. 

The initiative emphasizes using one way interaction tools to 

achieve its objectives in reflecting transparency, public 

participation, service provision process, and collaboration. The 

study also indicated that there is an initial interest of open 

government project in Bahrain, Saudi Arabia, UAI, Morocco, 

and Jordan [13]. 

The United Arab Emirates (UAE) case study has explored the 

readiness of infrastructure to assure the success of the e-

government project. It has clarified a number of stages and one 

of them was the interaction and participation. The first is 

emerging, which is about having an official website for the 

government. The second is about how the stored political 

information can be accessed by the citizens and called it 

enhanced. The third one is the core of this paper which 

revolves around delivering convenient services to citizens via 

a friendly website or portal; it was called interactive. The 

transactional stage is the fourth one which is about 

introducing two way interaction channel to connect the 

governments with citizens. The final stage is connected, which 

prepares the back office infrastructure to be able to respond 

quickly to citizens’ needs and expectations [7]. 

In the UK, e-government is considered as an information 

system (IS) that has been designed to exploit any opportunity 

to enhance the communication of citizens in the democratic 

process, thus improve the level of e- participation [14]. 

Based on the previous cases, the authors suggest that the 

relationship between the interactivity and e-participation is 

much supported. Once citizens are informed by the 

government with any needed political information (like 

providing their sensitive data, suggestions, or even their 

complements/complaints to the government), both parties are 

getting closer to each other and thus eliminate the gap between 

them. Citizens' interactions and engagements with the e-

government program is the best form of participation, which 

supports a positive correlation between interactivity and e-

participation. 

2.3 E-participation evaluation models 

The UN E-Participation Index was developed as a qualitative 

indicator of both the capacity and the willingness in encourage 

ing citizens in promoting and enhancing a participatory 

decision-making process and to reach out for the citizens 

within its own governance program. E-participation index 

attempts to see whether the country is able to increase e-

information for citizens, promote e-decision making, and 

enhance the e - consultation process. Curtin attempted to 

design an e-participation model that focused on providing 

citizens with enough information to participate efficiently and 

effectively in policy and decision making process. The 

Page | 326



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0064   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 

 
 

proposition tries to enable them to express their opinions and 

suggestions to be heard and known [15]. 

 

The research proposed five key indicators of e-government 

projects and they are: service, technology, employees, policy 

and social responsibility (STEPS model). In their paper, the 

research model included a number of these factors or sub 

factors; (i.e. Infrastructure is included as a sub-dimension 

within the technology factor; and the cost is a sub-factor of 

policy). Relative advantage is embedded in the service 

dimension and includes support and efficiency. Finally the 

participation factor was estimated by user take-up factor. The 

result of the study supported the influence of the five 

predictors [16].  

An analytical framework of ten dimensions was proposed and 

studied to determine citizens’ participation, technologies, and 

the level of participation, which represents how far citizens 

can be engaged in the democratic process. The study also 

explored the decision making process and the rules of 

engagement and needed information. The other five 

dimensions are duration, accessibility, resources, evaluation, 

and critical success factors [17].  

Navarra and Cornford looked at how e-government services, 

applications, and infrastructure can be developed. They 

proposed to study multiple models from four dimensions 

(governance model, service delivery, policy focus, and the 

actors) which are managerial, consulitative, displinary, and the 

participatory models. The last model represents the promotion 

of free speech and expression. It revolves around the civil 

society involvement executed and supported by the voluntary 

associations [18]. 

2.4 Innovations in ICT to  Promote E-Participation 

ICT plays significant role in achieving the transparency and 

credibility, and it is an effective mean to increase the openness 

and to reduce the corruption by enabling citizens to track their 

own activities and decisions instead of supporting them with 

final information. A number of key factors for building a 

culture of transparency to increase citizen participation in the e 

- government initiative and overcome any potential barrier 

through the combination between technology and the political 

will; these factors are ICT access, trust, empowerment, social 

capital, and the acceptance of transparency itself [19].  

For the importance of e - participation issues, many 

researchers were interested in deciding which technologies are 

the most appropriate to meet the goals and objectives of 

involving citizens in the policy making in the democratic 

process, Macintosh had explored and clarified ten key 

dimensions (which have been mentioned in the previous 

section) for characterizing e-participation in policy making 

and focused on utilizing ICT in an innovative way to get the 

intended aims [17]. Governments should take some pro-active 

measures to guarantee reaching the largest audience base, and 

make ICT-related services accessible, attainable, and available 

anytime. Cell phones, PDAs, wireless networking, and speech 

technology are efficient tools to promote e-participation. There 

are three major prerequisites for e-participation: governments 

should focus on targeting specific issues, specific groups, and 

selecting a small number of priorities [20]. 

Phang and Kankanhalli proposed a framework that focuses on 

studying ICT utilization toward e-participation initiatives. 

They concluded that not a single participatory technique or 

ICT tool can satisfy multiple goals, where each objective has 

its own means to be achieved effectively. Countries may force 

e-government projects to be a path for openness, but such 

decision needs to be taken cautiously; as the shift from 

traditional government toward e-government requires tailored 

user involvement practices in government development 

projects [21].   

2.5 E-Participation and the digital divide 

The "digital divide" or "digital inequality" phenomenon is 

attracting more attention from researchers as it is the path to 

the success of e-government projects. The digital divide has 

five major types: demographic divide, which may include 

gender, age, education, location of resident factors. The 

second type is the economic divide, which is related to 

socioeconomic circumstances. The  access divide is the third 

type that is concerned with the physical access to ICT. The 

fourth one is the capability divide, which focuses on the 

citizen's believe of his or her capability to utilize and benefit 

from ICT. The last type is the innovativeness divide, which 

relates to the tendency to change and try new/different 

technologies [22].  

Al-Rababah and Abu-Shanab have studied the demographic 

divide and focused on exploring the impact of gender digital 

divide and the participation of women in the e-government 

domain. The study concluded that little or even no IT skills are 

acquired by women in rural areas, and thus need to empower 

them to gain access to e-government services [23]. They 

concluded that there is still a gap  between actual participation 

in e-government systems and the required and intended  level 

of participation. Usability and accessibility are key factors that 

come to reduce and simplify the digital divide and they could 

be related with creating and increasing the divide itself 

(including age, gender, culture, income, education, and 

disability) [24]. 

In the case of United States (US), many strategies were 

developed in order to secure Internet access, implement the 

needed training and education, and encourage using the 

Internet to increase the participation in the e - government 

project. Such efforts are targeted toward disadvantaged areas 

as a proposed solution for bridging the digital divide problem 

[25]. The digital divide can be considered as one of the 

reasons for increasing the failure rate of e-government 

projects. This virtual inequality is a real limitation that hiders 

such projects. Many potential procedures can be put in place to 

attempt to eliminate such factor by having a comprehensive 

view of the policies proposed, and taking the issues of supply 

and demand into account. Such procedure may have a positive 

impact on e-government within societies [26].  

The digital divide is a challenge for e-government project 

adoption, where research has clarified four key barriers to the 
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access and use of e-government systems, they are the 

awareness, trust, usefulness, and digital divide [27] [28].  

Rahman has studied the role of trust and the digital divide 

within the context of e-government and concluded with the 

following: trust is an important factor in reducing the 

complexity by converging the different expectations. Trust 

also is a factor believed to be an indicator for e-government 

systems success. The author asserted the need to develop new 

comprehensive policy to bridge the gap and improve e-

government success [29]. 

Another study tried to explore the relationship between the 

quality of e-government services which has been reflected by 

(communication, collaboration, openness, and sharing of 

information factors) and the trust in it according to the digital 

divide groups (passive, progress, alienation, and desire groups 

of information). The result was that there is a partial 

correlation between quality and trust of e-government 

services. Also, there should be policies to be developed to 

overcome the obstacles related to information sharing factor, 

and keeping control on issues like; privacy, security, and the 

collaboration among individuals [30]. 

3. RESEARCH METHODOLOGY 

The literature review concluded with a set of factors that 

would influence the e-participation levels. Four key factors 

would increase the levels of participation electronically within 

e-government context. Such factors would enable citizens to 

become active component of such system and being 

empowered enough for interactive participation. Table 1 

depicts the definition of variables proposed in this study, and 

Figure 1 illustrates the research model proposed based on the 

literature review and the previous studies. Based on that, the 

following hypotheses are stated: 

H1: Ease of use of e-government systems will 

be positively associated with the expected e-

participation levels.  

H2: Relative advantage of e-government 

systems will be positively associated with the 

expected e-participation levels.  

H3: The cost of e-government systems will be 

positively associated with the expected e-

participation levels. 

H4: Infrastructure readiness will be positively 

associated with the expected e-participation 

levels.  

 

 

Figure 1: proposed research model 

 

Table 1: Proposed definitions of Constructs 

Construct  
Definition 

Ease of use 
The use of friendly technologies, and the 

utilization of other facilities in an easy 

and compatible fashion. 

Readiness  
The level of availability of needed 

infrastructure components (e-devices, 

PCs, and network connections. ) 

Cost  
 The reduced prices of the devices needed 

to use e-government services. 

Relative 

advantage  

The expected generated benefits to be 

achieved from using such services by 

citizens. 

E-

participation 

The involvement of citizens in the political 

process (policy and decision making 

processes) and their role in the 

development process by their interaction. 

  

3.1 Instrument used 

The paper used previous research to build the instrument used 

in this study. A questionnaire included three sections was 

utilized to collect the required data of this research. The first 

section clarified the purpose of research and the concepts of e-

government and e-participation. The second section included 

few demographic questions like gender, age and education. 

The instrument included no identification questions exposing 

respondents identity and to let respondents freely fill the 

survey.The final section included 22 items measuring the five 

constructs shown in the research model. The five constructs 

used in this study were measured using: 4 items for measuring 

ease of use, 4 items for measuring infrastructure, 4 items for 

measuring cost, 4 items for measuring relative advantage, and 

6 items for measuring participation.  

The instrument utilized a 5 point Likert scale with 1 

representing total disagreement, and 5 representing a total 

agreement. Once the instrument was ready, content analysis 

was conducted using 5 master degree students who are taking 

a course in e-government. They read the survey and 

commented on both the statements and the content, then they 

added  their comments on the items and the dimension they are 

measuring. 

The instrument was also checked for internal reliability and 

yielded acceptable results. Cronbach’s alpha was used for 

measuring internal consistency, where all values were more 

than 0.6 (the threshold level for such measure in social 

sciences.) Table 2 shows the estimations of Cronbach’s alpha 

for the five variables in the model. The highest value was for 

the participation construct, and the lowest value was to relative 

advantage, but still at acceptable levels. 

 

Table 2: Reliability Analysis and the values of Cronbach’s 

alpha 
Construct Valid N Number of Cronbach’s 
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Items Alpha 

Ease of use 248 4 0.842 

Infrastructure 236 4 0.863 

Cost 245 4 0.778 

Relative advantage 239 4 0.775 

Participation 237 6 0.903 

 

3.2 Sample and sampling process 

The survey was distributed to many schools in the Northern 

part of Jordan, where teachers filled the survey and return it to 

the researchers by hand. Teachers were chosen as a sample 

because they represent the largest and the most educational 

segment using government services. Such sample is also 

convenient to our study from two sides: first, it is easy to 

attain the required sample size. Second, their sociability and 

their ability to express their perspectives within the domain 

they are in. Also, building an online survey contributes in 

widening the size of the sample, around 100 surveys were 

received online via email and google drive. The survey 

collection process was done in August 2014, and the total 

surveys distributed were 260 surveys. The total collected 

surveys were 250 surveys, were 2 surveys were removed 

because of empty responses (only demographic data filled). 

The total size of used sample was 248 surveys, in which the 

male participants were with 51.6% and female with 48.4%. 

The majority of them was between 20 and 40 years old with 

69.8% and 58.5% of them are having Bachelor degree. Table 3 

shows the demographic of sample used. 

3.3 Descriptive statistics of variables 

The first step in the analysis was to investigate the level of 

perceptions Jordanians hold for the five variables in the 

instrument. Table 4 shows the results of calculating the means 

and standard deviations for the five variables in the research 

model. Results indicated high perceptions for the five 

variables as all means were above 3.66. The cutoff points for a 

5 point Likert scale in the social sciences is 1-2.33 

representing low perceptions, 2.33-3.66 as medium 

perceptions, and 3.66-5 as high perceptions. The results 

indicated that all constructs are highly perceived and thus 

support our research premise and the importance of the 

constructs adopted. Finally, the standard deviation values 

indicate a consensus with close values when comparing the 

variables. 

 

Table 3: Sample demographics 

  
Gender Count % 

Male 128 51.6% 

Female 120 48.4% 

Total 248 100% 

Age Count % 

Less than 20 years 22 8.9% 

20-40 years 173 69.8% 

41-60 years 51 20.6% 

More than 60 years 1 0.4% 

Not reported 1 0.4% 

Total 248 100% 

Education Count % 

High School or less 44 17.7% 

Bachelor 145 58.5% 

Master/PhD 49 19.8% 

Other 10 4.0% 

Total 248 100% 

 

Table 4: The means and standard deviations for the research 

model variables  
 

Construct 

 

N Min Max Mean 

Std. 

Deviation 

Ease of use 248 1 5 4.002 0.734 

Infrastructure 236 1 5 3.781 0.808 

Cost 245 1 5 3.952 0.825 

Relative 

Advantage 

239 

1 5 3.803 0.757 

Participation 237 1 5 3.925 0.780 

 

4 DATA ANALYSIS AND DISCUSSION 

The proposed research model hypothesized four relationships 

that map the factors influencing the levels of electronic 

participation in e-government projects. The data collected was 

analyzed using SPSS and the research model was tested using 

multiple regression, where four independent variables 

predicted one dependent variable. The results of the model 

indicated a high prediction value of e-participation, with a 

value of coefficient of determination R2 = 0.693 (adjusted R2 = 

0.688). The model was extremely significant with a value of 

F4,244= 125.513, p<0.001. Such high value indicates a great 

explanation of the dependent variable equal to 69% of the 

variance in sustainability. The model also utilized four 

predictors that define the four stated hypotheses. To explore 

the individual influence of the predictors, a coefficient  table 

was generated which is shown in Table 5 below. 

The results in the table indicate that three of the four 

constructs significantly predict e-participation. The only 

construct that failed to predict the dependent variable is the 

infrastructure readiness. The recommendations of research in 

the area of e-readiness emphasized the role of infrastructure in 

improving e-government accomplishments in the country and 

specifically the relationship with businesses [31]. Still, the 

other three variables significantly predicted participation at the 

0.05 level. Ease of use and cost factors predicted participation 

at the 0.05 level, whereas, relative advantage predicted 

participation at the 0.001 level. 

 

Table 5: The coefficient table of the regression test 
 

Construct Unstand. 

Beta 

Standard 

Error 

Stand. 

Beta t Sig. 

Ease of use 0.123 0.056 0.116 2.184 0.030 

Infrastructure 

readiness 0.021 0.060 0.023 0.351 0.726 

Cost 0.144 0.062 0.152 2.342 0.020 

Relative 
advantage 0.621 0.068 0.608 9.197 0.000 

Dependent Variable: e-Participation 
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5 CONCLUSIONS AND FUTURE WORK 

E-participation is one of the major dimensions of open 

government initiative proclaimed by the Obama’s 

administration [32]. This research tried to investigate 

Jordanians level of e-participation in e-government project as 

reported by a sample of 248 citizens. Jordanians perceived 

highly the five proposed variables utilized in this study. Also, 

the five variables demonstrated reliable estimates. 

The major factors influencing the level of e-participation 

directly were regressed on the dependent variable (e-

participation in e-government projects) and they are: ease of 

use of e-government systems, which plays a significant role in 

encouraging citizen to be motivated and involved in the 

political arena through the interactive participation in e-

government services and websites. Secondly, the cost of using 

such e-service is expected to be lower than the cost of getting 

the same service traditionally. Thirdly, the expected advantage 

from using such systems is increased through the increased 

participation and by using e-government systems. All these 

factors were supported in the study, but the influence of 

infrastructure readiness was not supported. It is believed that 

there is no well equipped and prepared infrastructure to start 

launching the initiative of e-government (not ready yet).  

Based on this, three out of four hypotheses were supported, 

where H2 was the only rejected hypothesis. More research is 

required to investigate the real reasons behind citizens’ 

perception about the deficiency of the infrastructure in Jordan. 

Also, a validation of the instrument using a different sample 

will provide future research with a suitable instrument to be 

used for measuring the five variables used.  
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Abstract— E-learning has significantly changed the process of educating students and employee training. The purpose of this article 

is to analyze the development trends of software agents used in e-learning. Particular attention is given to selected properties of agents, 

which can improve the services offered by agents assisting student and agents supporting teachers. Furthermore, the article presents the 

advantages and disadvantages of e-learning and an evolution of e-learning from the perspective of: e-learning 1.0, e-learning 2.0 and  

e-learning 3.0.  

 

Keywords — e-learning 1.0; e-learning 2.0; e-learning 3.0; intelligent agents 

 

I. INTRODUCTION 

E-learning has been widely used for university-based and 

enterprise-based education. It is gaining applicability as an 

educational tool for a cost savings, institution reusability, its 

ability to enable students to study without the constraints of 

time and space and learner flexibility. In the literature of 

subject there is still ongoing discussion over advantages, 

disadvantages, quality, improvement of technical solutions and 

efficiency of e-learning application. In the discussion 

participate such experts from different domains as: education, 

computer science, information systems, psychology, sociology 

and educational technology, due to the fact that only 

multidimensional perception of e-learning can ensure success 

of such ventures [1].   

E-learning appeared at the beginning of 90-ties of XX 

century and is constantly developed both in traditional e-

learning form, hybrid training which is blended learning [2], 

m-learning (mobile learning) [3], b-learning (bloglearning) [4] 

and g-learning (game learning) [5].  

The development of internet technologies that are used in e-

learning allows to describe it from several perspectives: e-

learning 1.0, e-learning 2.0 and e-learning 3.0 [6], [7], [8]. 

For building the e-learning 3.0 systems can be used new 

technologies as: Big Data or global data repository, linked data, 

cloud computing, smart mobile technology, personal avatars, 

3D visualization, Semantic web and artificial intelligence e.g. 

intelligent agent.  

Intelligent agent can be used in e-learning applications in 

different contexts. The various agent properties like autonomy, 

mobility, proactive and reactive behaviors, capability to co-

operate and communicate with other agents makes it ideal for 

use in e-learning.  

II. ADVANTAGES AND DISADVANTAGES OF E-LEARNING 

The concept of e-learning functions in many contexts and 

includes a wide range of definitions. In the educational 

approach, e-learning is a way of teaching, education supported 

by digital technologies. This aspect is underlined also by the 

definition: “e-learning is the use of new multimedia 

technologies and the Internet to improve the quality of learning 

by facilitating access to resources and services, as well as 

remote exchange and collaboration” [9]. In many publications 

there are emphasized technical and technological conditions of 

e-learning. Such a view is presented by the definition: “e-

learning is the use of electronic media for a variety of learning 

purposes that range from add-on functions in conventional 

classrooms to full substitution for the face-to-face meetings by 

online encounters” [10]. 

Characteristics of a distance learning system [11]: 

 Individual learning 

 Individual pace 

 Arbitrary learning time 

 Arbitrary learning place 

 Student takes responsibility 

 Interactivity 

 Physical separation 

 Illimitability of time and space 

 Self-verification of knowledge 

 Student cooperation 

 One-to-one consulting. 
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Therefore, elementary characteristics of distance learning 

are its practicality, efficiency and flexibility. 

Several mentioned above characteristics of e-learning could 

be perceived as advantages while the others as disadvantages. 

For comprehensive description of e-learning both advantages 

and disadvantages will be identified.  

The advantages of e-learning can be considered as the 

follows [12]: 

 Student can study anywhere as long as there is access to a 

computer with internet connection, 

 They can work at own pace, 

 User can accommodate different learning styles through 

different activities, 

 Flexibility to join discussions any hour of the day, 

 E-learning is cost effective. 

 Convenience and flexibility. 

 Reviewing material.  

 Student motivation. Some students may find asynchronous 

online work more engaging, as they can interact with the 

material when they are freshest and most productive.  

 Fewer pressures on limited space. Online education can 

reduce pressure on university facilities by freeing up 

classrooms. 

 Analytics and assessment. 

 Access and support. Online classes provide vital access to 

place-bound populations and other groups traditionally 

underserved by institutions of higher education, 

Unlike print media, e-learning can also provide individualized 

instruction, and instructor-led courses allow clumsily and at 

great cost. In combination with evaluating needs, e-learning 

can target specific needs. By using learning style tests, e-

learning can help to locate and target individual learning 

preferences. What is more, synchronous e-learning is self-

paced. 

The disadvantages of e-learning training are represented 

from different aspects [13] [12]: 

 Lack of personal community and connection (not for 

blended learning), 

 Its a banking model of education (which is partially 

inevitable), 

 Not necessary based on the best science regarding How 

People Learn, 

 Tech, toys, and teaching over learning, 

 Focus on memorization over learning core competencies, 

 Better aligning of incentives of teachers and learners, 

 Downtime plus mobile as well as “play” are issues to 

consider as well, 

 Underutilized talents and facilities; 

 No way to ground social networking and web 2.0 tools; •  

 Social isolation, 

 Community. Online courses may not be able to replicate the 

vibrant intellectual and social community fostered by in-

person education, 

 Instructor workload, 

 Student support - some students, including those with 

disabilities, may struggle to use online tools and will likely 

need technological support. 

 Access –some students have limited or no access to 

computers, the Internet, and/or assistive technology. 

Various types of e-learning can be distinguished. In terms 

of communication and learning style there are two types of e-

learning synchronous and asynchronous. In synchronous 

instruction the teacher and students meet at the same time. In 

face to face instruction this means that everyone is in the same 

room at the same time. In online instruction synchronous 

instruction occurs through the use of technologies such as chat, 

two-way video conferencing, or audio conferencing. Online 

instruction is more likely to be asynchronous allowing students 

to access and participate in the course when they choose [14]. 

Synchronous e-learning is defined as Computer-assisted 

training where the instructor and participants are involved in 

the course, class or lesson at the same time (synchronized).  

Asynchronous e-learning refers to learning materials that 

the learner can use whenever and wherever he or she wants. It 

connotes “on-demand” e-learning; e-learning that the learner 

can use when needed or when time is available [14].  

There are also other types of e-learning such as mobile 

learning, blog learning and game learning. 

Mobile learning is defined as the delivery of training by 

means of mobile devices such as mobile phones, PDAs and 

digital audio players, as well as digital cameras and voice 

recorders, pen scanners, etc. [3]. The potential of blogs as 

learning spaces for students in the higher education sector was 

presented by Williams and Jacobs [4]. Model g-learning was 

considered by Schwabe and Göth, who describe the design of 

the MobileGame prototype, exploring the opportunities to 

support learning through an orientation game in a university 

setting [5]. 

The evolution of e-learning (e-learning 1.0, e-learning 2.0 

and e-learning 3.0) is related to the three generations of the 

Web (Web 1.0, Web 2.0 and Web 3.0).  

With the advent of the Web, the major change was to have 

content available online. In this direct-transfer model, the 

instructor is the distributor of learning material in a media-rich 

way and addresses learners through various communication 

channels. This era is usually referred to as e-learning 1.0 [6]. 

The use of Web 2.0 technologies for teaching and learning 

is describing as e-learning 2.0. Web 2.0 is defined as “a space 

that allows anyone to create and share information online – a 

space for collaboration, conversation, and interaction; a space 

that is highly dynamic, flexible, and adaptable [15]. Web 2.0 

and the associated technologies such as: wikis, blogs, podcasts, 

and other social web tools are well established and accepted by 

the students and the prevalence of these in e-learning is 

common. E-learning 2.0 is a collaborative model where 

knowledge may be socially constructed and communication is 

multi-directional. 

The main features of the Web 3.0 technologies which 

differentiate it from its earlier generation, Web 2.0 are given as 

follows: semantic Web, openness and interoperability, global 
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repository of data, 3D virtualization, collaborative intelligent 

filtering, increased and reliable data storage capacity, higher 

screen resolutions, multi gesture devices and 3D touch user 

interface, Cloud Computing and intelligent agent systems.  

One of the big things of e-learning 3.0 will be the 

ubiquitous access to learning resources with the use of mobile 

devices to virtually access anything, anytime and anywhere. 

[16]. Personalization is another very important trend. 

Personalization is seen as the key approach to handle the 

plethora of information in today’s knowledge-based society.” 

[17] 
The usage of educational technology started from ICT 

education spreads into e-learning, m-learning, e-learning 2.0, e-
learning 3.0 and SMART learning as the development of 
technology. A history of development of e-learning is 
presented in figure 1. 
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Fig. 1. A history of development 
Source: Own ellaboration based on [18] 

 

‘SMART’ in SMART learning means that self-directed(S), 
motivated (M), adaptive (A), resource free (R), technology 
embedded (T) education [18]. It focuses on activating online 
education with digital contents using smart devices. Noh, Ju, & 
Jung (2011) defined SMART learning as learner initiated 
learning which has various materials for learning and supports 
learner-teacher interaction [19].  

Development of new solutions using intelligent agents 
technologies is important for the further evolution of e-learning 
3.0 (smart learning). 

III. CHARACTERISTIC AND PROPERTIES OF AGENT 

In the literature of the subject, there are many definitions of 
software agents, which emphasize various features of this 
software. An agent can be defined as “An encapsulated 
computer system that is situated in some environment and that 
is capable of flexible, autonomous action in that environment 
in order to meet its design objectives.” [20]. M. Woda and P. 
Michalec, describe that: “Agent is a process which operates in 
the background and performs activities when specific events 
occur” [21] . 
Software agents are attributed with a number of properties that 

clearly distinguish them from other types of software. Agents’ 

characteristic is that, they act on behalf of others. Agent can be 

a delegate to a user, a program, another agent and it performs 

its tasks on behalf of them. 

Agents are capable of relieving human intervention 

significantly and help in proper functioning of the system. 

From the various characteristics of agents the most frequently 

mentioned are: [22] [20] [23]: 

1. Autonomy: Autonomy corresponds to the independence of 

a party to act as it pleases. Autonomous agents have 

control both over their internal state and over their own 

behavior. 

2. Reactive (sensing and acting): the agent responds based on 

the input it received and according to the environment. It 

responds in timely fashion to changes in the environment. 

3. Proactive: A proactive agent is one that can act without 

any external prompts. It acts in anticipation of the future 

goals  

4. Flexibility: the agents are dynamic as their reaction is 

dynamic and varies according to the environment. Actions 

are not scripted. 

5. Communication: It can be defined as those interactions 

that preserve the autonomy of the parties concerned. 

Communicates with its user and other agents. 

6. Mobility: it is important for the agents to be able to move 

to other location (machine or environment) and to continue 

their tasks there. 

7. Temporally continuous. It is continuously running process. 

8. Learning. Changes its behavior based on its previous 

experience. 

Agent software can be classified according to their 

functionality. Examples of very diverse agent’s activities are 

presented below: 

Agent supporting user. Its task is to help the user to use 

applications, devices or websites. This type of software often 

gives the impression of a contact with a real person.  

Agent as an assistant which role is for example to manage 

the calendar of meetings or to search some information online 

according to the user’s interests.   

Email agent that performs the initial selection of e-mail 

which include spam rejection, sorting e-mails, checking for 

viruses, prioritizing messages. 

Agent that search the Internet resources in order to gather 

information that is potentially necessary to the user. 
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Agent that manages network, supervises computer 

networks, detects failures and responses to threats. It also 

monitors networks and creates statistics. 

From this wide selection of agent software, for the purpose 

of these considerations, the most important solutions will be 

those that can be used in e-learning.  

 Dynamic development of specialized software agents has 

stimulated the creation of multi-agent systems. The direction of 

changes exposes the skills of communication and cooperation 

of specialized agents. Important matters of multi-agents 

software include division of tasks between agents, selection of 

communication method, interaction between agents, protocols 

and system architecture. E-learning is an area in which the 

effective solutions of specialized autonomous agents and multi-

functional multi-agent systems are expected. 

IV. THE CONCEPT OF A MULTI-AGENT INTELLIGENT 

 SYSTEM FOT E-LEARNING  

Multi-agent systems are computer system that use the agent 

software. Agents can offer various services, customized to the 

needs of both students and teachers.  

Agents as assistants can support the distance learning 

process. Student’s assistant can be used to search educational 

materials and to monitor the user’s progress in the online 

course. Teacher’s assistant can help to distribute the course 

materials among students and can observe the learning progress 

of students.  

Various roles of agents in e-learning systems were 

identified, therefore, only the concept of a multi-agent system 

can be used to fulfill such a complex task. The concept of an 

intelligent multi-agent system for the distance learning is 

presented in Figure 2. 

The environment of the system includes agents’ 

management system. The second essential element is the 

channel of communication between agents which is used to 

exchange information between agents. The communication 

between agents is carried out by sending messages using the 

standard ACL (Agent Communication Language). Figure 2 

highlights a catalog of services provided by software agents. 
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Fig. 2 The concept of an intelligent  multi-agent system for distance learning   
Source: Own ellaboration based on [24] 

 

Everybody learns in a different way, therefore when possible 

people try to adapt the most suitable learning style to their 

needs. One of the services offered by the multi-agents software 

is identification of students’ learning style. In literature there 

are many typologies of styles of learning. One of the most 

popular is Memletics Learning Styles that differs seven basic 

methods [25]. 

 Visual (spatial). Student prefers using pictures, images, and 

spatial understanding. 

 Aural (auditory-musical). Student prefers using sound and 

music. 

 Verbal (linguistic). Student prefers using words, both in 

speech and writing. 

 Physical (kinesthetic). Student prefers using your body, 

hands and sense of touch. 

 Logical (mathematical). Student prefers using logic, 

reasoning and systems. 

 Social (interpersonal). Student prefers to learn in groups or 

with other people. 

 Solitary (intrapersonal). Student prefers to work alone and 

use self-study. 

TABLE I.  EXAMPLES OF SOFTWARE AGENTS USAGE AS ASSISTANTS TO 

TEACHER AND STUDENT IN THE DISTANCE LEARNING 

Functionality Description 

Student support 

Time management 

The agent helps students to manage their 
time effectively by notifying students of 

due dates of assignments and appointments 

and develops right progress schedules 
based on students’ activity schedules 

Intelligent group support 

The agent helps students by organizing 

study groups based on their study interests 
to achieve the best learning performances 

Personalized study support 

The intelligent agent recommends right 

learning styles to students based on their 

learning preferences to improve their 
learning effectiveness 

Recommend authorized 

proctors for students to take 
exams 

The intelligent agent searches the nearby 

proctor centers to find the best ones where 
each student can take his or her exam 

Teacher support 

Reminding instructors of 
incoming requests 

Through short messages on the cell phone, 

intelligent distance education systems alert 
instructors that new questions are awaiting 

responses. 

Frequent asked questions 

(FAQ) management 

 

The intelligent system builds a frequently 

asked questions case base for instructors to 

retrieve and adapt in the future 

Identification of student’s 

learning styles 

 

The intelligent agent helps to identify 

student learning styles, helps instructors 
develop right teaching strategies, and offers 

personalized suggestions. 

Identification of difficult 
The intelligent systems help instructors to 
identify students with difficulties learning 
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students 

 

in order to develop personalized teaching 

strategies. 

Source: Own elaboration based on [23] 

 

 

V  DEVELOPMENT TRENDS OF SOFTWARE AGANETS 

Most important properties of software agents have been 

enumerated in Tables 2 and 3, while in the columns services 

offered by agents for students and teachers were mentioned. 

The meaning of each property was estimated in comparison to 

the effective realization of the service. 

In order to evaluate the properties of software agents a team 

of 5 experts was appointed (4 co-workers of the author and the 

author). Each expert has a degree in computer science, 

a certificate of training in the field of e-learning teaching and 

has organized e-learning classes. Every expert made an 

independent assessment. Basing on the collected assessments 

the final mark was given. 

Three levels scale was taken into account: very important 

property (VIP), less important property (LIP) and meaningless 

property (MP). 

 

 

TABLE II.  PROPERTIES AND SERVICES TO BE DEVELEP IN THE FUTURE OF  

SOFTWARE AGENTS SUPPORTING STUDENTS  

Properties of 

software 

agents 

Services offered by agents for students 

 

Time 

management 

Intelligent 

group 

support 

 

Personalized 

study 

support 

Recommend 

authorized 

proctors for 

students to take 

exams 

Autonomy MP VIP LIP LIP 

Reactivity LIP VIP VIP VIP 

Proactivity VIP VIP VIP VIP 

Flexibility MP LIP LIP LIP 

Communication VIP VIP VIP LIP 

Mobility MP MP MP MP 

Temporally 

continuous 

VIP LIP VIP LIP 

Learning MP VIP VIP VIP 

Source: Own elaboration 

 

It turns out that the services offered by software agents such as 

time management or reminding instructors of incoming 

requests are implemented efficiently enough therefore there is 

no need to further developed agents for this services (the 

largest number of ratings as meaningless property MP). For 

the improvement of identification services (recommend 

authorized proctors for students to take exams, identification 

of student’s learning styles and identification of difficult 

students) properties such as reactivity, proactivity and learning 

are very important. 

 

 

 

TABLE III.  PROPERTIES AND SERVICES TO BE DEVELEP IN THE FUTURE OF  

SOFTWARE AGENTS SUPPORTING TEACHERS  

Properties of 

software agents 

Services offered by agents for teachers 

 

Reminding 

instructors 

of 

incoming 

requests 

Frequent 

asked 

questions 

(FAQ) 

management 

 

Identification 

of student’s 

learning 

styles 

 

Identification 

of difficult 

students 

 

Autonomy MP MP LIP VIP 

Reactivity LIP LIP VIP VIP 

Proactivity VIP VIP VIP VIP 

Flexibility MF LIP LIP VIP 

Communication VIP VIP LIP LIP 

Mobility MP LIP MP MP 

Temporally 

continuous 

VIP VIP LIP VIP 

Learning MP VIP VIP VIP 

Source: Own elaboration 

 

 

CONCLUSIONS 

Identification of the desirable properties and services of 

every specialized group of software agents supporting students 

and teachers will help to target the research and improve the 

existing solutions in this area. 

The research shown that for both, agents supporting 

students and agents assisting teachers, the most desired 

properties, which should be develop in the future, are 

proactivity and communications. 

The development of the learning property of the agent is 

valued as very important for six out of eight offered services. It 

is only valued as meaningless for time management and 

reminding instructors of incoming requests. 

Mobility understood as being able to transfer itself from 

one machine to another is not a property of agent that is 

important for e-learning. Out of eight services, only in the case 

of FAQ Management it was evaluated as with little importance, 

while the remaining seven were evaluated as meaningless. 

It was estimated that the flexibility in the development of 

software agents in e-learning is rather of a small importance. 

Only in the case of identification of difficult students it was 

rated as very important, because depending on the currently 

presented subject, a group of students who have difficulties is 

being created 

E-learning is a teaching method that is gaining a growing 

number of supporters among both teachers and students. For 
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the further development of e-learning, eg. in the direction of 

learning 3.0 it is essential to effectively adopt new solutions, 

such as software agent technology supporting both students and 

teachers. 
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Abstract—The rapid developments in information and communication technologies require citizens to provide more 

information to their government within the context of e-government. Providing personal information to e-government 

websites is necessary to benefit from its services, where providing such information over the Internet raises privacy concerns 

by users. This paper argues that a privacy policy can be a good guarantee for users’ privacy and a factor that supports the 

intention to use e-government services. The literature and international reports were explored to understand the issues 

related to privacy policy in e-government and their importance to users. Principle by the OECD and FTC are widely used by 

researchers to set the stage for better development of privacy policies. Finally, two frameworks were proposed to guide 

future research and recognize the factors affecting the adoption process of e-government.  
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I.INTRODUCTION 

The nature of interaction with information technology 

requires users to provide more information about them. 

Internet has the most significant effect on our lives; since 

we use it for communication, learning, entertainment, 

business applications and many others. To benefit from 

all previously mentioned applications, users are required 

to disclose their private information. Providing such 

information over the Internet raises many concerns for 

the users. Privacy of users’ information is one of these 

concerns.  

One of the major applications of information and 

communication technology (ICT) and the Internet is e-

government. E-government websites provide us with 

information and services. The amount of data and 

information gathered by governments’ websites is 

increasing, and users don’t know the extent to which 

his\her information is secure and protected. The presence 

of a privacy policy is required in e-government websites 

to ensure users’ privacy. 

Although privacy policy can be a guarantee for citizens’ 

data protection on e-government websites, there are still 

some websites that don’t adhere to such provision. Even 

privacy policy can’t be that much effective if there are 

no privacy protection laws in the country, or no clear 

definition of privacy policy or what it should contain. 

Research indicated that trust in e-government websites is 

a significant predictor of their adoption of such websites 

and the intentions to use those [1]. Users’ trust in e-

government websites can be affected by the presence of 

privacy policy on their websites. Still there are well 

crafted privacy policies and deficient ones. 

This study will explore the literature to understand the 

privacy issues related to e-government websites and 

information systems. Privacy issues revolve around 

privacy policy, its definition, its importance, and its 

contents. Also, the factors affecting users’ attitudes 

toward privacy policies will be explored, where we 

present some globally known principles for developing 

privacy policies. The presence of privacy policy in e-

governments websites will be investigated along with the 

quality of these policies. The concept of privacy and its 

implications on e-government is important. Privacy 

protection solutions will also be presented. 

The structure of this paper is as follows: a literature 

review of previous related work will be presented in an 

overview of e-government, followed by an exploration 

of privacy issues in e-government websites. Finally, an 

investigation of privacy policy in e-government will be 

conducted to conclude to a conceptual framework to 

guide our future research. Conclusions and future 

research will be depicted at the end. 

 

II.LITERATURE REVIEW 

Using e-government websites and interacting with its 

systems and interfaces is the major indicator of such 

projects success. To enhance the chances of citizens’ use 

of e-government websites, privacy of information should 

be maintained. The following section will explore the 

literature related to such issue. 

A. Overview of e-government 

Many researchers have defined e-government in many 

several ways.  E-government revolves around using the 

Internet to provide services to citizens, businesses and 

employees to enhance efficiency and effectiveness of 

private and public sectors [2]. Others have considered e-

government as “the use of information and 

communication technology (ICT) and particularly the 

Internet to deliver information and services by the 
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government to its customers (businesses and citizens)” 

[1, p. 39].  

In addition to that, e-government is defined as “the wide 

and efficient use of application of different technologies 

by governmental departments and ministries to connect 

with and better serve the citizens” [3, p. 278]. For the 

purpose of this study, and based on the previous 

definitions explored, we can define e-government as: 

utilizing ICT tools and applications to provide service 

and information to citizens, businesses and public 

employees in a better, more efficient and effective way 

that protect their privacy of information.  

As widely recognized, e-government has many benefits 

to citizens, businesses and government itself. It’s 

noteworthy to citizens that improving accessibility to 

public services is important, but enhancing transparency 

and the effectiveness of government performance is 

more important. For businesses e-government is suitable, 

fast and cost-effective for getting the needed information 

and services. For governments, e-government is an 

innovative tool that allows governments to know the 

needs of their people and serve them quickly and at a 

reduced cost [4].  

Generally e-government helps in fighting corruption and 

bribes [5], reforming the social and economical status in 

the country, enhancing governance, saving time in 

providing services and offering the citizens a higher 

accessibility to policies, standards, laws and information 

[3]. Also, e-government has been known as an effective 

tool for increasing accountability, enhancing 

transparency rates and fostering e-democracy [6] [7].  

Besides all previously mentioned benefits of e-

government, there are some obstacles and challenges 

hindering the progress of e-government projects. These 

challenges may be due to government agencies and their 

users. Many studies included the following obstacles: 

privacy issues, digital divide, availability, trust, security 

application, improper integration between systems and 

governmental departments, infrastructure costs, lack of 

legal frameworks supporting e-government and cultural 

issues [4] [8].   

Researchers now view e-government as an effective 

strategic tool for administrative reform in public sector, 

at all levels of government bodies. Also, they considered 

the emergence of web 2.0 tools and development (such 

as: mobile devices, wikis, blogs and social media) is the 

reason behind enlarging the spectrum of people 

participating and interacting with government bodies, 

and even government agencies among each other. 

Moreover, government websites can be a great 

component for facilitating public information sharing 

[9]. So e-government has many channels to reach its 

stakeholders besides its websites.    

 

B. Privacy in e-government 

Moving from the traditional government to e-

government resulted in a loss of privacy and security of 

users’ personal data; this loss was caused by shifting 

from centralized/closed systems to decentralized/open 

governance systems. Personal data is defined as any type 

of data that can reveal person’s identity (directly or 

indirectly). Examples of personal data are: ID number or 

social security number SSN, employment number, age 

and religion [10].  

Privacy is a broad term that is defined in many ways 

depending on the context, environment or perspective. 

However, privacy is the state when an individual can 

control personal information about his/her self and how, 

why, what and who knows such information. Other 

concepts regarding privacy are related to e-government 

nature; that is “online privacy”. Simply, online privacy is 

person’s privacy over the Internet [11].  

It is important here to clarify the relationship between 

privacy and security. It is noticed in the literature that 

privacy and security are always mentioned together and 

even explored together within the e-government 

literature [12]. The reason behind that is that security is 

known as protecting the system against threats like 

hackers, crackers and viruses. These risks threat the 

privacy of systems’ users. Then security of the system is 

the gate to invading privacy of information. So e-

government websites need to grant the needed level of 

privacy along with the security mechanisms intended to 

be used [13] [14]. 

The literature of e-business and e-commerce frequently 

mentioned a situation when the website sells/gives 

information of users to a third-party, as a threat to 

privacy. Such situation influences citizens’ trust in e-

government. Trust in e-government is explored in the 

literature based on two dimensions: trust in the 

technology and trust in the government itself [1]. Trust 

in technology can be solved by enhancing the security 

levels and the legal framework related to online service. 

Trust in government is the responsibility of the 

government itself to improve its image. In the second 

situation trust is gained in an ongoing process [1]. 

E-government can bring to societies and public systems 

more efficiency in offering services, higher accessibility 

to public services, empowered participation, and better 

transparency. Public participation is widely recognized 

for playing an important role in improving government 

activities and communication with citizens [15]. So 

information that is provided by citizens through e-

government websites should be secured and their privacy 

must be preserved by the government [4]. 

As e-government is shifting to open government, more 

emphasis is put on transparency and information 

exchange.  The more countries are embracing e-

government, the more they are enhancing the 

transparency of their systems [7]. Theoretically 

speaking, the more transparent organizations are 

becoming, the more they slip into the trap of violating 

privacy issues. In some situations organizational 

transparency is reduced to protect others’ rights like 

privacy [6]. Transparency must be balanced against 

privacy in a way that adheres with societal norms and 

without violating international standards. 

Research also focused on the adoption process of e-

government services where some researchers concluded 

to a set of factors affecting user’s intention to use e-
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government websites like: system quality, service 

quality, information quality [16], risk perceptions [12], 

trust, perceived ease of use, perceived usefulness, and 

social influence [17]. Others examined several factors 

that affected the use of SMS based e-government 

services in Jordan; they found that “perceived risk to 

users’ privacy” has been ranked the fourth among many 

other factors in predicting the adoption process which 

indicates the importance of privacy and security [18].  

In a study profiling non-users of e-government, it is 

found that the negative attitude to e-government services 

was not the reason behind not using the services. 

Researchers argued that it may be a result of perceived 

risks (security and privacy risks) in using e-government 

services. Governments need to pay attention to the 

importance of high security techniques used in their 

systems to protect their systems and people’s privacy 

[19]. Such efforts will improve government’s reputation 

and citizens’ intention to use its systems. 

Users’ satisfaction is measured by how frequent they use 

the service and visit the website again and again. Irani et 

al. [20] concluded that citizens’ satisfaction and trust in 

e-government are increased when it provides them with 

secured and privacy oriented systems. So citizens’ online 

privacy must be guaranteed as it is a crucial factor for e-

government’s success. 

A study of citizens’ e-government preferences concluded 

to four segments of users: risk-conscious, balanced, 

recourse-conservative and usability-focused. The level 

of privacy that citizens require was affected by the type 

of service they use. In the same study it is found that 

citizens’ concerns were greater when they filed their 

taxes online compared to online appointment booking 

[21].  

As mentioned previously, in their pursue to open 

communication with their citizens and reach them where 

ever they are, governments utilized social media and 

tried to benefit from such channel [22]. Using social 

media channels, many obstacles and threats are facing 

governments and e-government projects. Examples of 

these threats are: lack of government possibility to 

ensure users’ privacy, lower control on social media 

contents, and the absence of legal framework governing 

activities in social media [23]. It is obvious that the 

threat level on users’ privacy in e-government is related 

to the channel used by the government. 

Regarding privacy protection solutions, there are 

technical solutions and legal-based solutions. Some 

researchers asserted that the need for laws to ensure 

privacy of information is more important. They 

emphasized the importance of issuing the needed laws 

and enforcing them. More over e-government has been 

considered as a tool for pushing forward e-business 

movement by setting such laws [13]. 

In an analysis of European Union countries’ policies 

regarding privacy and security; it is found that there is a 

difference in how each country understands privacy and 

security issues [24]. The author proclaimed that they 

shared the assumptions about policy formulation and the 

need of governmental intervention in the policy 

formulation process. Such conclusion indicates the 

difficulty of formulating and issuing the needed laws, 

standards and policies related to e-government 

environment.    

Many Studies concluded that parties administering e-

government projects (mainly the government itself) 

should develop information security goals and make sure 

that resources are available to achieve these goals. Surly, 

an investment in security techniques and mechanisms 

must be established and developed to improve the 

security and privacy status. That’s because users’ 

privacy concerns play a significant role in affecting e-

government performance [14]. 

C.  Privacy policy in e-government 

Although users are concerned about their privacy over 

the Internet they have fair knowledge on how to protect 

their privacy. Users try to protect their privacy by 

deleting cookies, being more conservative in providing 

unnecessary information. There are specialized providers 

of privacy seals and standards like TRUSTe, 

PriceWaterhouseCoopers PWC, BBB Online and 

WebTrust [13]. This study will focus on privacy policy 

as a major privacy assurance tool. 

Privacy policy can be defined as “legal document that 

defines how the website gathers information from the 

user and how it uses this information” [25, p. 88]. 

Privacy policy clarifies for website users how their data 

is being collected, the purpose of data collection, and the 

different uses of such data. Researchers concluded that 

culture is a significant factor affecting users’ attitudes 

toward the content of a privacy policy. A group of 

researchers compared the responses of Russian and 

Taiwanese users in regard to information provided 

online; they found that Taiwanese trust has increased 

when they knew that their information is secured, while 

Russians trust didn’t increase [26].  

A study conducted in China found that most websites 

have a type of privacy discloser. In the same study, it is 

noticed that the majority of websites collect ID 

number/SSN; they interpret it as a step by the 

government to protect their citizens’ from fraud. Such 

step might be considered in other cultures as an intrusion 

of privacy [27]. Based on the previous two studies, we 

can infer that the needed privacy level is affected by the 

difference of cultural perspectives. 

Contents of privacy policy mainly depend on laws 

enforced in the country regarding this issue and the 

requirements of the organizations interacting with users. 

Privacy policy should clarify what data is collected from 

users, why it is collected and how it will be used. 

Moreover, privacy policy must be readable and 

understandable by all of the targeted users of the website 

[28]. The authors conducted a study regarding the Saudi 

e-government websites, 28% of websites had privacy 

policy, while the other 72% did show any kind of 

privacy policy or agreement. On the other hand, among 

the websites that have privacy policy 60% of them have 

a well formulated privacy policy and 40% have weak 

ones. We can infer from the previous study that the 
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presence of privacy policy is not enough, the quality of 

privacy policy must also be considered. 

A proposed framework by Jha and Bose [10] tried to set 

some set of standards for planning privacy policy; the 

framework “CCAGM” stands for: centralization, 

characterization, access gating and monitoring. It is 

claimed that the framework can be an effective tool for 

administering security and privacy issues within the e-

government context. Centralization means storing all 

data and records in one secure location, and that is 

intended to prevent duplication and scattering data in 

locations that might be unsecured. Characterization 

means that data will be classified as private, public or 

personal. And Access Gating is the mechanism of 

controlling access to data from different users, like 

password or SSN. Monitoring is to monitor various 

transactions and check standards formed by the central 

authorities. 

Another important issue regarding privacy policies 

formulation is the frequent changes of privacy policy. A 

study presented the problem of privacy policy within 

Facebook context and considered it as a misleading one 

due to its frequent changing nature. The frequent 

changes of privacy policies confused the users of the 

website about what information they are sharing, to 

whom and how their information is used. Regarding this 

issue the federal trade commission (FTC) threatened 

Facebook to take an action against them (as a regulation 

body), then Facebook reached a settlement to make its 

privacy policy consistent and transparent [29]. The 

question of whether government privacy policies are 

changing frequently emphasizes the importance of 

governing laws regarding formulating privacy policy.        

D. Principles for developing privacy policy  

The context, conditions and guidelines for building a 

privacy policy are researched by non-academic parties, 

where some institutions consider themselves guardians 

for the privacy of citizens’ data. The Federal Trade 

Commission (FTC) is one example, and the 

Organization for Economic Cooperation and 

Development (OECD) is another example of 

organizations that have set principles and standards for 

writing and developing privacy policies. Some 

researchers considered the FTC principles as more 

flexible and realistic framework to guide such process 

[26].  

The OECD included eight main privacy principles. 

These principles are: Safe guard, collection limitation, 

data quality, purpose specification, use limitation, 

openness, individual participation and accountability 

[30]. Safe guard means that data should be protected and 

secured from any unauthorized access or risks. 

Collection limitation means that there should be limits 

for data collection and data should be collected in a legal 

manner. Data quality means that data should be accurate, 

up-to-date, complete and relevant to the purpose of 

collection. Purpose specification reflects the purpose 

behind collecting the data and must be stated to users (to 

take their consent) before the collection process starts 

and whenever the purpose has changed. Use limitation: 

personal data should not be revealed or used for other 

purposes than originally intended, unless the user is 

informed or the law permits. Openness principle means 

that organizations must make privacy policy explaining 

their policies regarding data collection and management 

[31]. 

Individual participation means that users must have the 

right to get their data from data collectors, citizens 

should have open communication with data collectors at 

any stage, know the reasons behind any denied requests, 

and to have control over their data (deletion and change). 

Accountability means that the service provider is 

responsible for enforcing and adhering to all other 

OECD principles applied in their system/website [30].  

The FTC contains five main privacy principles. These 

principles are: Notice, choice, access, security and 

enforcement. Many researchers used these principles in 

evaluating privacy policies [26] [28].  Notice means that 

the system/website must explain clearly what data it 

collects, why and how will be used. Choice: the website 

should inform users if they will give their data to a third 

party and why, and must clearly ask for the users’ 

permission. Access: the website should allow users to 

review, correct or delete personal information collected 

by the website. Security principle means that any 

unauthorized access to users’ data must be prevented and 

the highest security mechanisms must be used and 

applied to protect users’ personal data. Enforcement: the 

website states that there is a law governing any 

violations of privacy and the website will take actions 

against the violators according to the stated law [26]. 

The following table summarizes both OECD and FTC 

principles, where we matched both set of principles 

against each other in a proposition for researchers and to 

guard against redundancy of issues. 

 

Table 1: Matching principles from OECD & FTC  

OECD principles FTC principles Matched 

principles 

1. Safe guard  

2. Collection limitation  

3. Data quality 

4. Purpose 

specification 

5. Use limitation 

6. Openness  

7.  Individual 

participation 

8. Accountability  

A. Notice 

B. Choice 

C. Access 

D. Security 

E. Enforcement 

(A,4,2) 

(B,5) 

(C,7, 5) 

(D,1) 

(E,8,6) 

 

 

From Table 1 it is noticed that “data quality” principle of 

OECD didn’t match with any principle of FTC 

principles. That may indicate that OECD principles are 

more comprehensive than FTC principles. However, 

Wu, Huang, Yen and Popova [26] used the FTC 

principles for judging privacy policies because these 

principles are more flexible and realistic, and they are 

more oriented to users and risks associated with personal 

data collection [26, p. 891]. Both OEDC and FTC 
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principles are valid principles and widely recognized 

ones.  

  

III.PROPOSED RESEARCH FRAMEWORK 

As e-government phenomenon is spreading worldwide 

due to the great contributions of ICT tools, more 

personal information is exchanged between governments 

and their citizens.  This necessitates posting and 

enforcing privacy policies on e-government websites. 

Many studies were conducted on privacy policies in e-

commerce websites, and some on e-government 

websites. To understand the evolving domain of e-

government and to understand the factors influencing its 

success, we have proposed a framework that aligns the 

directions of citizens with those of the government. The 

main question is “Does the existence of a privacy policy 

on e-government website influences users’ concerns 

about their privacy?” 

Based on the previous discussion in literature review 

section, Figure 1 shows a proposed framework for 

citizens-government relationship regarding privacy. In 

this framework users and governments are the main 

players in e-government. When users have the intention 

to use e-government websites, there are three main 

important factors that influence their attitudes: security, 

privacy and trust. On the other hand, governments need 

to encourage people to use e-government websites (as a 

measure of success), where they must provide three 

basic things: enforced laws, privacy policy and security 

mechanisms. Security leads to more controlled privacy 

which both facilitates more trust. Corners of the figure 

represent the most important components: users, 

government and privacy dimensions. Also, in the figure 

security, laws and trust are supporting components 

leading to the heart of the relationship “e-government”.  

The Citizen-Government Privacy Alignment Model 

(CGPAM) reflects on major issues previously explored 

in the literature: privacy, security and trust. The 

technology adoption literature is rich with studies that 

investigated the perceptional or attitudinal predictors of 

e-government success. Factors like perceived usefulness, 

perceived ease of use, social influence, perceived 

facilitating condition, and many other factors, were all 

explored in the context of e-government websites. This 

framework looks from a different angle to the 

phenomenon, where privacy policy, its contents, and its 

enforcement perceptions are major predictors of e-

government success. 

To connect the major stream of research into this 

framework another framework is proposed which tries to 

differentiate between the major predictors of use in the 

literature (perceived usefulness, perceived ease of use 

and social influence) and  what we are concerned about 

here (security, privacy and trust). We are hypothesizing 

here that citizens will use e-government websites and 

services in a shallow mode (simple information, not 

critical, not financial, and not important) when they feel 

that security, privacy and trust in jeopardized. While 

citizens will start an in-depth, real use of e-government 

services when they feel it is secured, has a privacy 

policy, and they trust it. Such use will lead to the 

continuous use, which is the ultimate objective of e-

government projects. Figure 2 depicts the Continuous E-

government Use Model (CEGUM).  

 

 

Figure 1: The Citizen-Government Privacy Alignment Model (CGPAM) 
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Figure 2: The Continuous E-government Use Model (CEGUM) 

IV.CONCLUSION 

This paper reviewed the literature to understand the 

issues related to privacy in e-government and its context. 

Research and reports asserted the importance of privacy 

in e-government and its effect on trust and adoption of e-

government initiatives among citizens and businesses. 

Privacy has a significant effect on government 

performance and users’ satisfaction. Privacy level 

needed is affected by the service being used by the user, 

and its preservation is achieved by applying high 

security techniques and enforcing solid laws and 

regulations. The existence of a privacy policy to aid in 

defining the relationship between government and users 

is also significantly important. Privacy policy is a legal 

document, where users’ attitude toward it is affected by 

their culture. There are many widely known principles 

for writing privacy policies; the famous ones are visited 

in this study and they are the FTC and OECD principles.  

However, privacy policy existence is not an enough 

indicator for protecting users’ privacy; its quality must 

also be considered. Also, trust in e-government is a key 

factor that determines users’ beliefs and intentions to use 

e-government services. 

This study proposed two frameworks to guide future 

research; the first is the Citizen-Government Privacy 

Alignment Model (CGPAM), which focuses on the 

alignment between citizens’ concerns and government 

policies and processes. The second framework sums the 

factors that contribute to continuous use of e-government 

services/websites. Future research is recommended to 

test the two frameworks and understand better the 

context of adopting e-government within a privacy 

policy context. Also, it is recommended to empirically 

test the second model to see if such factors are predicting 

the intention to use e-government and whether it will 

lead to continuous use. 
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Abstract. The use of Internet and new technologies are driving governments to adopt the concept of e-government and work hard to 

attract all categories of citizens to use their online services. This study will explore the influence of age as a predictor of technology 

acceptance utilizing the original technology acceptance model constructs (perceived ease of use and perceived usefulness) and their 

influence on intention to use the technology. Results indicated a significant prediction of intention to use e-government services by age, 

perceived ease of use, and perceived usefulness. This paper supported the original technology acceptance model, and the role of age as a 

predictor of technology adoption. Age was negatively associated with of intention to use. Conclusions and future work are depicted at 

the end. 
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I. INTRODUCTION 

Information and communication technology (ICT) and the 

Internet are the driving force behind many new e-applications 

adopted by businesses and governments in this era. 

Governments around the world try to enhance their 

performance in order to increase citizen’s satisfaction, and 

achieve their objectives successfully. Governments achieve 

their objectives and strategies through the use of several 

channels to deal with citizens to provide better services, 

reduces cost and efforts, make citizens more convenient, and 

empower them to effectively participate in the democratic 

process.  

To benefit from the e-government concept, governments 

should guarantee equal citizens’ access and knowledge of new 

technology. Such concept is called the digital divide. It is 

important to offer similar services, and provide equal 

opportunities to all categories of people in a country. Access 

and knowledge divides are major determinants that support the 

success of all e-government dimensions, such as e-democracy, 

e-voting and e-participation.  

The main research objective for this paper is to explore the 

influence of age on the intention to use e-government services 

utilizing the technology acceptance model. The following 

section will review the literature, followed by a description of 

the research method followed. The next section will describe 

data analysis and discussion, followed by conclusions and 

future research.  

II. LITERATURE REVIEW 

   The main research question of this paper is “Would age 

significantly influence Jordanians intentions to use e-

government services in the context of the TAM? Based on that, 

this paper will explore the concept of e-government, the 

influence of age and the technology acceptance model (TAM). 

 

E-Government. 

  Governments around the world strive to reach their citizens 

to provide the needed services and empower them to 

participate in the democratic process.  The e-government 

project in Jordan was launched in 2001 to transform Jordan 

into a knowledge society, and in order to contribute in the 

social and economic development [1] 

Literature in this area doesn’t provide a standard definition for 

e-government, where each definition concentrates on certain 

aspects of E-Government dimension. The basic notion of e-

government revolves around using ICT tools and the Internet 

to provide better services to citizens. Also, some researchers 

stated that E-Government is not just a web site but it might be 

a powerful tool for empowering citizens and enhancing their 

life [2] 

  Abu-Shanab, p. 16 [3] defines e-governments as “the use of 

ICT, the Internet, wireless, and mobile networks, and web 2.0 

tools and social networks to be able to perform the following: 

first, setup public polices, and apply them in decent, 

transparent, and in a high degree of accountability; second, 

provide a better services to citizens through all electronic 

means available; third, improve government’s performance 

and efficiency through the necessary change and reengineering 

efforts; and fourth , reach out for citizens to fully participate in 

the political and social reform in an effective participatory, 

consultative and empowerment process. Such process is for 

the purpose of reaching good connected governance and 

society development”. 
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  E-Government main purpose is to construct a digital 

environment to provide citizens with electronic services and 

information they need through ICT tools. For the success of e-

government in a country, governments should motivate 

citizens to use and utilize e-government services. In addition, 

there is a critical need to increase citizens’ awareness about 

the benefits of using online services available on e-

government websites [4]. 

  Several studies addressed the benefits associated with the 

establishment of e-government projects. Foley and Alfonso [5, 

21] stated that the most important benefit of e-government is 

the greater efficiency through saving money, minimizing labor 

cost, and providing better benefits for employees and various 

types of stakeholders. Citizens are considered an important 

part in e-government, where e-government contribute into 

reducing travel cost and time, reducing and saving citizen’s 

time through the quick response, improved, more reliable, and 

up to date information, improving citizens service, providing 

convenience through the availability of multiple access 

channels, and improving citizen’s service.  

 

Research reported also several challenges and difficulties 

facing the adoption of e-government such as managerial and 

socio-economic factors, the digital divide, legislative issues, 

public governance issues, institutional complexity, trust in 

government and technology, and Psychological factors [4, 6, 

7]. 

Even though more than 90 services are offered electronically 

to citizens and businesses on the website, still many Jordanian 

citizens are unaware of the full e-government services 

available and how to use them. Current Jordan e-government 

services include some of the following: allowing people in 

Jordan to obtain security clearances, background check 

certificates, renew commercial and professional certification at 

the Ministry of Industry and Trade, renew business licenses’, 

and inquire about traffic tickets [8]. 

  

The Technology Acceptance Model (TAM) 

The Technology Acceptance Model (TAM) is an information 

systems theory developed by Davis [9] and adapted from the 

Theory of Reasoned Action(TRA). It is considered one of the 

most important and popular models to anticipate end users 

acceptance and use of new technology. The TAM provides the 

basis for predicting the level of use of new technology, where 

external factors influence internal attitudes, intentions, and 

beliefs, and thus influence use. In its original version, TAM 

included five elements; perceived usefulness (PU), perceived 

ease of use (PEOU), attitudes (AT), intentions to use (ITU), 

and actual use (U). In the area of e-government, and for the 

Jordanian context also, research utilized more the influence of 

PU and OEOU on ITU [10, 11].  

 

TAM determinants (PU, PEOU & ITU) are defined by Davis 

[9] and refer to technology in general. We propose the 

following definitions for the purpose of adapting the 

constructs to the construct of e-government: 

 

Perceived Ease of Use: PEOU is the extent to which citizens 

believe that using e-government website is not complicated, 

and allow citizens to get the information and services they 

need effortlessly’. 

 

Perceived Usefulness: PU is the extent to which citizens 

believe that using e-government website would be useful for 

their transactions, saves their time, and enhances their life.  

 

Intention to Use e-government website: The extent to which 

citizens are willing to use e-government website and utilize 

services provided through it.  

 

Age as a determinant of e-government adoption 

Age is an important demographic variable that has a 

significant impact on behavioral intention and acceptance of 

technology [12].Age was explored in the context of using and 

adopting online services provided by e-government [13, 14, 

15].The fast introduction and evolution of new technologies 

are expected to lead to a differential level of adoption and use 

of such technology. It is expected that older citizens will have 

less skill and motivation to acquire and use of new technology 

[16]. Younger citizens are more likely to visit e-government 

websites and utilize its services than senior citizens [17]. 

 

The growing interest in e-government puts a heavy 

responsibility on government agencies to attract citizens of all 

age categories into adopting and using online services 

provided on e-government website. Warkentin et al. [15] 

proclaimed that citizens must have the intention to use e-

government website and utilize the services provided for them 

in order to consider e-government initiatives as successful. 

Similarly, Sharma, Shakya and Kharel [18] stated that 

people’s acceptance of e-government is a key driver of e-

government success. They asserted that citizens, of all 

categories, should use e-government websites for a long 

period of time where they find it easy to use and provide them 

with the substantial benefits.  

 

Based on previous research, Renaud and Van Biljon [19] 

proposed a senior technology acceptance model (STAM), 

which included several components such as: user context, 

experimentation and exploration, perceived usefulness, ease of 

learning and use, intention to use, confirmed usefulness, and 

actual use. According to their conclusions, the acceptance or 

rejection of a technology is determined by the ease of learning 

and use of such technology. STAM is a useful model, where it 

is provides an explanation of why many senior people do not 

fully accept new technology.  

 

According to Bavarsad and Mennatyan [11] findings, the 

greater the ability of a government website to provide online 
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services the more citizen’s use those services. Moreover, 

public agencies and governments should encourage citizens to 

use and accept online services through upgrading e-service 

provision, make big efforts to train and enhance citizens’ 

awareness of such service so that all categories of users feel 

secure and easy to access and use e-services.  

 

Porter and Donthu [13] concluded that seniors, and low 

income and less educated citizens have low e-government use 

and access than younger, high income and more educated 

citizens. This is attributed to citizens’ individual believes 

toward Internet in general, and the effect of perceived ease of 

use and perceived usefulness of technology. 

 

As summary age is one of demographic factors that affect the 

intention of citizens to use e-government websites. The United 

Nations e-government reports indicated that major Internet 

users are citizens of age less than 35 years, who speak English, 

live in urban areas and have fair education and income levels 

[20].  

 

III. RESEARCH METHODOLOGY  

This paper extended the TAM model with age, where three 

independent variables are predicting ITU. The research model 

adopted the robust PU and PEOU from the original TAM, and 

added age as an independent variable also. The only 

dependent variable proposed is ITU, where the depiction of 

this research is shown in Figure 1. The following hypotheses 

are developed and tested in this research: 

 

H1: PEU will significantly impact citizens’ intention 

to use e-government web site. 

H2: PU will significantly impact citizens’ intention to 

use e-government web site. 

H3: Age will significantly impact citizens’ intention 

to use e-government website.  

 

 

Fig. 1.  TAM research model and hypothesis 

 

In order to answer the research question and test the 

hypotheses, the authors developed a survey that includes items 

measuring the research constructs. The questions utilized a 

five-point Likert scale with 1 presenting “strongly disagree” 

and 5 presenting “strongly agree”. The survey developed 

based on the literature and improved after a pilot test. The 

survey was distributed in Arabic language due to the fact that 

respondents are Arab and Arabic language is the mother 

language of Jordanian citizens. The first part of the survey 

included demographic questions about the respondents’ 

gender, age, and education.  

 

The surveys were distributed by hand (paper 300 surveys) and 

online using Google documents (50 surveys). A stratified 

sampling process was used to guarantee a distribution of age 

categories, where citizens with age less than 25 years to above 

46 years are targeted more. The total number of responses 

collected from both paper and Google surveys was 350.  

A visual inspection was conducted and removed 10 surveys 

with severe missing data to end up with a total number of 

usable surveys equal to 340. The demographic data of the 

sample is shown in Table 1. 

 

TABLE I.  DEMOGRAPHIC FREQUENCY STATISTIC 

Gender Count % 

Male  141 41.5% 

Female 197 57.9% 

Missing 2 0.6% 

Total 340 100% 

Age Count % 

Less than 25 120 35.3% 

25-35 57 16.8% 

36-45 59 17.4% 

More than 46 104 30.6% 

Total 340 100% 

Education Count % 

High School & diploma 93 27.4% 

Bachelor 196 57.6% 

Master/PhD 51 15.0% 

Total 340 100% 

 

Data Analysis and Discussion 

The means and standard deviations of all items measuring the 

TAM constructs are shown in Table 2. Also, the variable 

means are shown after each set of items, where the highest 

total variable mean is 3.43 (perceived ease of use), and the 

lowest is 3.23 (intention to use).  

 

Regarding the highest and lowest mean of individual items, 

results indicated that item PU3 “Using e-government website 

allows me to access more government services.” yielded the 

highest mean (3.52), while PU2 “The results of using e-

Government website are apparent to me.” yielded the lowest 
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mean value (3.20). Also, PEOU3 “Learning how to use e-

government website to access government services is easy for 

me”, yielded the highest mean value (3.54), while PEU2 “My 

interaction with e-government website to access government 

services is clear.” yielded the lowest mean value (3.29).  

 

Finally, item ITU2 “I predict to use e-government web site in 

the future.” Yielded the highest mean value (3.39), and ITU1 

“I intend to use e-government web site continuously” yielded 

the lowest mean value (3.06). 

 

 

 

 

 

TABLE II.   DESCRIPTIVE STATISTIC FOR TAM ITEMS.  

Item description  Mean Std. 

Dev. 

PEOU1: My interaction with e-

government website to access 

government services is clear. 

3.29 1.27 

PEOU2: I find it easy to use e-

government web site to find what I 

want. 

3.49 1.08 

PEOU3: Learning how to use e-

government website to access 

government services is easy for me. 

3.54 1.09 

PEOU4: Overall, I find using e-

Government website to access 

government services easy to use. 

3.41 1.18 

Perceived ease of use 3.43  

PU1: Using e-government web 

site enables me to access 

government services more quickly. 

3.44 1.36 

PU2: The results of using e-

Government website are apparent to 

me. 

3.20 1.27 

PU3: Using e-government 

website allows me to access more 

government services. 

3.52 1.23 

PU3: Overall, I find e-

government website useful for me 

to access government services. 

3.31 1.41 

Perceived usefulness 3.

37 

 

ITU1: I intend to use e-

government web site continuously. 

3.06 1.30 

ITU2: I predict to use e-

government web site in the future.  

3.39 1.19 

ITU3: I plan to use e-

government web site in the future.  

3.22 1.36 

Intention to use 3.23  

 

The correlation matrix is used to determine if any two 

variables are associated to each other, and to check that 

independent variables are not extremely related. Table 3 

depicts the Pearson Bivariate correlation matrix. Results 

indicate that age is negatively related to ITU, but not 

significantly related to PU and PEU. This means that as the 

age of citizens’ increase, their intention to use e-government 

website is decreased. On the other hand, a significant 

correlation exists between the three original TAM constructs.  

 

 

 

 

 

 

 

 

TABLE III.  PEARSON BIVARIATE CORRELATION MATRIX.  

Variable name (ITU) (PU) (PEU) 

Intention to use 1   

Perceived usefulness .338** 1  

Perceived ease of use .423** .472** 1 

Age -.194** -.082 -.074 

   **. Correlation is significant at the 0.01 level (2-tailed). 

 

The research also conducted multiple regression analysis to 

find the prediction level of ITU utilizing the three 

independent variables.  Table 4 depicts the results of 

multiple regression analysis (the coefficient table), where the 

result of the ANOVA test yielded an R2 value equal to 

381.812, with an F3,337 = 32.788, with a p value < 0.000. 

As shown in the table, the independent variables were 

statistically significant in predicting ITU. The standardized 

beta values of each variable are the following:  PU = 0.169, 

with a p value less than 0.01; PEOU = 0.331, with a p value 

less than 0.001, and age = -0.155, with a p value less than 

0.01. Such result indicates a full support of the original TAM 

and the research hypotheses proposed by this work. 

TABLE IV.  MULTIPLE REGRESSION ANALYSIS 

 Unstnd. 

Beta 

Stand. 

Beta 

t Sig. 

Constant 1.506  5.81 .000 

PEU .421 .331 6.06 .000 

PU .177 .169 3.09 .002 

Age -.132 -.155 -3.22 .001 

IV. CONCLUSIONS AND FUTURE WORK 

This paper supported the TAM findings, where perceived ease 

of use and perceived usefulness are significant predictors of 

the intentions to use e-government services. This result 

conforms to the findings of previous research [21]. Our 
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extension of TAM, age, yielded also significant prediction of 

ITU, but with a negative direction. Such results support our 

premise that older citizens will have lower intentions to use e-

government services. Certain aspects of the TAM are 

emphasized more than others, but still all items used were 

perceived moderately by respondents (all means of items used 

were between 2.33 and 3.66, based on a 5 point Likert scale). 

Based on the comments of respondents and the results of this 

empirical test, the authors recommend that the success of e-

government project is the responsibility of more than one 

party in community. The success of e-government projects 

depends on citizens adoption and attitudes, but still ministries 

that are responsible for providing such services are responsible 

too (like Ministry of ICT and other ministries that provide 

services through e-government website). The age divide might 

be the direct cause of this result, where governments need to 

build some effort to enhance the access level and the 

knowledge and skill needed to utilize e-government services 

through various ICT and the Internet. Government should pay 

more attention to the effect of age on the intention of 

Jordanians to use e-government services through the following 

propositions: holding workshops across Jordan to focus on the 

benefits and advantages of using e-government services 

especially to seniors, raise awareness to the importance of e-

government projects, and conduct training programs to senior 

citizens on how to use technology.   

 

This research is based on quantitative results, where a survey 

with forced choices to each item. Such issue limits the results 

of interaction of seniors with surveys and has some caveats. 

So future research should take into consideration this point 

and utilize qualitative methods such as interviews to get more 

and rich information from senior, where seniors in our culture 

like to talk more than read, and they express their opinions 

better through face to face setting. Also, as proposed by [22], 

other factors can contribute to the success of e-government 

that are related to environment and infrastructure. 
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Abstract. Radio frequency identifications RFID is becoming a widely used technology in many sectors. Despite of its benefits from 

tracking humans and things, it raises ethical concerns. This paper will explore research related to the ethical issues of RFID technology 

like privacy and security, coercion and green RFID issues. It is important to raise awareness related to the importance and seriousness 

of this technology, where it requires more legal control and support. This paper proposes a framework for future research to help 

researchers understand the issues embedded in such phenomenon and facilitate future research. Conclusions and future proposed 

research are depicted at the end. 
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I.  INTRODUCTION  

Recently, Radio frequency identification (RFID) technology 

became one of the most influential and popular technologies 

that supports business objectives, where it started as a 

military tool for spying, and evolved to serve many fields like 

medical, social, and business. RFID technology uses radio 

waves to track individuals and objects and collect information 

about their behavior to help make important business 

decisions. Like any technology commonly used, its usage 

should be explored from economic, social, health and ethical 

views. In this paper, after defining RFID technology, its 

applications and its impact, we will focus on the ethical issues 

related to this technology, and its impact on people’s 

acceptance of such technology 

This paper will talk investigate the literature related to 

privacy and security of RFID, the coercive implant of this 

technology without the knowledge of the person carrying it, 

the justification and consequences of such use. Finally, the 

paper will explore green and environmental issues of RFID. 

A proposed framework for research is proposed to understand 

better this phenomenon. Conclusions and future research 

propositions are stated at the end. 

II. LITERATURE REVIEW 

A.   What is RFID? 

RFID is a technology for identifying people and objects 

automatically. RFID was at first introduced as a "sister" 

technology to replace barcode system for identifying items 

[1][2]. It has attracted considerable attention in recent years. 

RFID not only replaces the traditional barcode technology, 

but also provides additional features and eliminates 

boundaries that limit the use of previous alternatives [3]. 

RFID consist of tags, software and reader [4]. RFID tag is a 

small, microchip devised to transmit wireless data [5]. RFID 

tag is often formulated by a small chip for storing data and an 

integrated transmitter antenna [1]. Tags are identified 

wirelessly by the readers by using some protocol of 

identification executed by readers and tags [6]. These tags 

operate at different frequencies and for that there is a need to  

employ different transmission mechanisms with different 

read-ranges, capabilities and bandwidths to penetrate sight 

line barriers. Still most of its use is for proprietary systems 

with specific use cases [7]. 

The technologies proliferation of automatic data acquisition, 

such as sensor and RFID technologies, aimed at improving 

the integrated environmental information systems (IEISs), 

decision support systems (DSSs), and environmental 

management. Such active and enduring topic for the 

scientists, engineers, and public administrators, involves 

broad issues beyond the use of many technologies [8]. 

Internet of things (IOT) is actuators and sensors mixed with 

the environment around us seamlessly, and shares 

information across platforms to develop a common picture for 

operating (COP) [9]. 

There are two types of RFID tags: active tag, which has 

embedded power source within it [1]. The second is passive 

tags, which doesn’t have internal energy source (such as a 

battery). Passive tags get all the needed energy for 

functioning from an electromagnetic radiation transmitted by 

a reader. Communication between tags and reader is based on 

the "backscattering" principle in which the reader transfers 

energy to activate the tag, and then the tag replay by 

backscattering its identification data to the reader [10]. 

RFID technology has many advantages, such as improving 

real-time information traceability and visibility, quick 

reading, long distance recognition, and free obstacles[11][12]. 

Despite all RFID advantages there are some limitations and 

resistance from some parties especially organizations 

concerned with health, privacy, social and ethical issues. 

Cultural and religious factors may affect technology 

acceptability when related to RFID chips implanting in 

people for identification [13]. Helen Duce, director of the 
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RFID Centre at Cambridge University in England, says “We 

have a clear vision to create a world where every object from 

jumbo jets to sewing needles is linked to the Internet” [14]. 

B. RFID Applications 

RFID is used by a variety of applications, ranging from 

supply chain management (SCM) to library systems [6]. 

Retailers convinced that applications like RFID can improve 

customer services, allowing for real-time inventory 

management, reducing customer checkout time, and 

providing information for customized shopping during and 

after sale [15]. RFID chips are implanted in animals to track 

livestock, study wildlife behavior and locate missing pets. 

Amusement parks utilize technology to find lost children, and 

schools manage students’ absenteeism. RFID also help locate, 

identify and monitor dangerous criminals, and also identify 

personnel military [4]. 

The success in animals-related applications has led to 

implanting RFID tags in humans. This might produce more 

dramatic outcomes than other application. However, its 

ethical issues become debatable when deciding the range of 

use/abuse because of RFID invasive nature [16]. RFID can be 

used in management of material, machinery, and men (M3). 

Management of material includes logistic and SCM, 

Inventory management, quality assurance, and waste 

management. Management of machinery consists of tracking 

machines and tools, machine operation and records, and 

machine maintenance records. Management of men includes 

access control, labor attendance records, and men safety [1].  

From an ethical point of view, the most important issue is 

how such technology is used. Governments have considered 

RFID to track and control released parolees, convicts, and 

foreign visitors [16].In 2003, Wal-Mart enforced the adoption 

of RFID technology for its suppliers. RFID can be applied in 

inventory monitoring at retail-stores and it can be helpful for 

products replenishment on real time basis [17]. RFID 

applications are most likely to increase healthcare 

environment reliability [18], however, there are obvious 

privacy and security concerns related to storing medical and 

personal data. On the other hand, securing authentication of 

healthcare system/environment is still a challenge as it 

touches on issues of confidentiality, unforgeability, 

scalability, and location privacy issues [19]. 

RFID systems can be used in hospitals to verify patient’s 

identity during medical procedures, locate equipment and 

collect data from staff workflow. RFID systems allow for the 

electronic tagging of inventory, assets, personnel, and 

patients, but there is a little empirical evidence on how to 

effectively implement such systems. RFID systems are not 

easily adapt to hospital settings because of its complicated 

infrastructure (in terms of equipment, space, personnel, and 

patients). Hospitals implementing RFID systems tend to 

experience two constraint types: 1) the technological system 

maladaptation to hospital settings, and 2)the organizational 

challenges for hospitals when utilizing the system [20]. 

Manufacturers are already using RFID technology in products 

that could putrefy during transportation due to extreme 

temperatures. The RFID reader will respond with data that 

indicates the state of product as well as its ID, when it 

interrogates the tag[3].Vehicle Traffic Congestion Estimation 

(VTCE) is another application of RFID, where a reader reads 

the tags installed on vehicles and transfer the necessary data 

to a database in a Central Computer System (CCS). CCS 

utilizes the data to locate the traffic congestion by following a 

specific procedure. However, it needs a high implementation 

cost compared to the devise, maintenance and installation cost 

[21]. 

C. Ethical Issues Of RFID 

It's very important to judge any technology in terms of its 

ethical perspective because the compatibility and harmony of 

technology with morality (ethics) has a significant impact on 

its acceptance by the individuals and organizations at large. 

Three types of ethics are identified: computer ethics, 

information ethics, and cyber ethics [22]. This applies to the 

all ICT applications. Ethics aims to provide means to help 

discern what humans should do and how they should behave. 

It guides us to what is good or bad behavior, and deals with 

behaviors or actions rather than thoughts or feelings. It is also 

realized that what is an acceptable behavior in one culture 

might not be ethical in another [23].  

Investigative panels in USA (including engineers and 

technicians developing RFID, military and commercial 

interests, and experts in ethics) should examine the directions 

of RFID and if the technology should be allowed to do that or 

not [16]. The following sections will examine three types of 

ethics that are related to RFID based on what has been 

reported in previous studies and they are: privacy and 

security, green RFID and Coercion of use. 

i. Security and privacy 

Research about ethical issues focused more on Internet 

security, like data theft and personal information hacking, and 

especially in business domains [23]. [24] Asserted that 

security is the protection of information systems holdings and 

controlling information access; he added that privacy means 

respecting individual’s right to have information with an 

appropriate protection level. Despite the advantages of RFID, 

its application may challenge the privacy and security of 

organizations and individuals. However, the use of RFID 

systems raises new privacy and security issues. For RFID 

systems to become widely accepted by industry and end-

users, security and privacy preserving authentication 

protocols are required [6]. 

The RFID introduction adds a new dimension to debates over 

consumer's privacy by allowing tracking of products after the 

point of sale. The issues at pin depend on two factors: how 

the item is considered to be personal, and the item mobility. It 

can be argued that ethical concerns arise more from tagging a 

library book than tagging a soup can. Greater privacy risk 

comes from embedding a tag in eyeglasses worn by a 

consumer continuously, than from embedding a tag in a 
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"sofa" that remains in place. However, RFID does not break 

privacy any more than bar codes and credit card use, unless 

hackers have access to readers and to the associated databases 

[4]. 

Several threats to RFID systems are reported like: 

Eavesdropping which means listening in secret to 

communication between reader and tag by an illegal user, 

which is resolved by producing changing values that don't 

allow attackers to access significant data if they acquired it 

[11]. Secondly, traffic analysis to intercepting messages to 

deduce valuable data from patterns in communication 

between the tag and reader, which can be solved by adding 

random number in the tag and reader communication 

information. Thirdly, replay attack means valid data 

transmission is fraudulently delayed or repeated, it’s carried 

out by an adversary who retransmits the data and intercepts or 

by the originator. Finally, one of the most serious privacy 

problems of RFID systems is tracking attack by attacker who 

can track the user's location information and risk users 

privacy, which can be solved using random number or 

timestamp.  

Another solution to protect privacy is a privacy-preserving 

authentication "DPM" protocol introduced by [6] for RFID 

tags; DPM introduces a repeated identification technique. The 

tag sends several randomized secret hash keys, and the tags 

are identified by the reader by eliminating entries that do not 

match the hash result in its database successively. Despite the 

advantage of the DPM-protocol by reducing the complexity 

during the authentication on the reader-side, a major DPM-

protocol drawback, and many others, is in the requirement to 

evaluate a strong encryption hash function. 

The RFID technology users can be partitioned into individual, 

business and government. All of these classes of users can use 

RFID in a different way that proved beneficial to the generic 

population. Private sector enterprises can generate revenue 

from the technology. Also, consumers can benefit from 

technology by reduced prices and enhanced quality of service. 

Both of them can make tradeoffs between convenience and 

privacy when it is the time for opt-out options [4]. RFID 

privacy concerns with misbehaving readers and the problem 

of harvesting information from tags behaving well [11]. 

Issues of data security continue to be a challenge to this 

industry’s growth. Retailers wish to use RFID to provide 

improved services, while customers may be afraid of entering 

environments and interested in transactions that could 

compromise their privacy. Customers’ trust is the most 

important factor for retailers who aim to establish an RFID 

item-level retail store [15]. 

[7] Conducted a study to distinguish between three 

approaches to address consumers’ concerns of privacy: First, 

to kill RFID tags at store exits (business-controlled). Second, 

if they want to initiate reader communication, then lock tags 

and have user unlock them(user controlled model).Third, to 

let the network access users’ RFID tags while privacy 

protocol adhering (network model).  The author concluded 

that the majority of consumers want to kill RFID chips at 

store exits rather than using any presented complex technical 

solutions. In addition, the desire to kill RFID tags is not 

caused by the fact that consumers do not recognize the value 

or benefits of RFID services but because of its seamless and 

ease of use of such approach. Despite of the service value 

which can be realized by RFID, customers are willing to 

forget these advantages in order to preserve their privacy. 

RFID must attain some goals regarding privacy and security. 

The following are reported in the literature: Tags must not 

compromise holder’s privacy, information should not be 

available to unauthorized readers or be possible to build long 

term tracking connection between tags and holders, holders 

should be able to find and disable any tags they load to 

prevent tracking, the output of publicly available tag should 

be easily or randomized modifiable to avoid the long-term 

connection between holders and tags, contents of private tag 

must be protected, both readers and tag should trust each 

other, spoofing either party should be hard, provide a control 

access mechanism and a mutual authentication between 

readers and tags also provides a measure of trust, and finally, 

concerns of session hijacking and replay attacks need to be 

resolved [25]. 

ii. Coercion  

Receiving an RFID tag is purely a matter of consumer choice, 

and raises few serious ethical issues. The most important 

ethical issue is the possibility that the chips might be implied 

or implanted under real coercion, with the deep aversion or at 

least unease with many individuals[13]. Three concerns are 

raised: First, health risks to patients, like emitting radio waves 

that could cause migrating throughout one's body, tumors, or 

requiring surgery to be removed. Second, privacy; explained 

in detail earlier. The third is coercion, which means that 

patients (subjects or customers) are chipped without knowing 

that[5]. For example people with dementia are at risk for this 

reason as they fall within the most commonly marginalized 

groups in society; they are older, generally female and have 

concerns of mental health [26]. 

[27] Concluded through a study about tracking dementia 

(Alzheimer's disease) through a transmitter that some patients 

were happy to wear the transmitter, but later rejected it 

because they did not want to be kept on a lead. A more 

relevant ethical justification was that the RFID device had the 

ability to reduce the time spent to find lost patients, and 

lessening the chances that would cause an accident. RFID 

also can identify patients and improve the accuracy and 

streamlined delivery of health care, but they may also 

introduce new ethical, medical and social, risks. In general 

concerns about implants have been largely theoretical and 

concentrate on the devices safety, patients' records privacy, 

and coercion to consent to the devices implantation [5]. 

Decisions about using RFID need to be made by a broader 

group of stakeholders than engineers and companies involved 

in the field. A commitment must be made to enclose the 

technology to people who choose freely to carry it and protect 

others from implied or coercive implantation [13]. But in 

cases when RFID could aid in finding missing persons, 
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kidnaped victims, lost hikers, lost high-profile personnel and 

children there's a debate if people are chipped in coercion or 

by their choice [16]. Tracking such categories is necessary to 

protect them or protect others from them.  

iii. Green RFID 

Green IT is the study and practice of manufacturing, 

designing, and using computers, monitors, servers, storage 

devices, printers, networking, and communication systems 

effectively and efficiently with the least impact on 

environment. It includes environmental sustainability, energy 

efficiency economics, and total cost of ownership. It 

incorporates the disposal and recycling cost of technology. 

Green IT is also about IT application to create energy-

efficient, environmentally sustainable business practices and 

processes. IT can support, leverage and assist other 

environmental initiatives and create green awareness also[28]. 

RFID could indeed be green by improving environmentally 

responsible practices related to IT. Organization should not 

focus only on adding "economic value" (such as preventing 

its spoilage and accurately tracking a perishable item), but 

save operations’ energy ranging from growing, harvesting, 

packaging and refrigeration [29]. 

A study of 13 cases that used green RFID (such as Wal-Mart, 

Nestlé Italy, Rewards for Recycling, Recycle Ban, 

Concept2Solution, Smart Vareflyt, Truck Tag, DHL Smart 

Truck, Strawberry, Indisputable Key, The City of London 

School for Girls, Multi Life Cycle Center and Promise) 

employed the (MECI) framework which is a short cut for 

green categories (Motivation, Execution, Challenges and 

Impacts). Motivation refers to the reasons that drive the green 

RFID projects adoption such as financial, operational and 

strategic reasons. Execution; refers to processes and Strategy 

that get executed during the project such as Unit level, Project 

progress and Partnerships. Challenges; refer to the 

Difficulties (technological and informational) faced during 

project implementation. Impacts; refer to unexpected and 

anticipated consequences from project implementation like 

environmental sustainability, business value and Social 

responsibility. Results indicated that the RFID challenge is to 

sacrifice profit for environment benefit and vice versa.  

In order to consider any development sustainable, it should 

meet the present needs without compromising the future 

generation’s ability to meet their needs[30].Applications 

related to the development of RFID antenna were ignored 

while facing the interconnected issues of the eco-friendly and 

economic field tag comprising substrate [31].  

[28] add that there are two waves of green IT: 1) Internally 

focused on IT products reengineering and processes to meet 

compliance requirements and improving energy efficiency. 2) 

Externally focused on sustainability-based IT innovations, 

business transformation, and enterprise-wide sustainability. 

The alignment between ICT processes and practices with the 

three core sustainability principles (reduce, recycle, and 

reuse) and innovatively using ICT in business processes is the 

key to leverage benefits of the enterprise-wide sustainability.  

[10]talked about antenna RFID as a "green" electronics 

solutions,  which is  robustness, flexibility  and eco-

friendliness, outstandingly the proposed read range antennas 

make them an absolute choice for industrial  far field .“green 

RFID” is challenging because the Increase in complexities of 

operational processes and the  possibility of sacrifice on 

economic benefits have limited the diffusion of RFID  

technologies as green[32]. 

In an experiment on the city of Grand Rapids for using RFID 

for green purposes, RFID tags allow for signing reject cart 

recycling and its related data of a specific customer and 

location. This provides a detailed ownership history, cart 

repairs, location, and allows monitoring city’s cart asset 

during its useful life. They have now approximately 77 

thousand carts on the street. They’re able to produce specific 

participation rates to recycle refuse customers, something 

they weren’t able to do with the reject bags; they were able to 

determine incinerator landfill tonnage diversions. They were 

able to measure efficiencies rout and allow for operational 

decisions to be quickly made. Finally, it maximized revenues 

from operating from recycling collections and refuse [33]. 

The literature reports some applications of green RFID 

projects; in Paris, more than one hundred thousand trees have 

an RFID tag that allows for an easier monitoring by 

municipality officials. Nestlé uses control temperature 

mechanisms to improve quality, reduce spoilage, and lower 

energy costs. Wall Mart Stores are working with men's jeans 

suppliers using RFID tags to be able to track these items to 

optimize its inventory management and indirectly reduce 

CO2 emissions [34].There are two approaches which may 

improve RFID support of green initiatives and sustainable 

development projects through the commitment to greening 

policies in RFID design or by contributing to some of the 

greening projects in general. 

III. CONCLUSION 

The main benefit of RFID is to identify people and things. It 

can largely enhance real-time information for decision 

making purposes. RFID is mostly used in SCM, heath care, 

traffic, and libraries. Researchers interested in the ethical side 

of technology are focusing more on privacy, security, 

coercion, and green issues. Privacy and security are attracting 

more research, while coercion is affecting the success or 

failure of such technology use. RFID raises a debate about the 

purpose and justification of this technology use without 

telling individuals. There is also great interest in green 

projects in line with institutions’ care to highlight their 

interest in social responsibility and environment-friendly use 

of technology, where RFID provides great contribution for 

greening projects. 

As we mentioned that RFID applications are becoming multi-

purpose in helping organization and governments to track 

people, animals and objects. Each one of these categories has 

many uses and applicable examples as we summarized. The 

significance and sensitivity of privacy and security issues are 

increasingly attracting attention more than tracking animals 
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and objects (unless these things are closely related to 

individuals). Similarly, the coercion issue is less significant 

when related to tracking objects and animals compared to 

humans.  

This paper proposes a framework that map all the constituents 

related to the application of RFID. Such mapping guide future 

research and focus efforts towards a more comprehensive 

coverage of all issues related to the ethical issues of RFID. 

The frame work is built around three major dimensions: 

people, animals, and objects. People will be influenced by the 

security, privacy, coercion, and green IT issues. Humans are 

the most sophisticated dimension as they guard for future 

generations, and the environmental issues related to RFID. 

Animals are more related to environmental issues. Finally, 

objects are related to humans if they were implanted and used 

by humans, so some issues are common. 

Research in RFID area needs to weigh the benefits of RFID 

vs. the cost of green IT issues and the risks of privacy 

protection. Such tradeoff is important to understand that the 

benefits realized from RFID need to be balanced against its 

risks and challenges. Keeping in mind the efforts by 

organizations in regard to social responsibility, it is important 

to keep revenue from RFID at acceptable levels. Finally, the 

RFID design needs to guard for the cycle of recycle, reuse 

and reduce. 

This framework setup the stage for future research which can 

focus on areas depicted at the heart of the diagram. Also, 

technology adoption issues and trust are important to 

guarantee its success. Once researchers understood all aspects 

related to RFID implementation, they can better serve 

organizations employing it and future generations. 

 

 

 

Fig. 1  How ethics is related  to RFID     
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Abstract— The vast emergence of social media with its characteristics and benefits opened doors for indiviuals and groups to 

connect utilizing this revolution. Social media became a huge virtual community, with highly interactive and collaborative environment 

among its members. Governments realized that more and more of their citizens are present over social networks, not over governments’ 

websites. This paper takes Facebook as one of social media applications and builds a framework for measuring communication success 

over social networks. The model proposes that transparency, participation, collaboration and comfort will lead to communication 

success. Also, the model assumes that the posted topic will influence communication success. Finally, we propose indicators and metrics 

to measure factors proposed in the model. 

 
Keywords— government; social media; Transparency; participation; collaboration; comfortable; posted topic; communication success 
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I.INTRODUCTION 

The ubiquity of the Internet is becoming an important 

phenomenon that changed the world. Internet influenced every 

aspect of private and public lives, and changed the nature of 

service towards a click and mortar instead of brick and mortar 

nature. Governments recognized the importance of Internet, 

and started to provide their services electronically over e-

government websites. This initiative was to increase the 

performance of government services provided to different 

stakeholders (citizens, businesses and government itself) [14].  

As the Internet evolved, the government also evolved in the 

same direction and witnessed a move from e-government 

services to social government; i.e. governments provide their 

services over social media such as Facebook, twitter, 

LinkedIn, and Flickr [13]. Social media is defined as "a group 

of Internet-based applications built on the ideological and 

technological foundations of Web 2.0 that allow for the 

creation and exchange of User Generated Content" [12]. 

Social media includes Facebook, Google plus, twitter, blogs, 

wikis and YouTube, where all of them are built based on 

web2.0 technology. Social networks are defined as "a 

networked platform, spanning all connected devices that 

encourage collaboration in terms of the creation, organization, 

linking and sharing of content" [23].  

Web2.0 technologies have a set of capabilities grouped in the 

word SLATES, which enable the organization to search for 

employees to determine resources effectively and enable the 

organization to link employees with customers, and authoring 

by enabling the employees and customers to collaborating in 

creating and sharing contents. Tagging also enables people to 

organize and filter the content, where these technologies 

enable the extensions by enabling the share of complex multi-

media content and signals for the deployment of the changes 

over the content [8]. 
The main objective of this paper is to explore the benefit of 

social media for governments. For this purpose, we explored 

the available literature related to same topic and organized the 

work as follows: the first section of this paper will report the 

literature related to the social media and its contribution to e-

government objectives The following section will describe the 

methodology, followed by conclusions and future work.   

II.LITERATURE REVIEW 

The main research question of this paper is what are the 

factors that make governments successful in communicating 

with citizens and businesses using Facebook? Based on this 

question this paper proposed a framework for government's 

communication success utilizing Facebook, and also proposed 

a set of measures and metrics for the model to be tested for 

different governmental Facebook pages.  

  

a. Deficiencies of Traditional Government Communication 

Hofmann, Beverungen, Räckers and Becker [11] argued that 

governments should provide information to their stakeholders 
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in a way to communicate with them. But many governments 

have problems in their communication due to low budget and 

because they put communication with stakeholders as a low 

priority. Also, governments use the traditional methods of 

communication such as newspapers, radio and television; this 

one-way communication reflects the low feedback of 

stakeholders to communicate with government, which leads to 

low participation from stakeholder's side. 

Governments in the Arab world suffer from many challenges 

or deficiencies, some of them are internal and others are global 

or regional. Governments have multiple deficiencies which 

include the low trust in government, limited accountability, 

lack of transparency and low quality of service related to 

deficiencies in accessibility to the different services [6] [11]. 

Research indicated that Arab governments have deficiencies in 

their democracy and sometimes they lack such phenomenon at 

all. However, Islam as a religion adapted democracy through 

"Shura" (consultation) and ignored the autocratic style of 

governance [15] and Shura in the first Islamic era is 

compatible to the democracy in modern political life. 

  

b. Social Media Detentions 

The concept of social media nowadays became one of the 

hottest topics that attract consultants, experts, and researchers, 

where they can gain benefits from using it in their fields [12]. 

Social media changed the way developers and users are using 

the web; it shifted the domain from a self-content generation 

to a group-content generation, based on the level of 

participation and collaboration between them. 

Margo asserted that social media takes its importance from its 

characteristics that include: participation, collaboration, 

empowerment, and time [18]. It enables people to participate 

and share the content between each other. Also, it enables 

users to collaborate by creating their own community to 

achieve their goal. Social media empowers users to participate 

with their ideas and opinions by enabling a platform to discuss 

their idea and opinions which in other words promote 

democratization. The time character in social media enables 

users to publish their generated content and publicize it to be 

seen by their friends at the same time of publishing, which 

enables others to participate instantly with their opinions and 

comments.   

Snead classified social media into internal-based and external–

based technology. The internal –based technology runs over 

the agency’s server such as blogs and wikis updated based on 

the agency’s needs. The external–based technology runs on 

servers of a third party, where the agency has no control over 

it, such as Facebook and twitter [25].  

Social media is a wide umbrella that includes many types 

based on their purpose and functions [6] and in the following 

fashion: 1) directories 2) communication channels 3) 

communities and rating sites, and 4) archiving and sharing 

sites. LinkedIn is an example of directories; its function is to 

type the resume listing and rating by clients and colleagues. 

Twitter and blogs are examples of communication channel, 

which is used for publishing information and text in real time. 

Communities and rating sites such as Facebook are used for 

interaction in a closed site, and it is less formal. Finally, 

archiving and sharing sites such as YouTube, are used for 

saving, sharing and redistribution of documents, videos, and 

slides.Facebook, our focus in this paper, is a social network 

launched in the year 2004 for the students of Harvard 

University. Facebook enables users to interact with other users 

by changing their status, writing on the walls of other users, 

and sending personal messages. Facebook enables users to 

create their groups, join other groups, or like other pages. 

Also, it enables users to upload their photos and videos, and 

search for contacts and content [25] [26]. 
 

c. Importance of Social Media in Governments 

The impact of social media on government has taken place 

from the year 2011, especially through the Arab spring, and it 

was responsible for changing the relationship between 

governments and citizens [27]. Social media enables the 

democracy to be shared internationally, enables the citizens to 

express their opinions, and the governments to get feedback 

from their citizens. Using social media channel between the 

government and its stakeholders will open the dialogues 

between the government and its citizens, which started by 

disseminating information to public via social media and by 

listening to citizen's opinions and feedback on such 

information. The popularity of social media and its 

characteristics enables citizens or any stakeholder to get more 

information that makes them more acquainted by 

governments’ activities [20] [22] [23].   

Social media when activated very well will affect 

government’s performance positively in tracking the opinions 

and mood of public, and instead of using traditional ways of 

collecting responses from public, governments can utilize such 

information for more effective decision making [26]. Other 

researchers indicated that most managers started to use the 

reports and insights generated from social network sites to 

prepare their reports instead of developing their own metrics 

or indicators to study the behavior of citizens and to get 

citizens’ opinions by using social network, which is also more 

cost effective [20] [25]. Using social media in e-government 

will enable citizens to access information provided by their 

governments over social media and thus reducing the effort for 

searching for needed information [7]. 

 The major benefits of using social media in e-government can 

be summarized in three benefits [19] [20]: 1) Transparency, 

which is the release the information that stakeholders are 

always checking for. 2) Participation is to maintain citizens 

engaged with their governments, by allowing citizens to 

express their opinions, experiences and wisdoms. 

Governments can use a survey to get feedback from citizens 

before any decision is taken, then pass this information to 

different government agencies for actions to be taken. 3) 

Collaboration is the high level engagement between 

government and citizens, where citizens participate by 
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creating the content of government topics and the government 

use and follow the content generated by citizens to fulfill 

government mission [27]. This way more time is saved and 

thus cost and effort for governments [16]. 

Research indicated that transparency is significantly related to 

the advancement of e-government [5]. On the other hand, e-

participation includes five levels where collaboration and 

empowerment are the highest levels of e-democracy [4].  

 

d. Government and Social Media in Communication 

Social media can be considered as an innovative technology 

for governments, which added to e-government extra benefits. 

Klischewski [15] argue that social media needs to maintain the 

relationship between citizens and their government; this needs 

self-discipline to effectively and consciously use such media 

in a free and open way. Also, it is important to shape the 

communication itself in a way to determine the information 

and collaboration requirements. Finally, it is important to 

shape the social media itself to guarantee the suitable use of 

such media in different political activities. Social media was 

adopted in U.S. federal government according to the guidance 

of Barak Obama to find ways to make the information open 

and public to all stakeholders. Such initiative included 

directions to increase transparency, participation and 

collaboration. The government disseminates the information to 

the public and thus information become available to all; this 

enables citizens to participate and collaborate with each other 

[21] [22]. 

It is realized from our experience in the Arab spring that 

citizens need a democracy because of the domination of 

autocratic leaders for long periods of time [15]. Citizens need 

to participate freely in public debates, need transparency and 

accountability to be emphasized more by governments. Al-

Saggaf and Simmons claim that Arab countries are different 

from the western countries, where their citizens are engaged in 

political life and express their opinions in many ways [5]. The 

utilization of social media enhances the traditional way of 

communication between the government and their public. 

Because Arab governments have limited freedom for their 

citizens to express their dissatisfaction, the new evolvements 

in social media was the only way to communicate with 

governments. Social media opens a new political place for 

Arab citizens; it enables citizens to express their opinion in 

public debates and interact without any controls [14]. The 

adoption of social media in e-government has other 

determinants such as political context and culture [5]. The 

political context and culture will determine the nature of 

public participation. 

 

e. Government-Social Media Based Models 

Government-social media based models are frameworks 

produced by researchers to understand the importance and 

benefits of social media in e-government. The first models 

assumes that social media is a catalyst that transforms citizens, 

government and data [8]. It discusses how social media 

interacts with these three dimensions. Social Media-Based 

Citizen Engagement Model focuses on social media used as a 

tool to enable users to express their opinions, emotions, 

behaviors and interactions. Governments can use such media 

to transform their citizen to participate in god governance and 

to enjoy democracy. Social Media-Based Data Sharing Model 

focuses on the data that a citizen generated using social media 

when he/she participated in a political topic. This data needs to 

be understood by citizens and governments. Also, it needs to 

be stored and processed to make it sensible and usable for 

making decisions, and to enable citizens to participate 

collaboratively with governments. Social Media-Based Real-

Time Collaborative Government Model focuses on the idea 

that using social media in e-government starts to enhance the 

communication between governments and citizens to be nearly 

in real time.  

Lee & Kwak [16] proposed a maturity model for open 

government that is based on public engagement. The model 

contains five levels, which is based on the benefits of social 

media that provide transparency, participation and 

collaboration by public engagement. The following is a 

description of each level:  

 Level 1: Initial Condition, this level focuses on government 

podcasting information to public via government's official 

websites, with seldom use of social media or interactive 

tools.  

 Level 2: Data transparency, actually is the first step of open 

government, where governments try to perform two 

important tasks, first is publish valuable  and impact data, 

second is to publish data that is accurate, consistent and in a 

timely manner.   

 Level 3: Open participation, this level focuses on enabling 

the public to participate and governments to take input from 

citizen’s feedback, participation, discussion, and voting.  

 Level 4: Open Collaboration, is the developed level of 

participation, where the government asks the citizen to play 

a role of co-creation, co-design for specific output. Here the 

task is more complex, and it looks like collective intelligent, 

so government may use shared document to engage the 

public in participation, asking the public to participate in 

designing application to government.  

 Level 5: Ubiquitous Engagement, this level is built based on 

level 1 to level 4 by expanding the level to arrive to 

engagement status. In this level we can see public 

engagement become easier by using different accessing 

technologies such as smart phones, tablets, laptops and 

desktops.  

 

f. Influencers of the Adoption of Social Media in e-

Governments 

The adoption of social media by governments is an innovative 

way to communicate with public in an informal way. Such 

method would not substitute the traditional channels of 
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communication but support them. Also, e-government was and 

still uses the one-direction of communication between the 

governments and the public [22]. Public organizations budget 

cannot afford the ever-evolving technology updates, and the 

increase in citizens’ expectation.  This makes governments 

start searching for innovative ways to deliver their services to 

citizens. The advent of social media and ubiquities of different 

ways to connect with different stakeholders helped 

governments not only to find a channel to disseminate 

 information to public but also to engage public to participate 

in a political discourse [17]. 

Mergel [21] discusses the influence that led governments to 

adopt social media in communicating with public, and found 

that governments are influenced by four factors: Firstly, they 

noticed that citizens are using social media. Governments 

noticed that citizens are using social media to retrieve 

information and news related to governments, instead of using 

the official government website. Secondly, the passive 

observation of agencies that used highly innovative 

techniques; the intention to adopt social media in government 

was surrounded with many fears of uncertainty to what extent 

social media will be accepted. In addition to that governments 

want to determine the most suitable media for communication. 

These factors lead governments to observe public and private 

agencies using social media in communication passively 

instead of directly communicating with them to understand 

their experience in this field. Governments try to understand, 

use and test social media to find the suitable and effective 

media for their departmental purposes and environment.  

Thirdly, the interaction with peers in government agencies, 

where most governmental systems in the United States of 

America (USA) are highly centralized, and all headquarters 

are localized in one location; this enabled the social media 

director to create a community that enabled the peers to 

communicate face-to-face or create phone calls weekly in an 

informal way. Fourthly, formal guidance of lead agencies; the 

best source of guidance in using social media in public sector 

comes from major mistakes and the technological change or 

change in local behavior of specific social media platforms. 

The other source of guidance came from the president of USA 

for achieving the triple goals of transparency, participation and 

collaboration. Also, the existence of social media director in 

all governmental organization plays a driver factor to success 

such as adoption. 

III.RESEARCH METHODOLOGY 

This study proposed a framework for investigating the success 

of communication between governments and other 

stakeholders utilizing social media. The framework is founded 

on a set of proposed factors that lead to communication 

success and they are: transparency, participation, 

collaboration, comfort, and the posted topic. This study’s 

major contribution is to sum the factors (based on the 

literature) and then provides measures and metrics for each 

factor in the proposed model. Figure 1 depicts our proposition 

for such environment and the relationships assumed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1. Framework for Government's Communication 

Success over Facebook 

 

Transparency, governments should make the information as 

public assets, to enable their stakeholders be intellectual in 

governments discourse [21]. As we mentioned empirical test 

on the level of countries supported the relationship between 

the success of transparency and e-government level of 

development [1]. 

Participation, governments should enable stakeholders 

participate in government topics by opening the dialogue 

between citizen and governments [27] [4], by enabling their 

stakeholders to post on their pages or use surveys to collect 

information from stakeholders [19] [21]. Web 2.0 tools were 

extensively proposed by Abu-Shanab and Al-Dalou’ to enrich 

and support all levels of e-participation, which leads to better 

communication and eventually the success of e-government 

[3].  

Collaboration, between governments and other stakeholders, 

collaboration enable government to benefit from stakeholders 

experience, knowledge and opinions. Collaboration is one of 

the highest levels in participation [16] and a major dimension 

of open government [2] because the government asks other 

stakeholders to co-create or co-design one of the processes or 

services and its look like a collective process [11]. 

Comfort, the use of social media by governments in 

communicating with its stakeholders for publishing 

information, provision of services, or getting feedback from 

them attains the comfort level required from e-services. When 

governments use the favorite community channel for each 

stakeholder they will make the communication more 

comfortable rather than forcing citizens to visit the physical 
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agency whenever they wanted to get a service or a piece of 

information [7]. 

Posted topic, government posted topics may affect the 

communication between government and its stakeholders. It is 

noticeable that some of the topics may increase the rate and 

intensity of communication between the government and 

stakeholders and some of topics may not attract/encourage 

stakeholders to communicate. 

Communication success, it is so difficult to measure because it 

depends on the goal of communication via social media. Using 

available and obvious measures like: the number of likes, 

comments, shares and reply will provide an indication of 

polarity of this page and will provide also an indication of 

stakeholders’ engagement with government’s activities via 

social media such as Facebook [11]. As mentioned, the 

examples of measures are related to Facebook (the focus of 

this paper), but other measures can be proposed for other types 

of social media.  

 

a. Measures and Metrics 

This section provides measures and metrics for the factors 

depicted in the previous model (in Figure 1). To measure 

communication success between a set of governmental 

Facebook pages we can take a set of samples like the 

Facebook pages of e-government websites for Arab countries. 

The focus of measures needs to investigate the following 

factors: transparency, participation, collaboration and comfort 

over Facebook pages. Table I to Table V lists the dimensions 

of each factor in our proposed model (summarized from the 

literature) and their associated measures.  

 

Table I: Transparency measures and metrics 
Metric Measure # 

Number of published posts ÷ maximum  

number of posts in sample 

Number of 

published posts 

1 

Number of posts that include calendar 

events ÷ maximum number of posts that 

include calendar in sample 

Number of posts 

that include 

calendar events 

2 

 Number of post that include multi-media: 3 

Number of posts that include photos ÷ 

maximum number of posts that include 

photos in sample. 

Photos 

Number of posts that include videos ÷ 

maximum number of posts that include 

videos in sample. 

Videos 

Number of posts that include Audios ÷ 

maximum number of posts that include 

Audios in sample. 

Audios 

Number of posts that include social 

media ÷ maximum number of posts that 

include social media in sample. 

Other social 

media posts 

 

Table II: Participation measures and metrics 
Metric Measure # 

If the government enables its 

stakeholders to post, a value of 1 

will be allocated, else will allocate 

zero. 

Government website 

enables their 

stakeholder to post 

over the page 

1 

Number of posts that include 

survey tool ÷ maximum number of 

posts that include survey tool in 

sample.  

Number of posts that 

include survey tool. 

2 

 

 

 

Table III: Collaboration measures and metrics 
Metric Measure # 

Number of posts that request 

citizens to engage ÷ maximum 

number of posts that include a 

request to engage in sample. 

 Number of posts 

that request citizens 

to engage. 

1  

Number of posts that request co-

creation (design) ÷ maximum 

number of posts that include co-

creation in sample. 

Number of  posts 

that request from 

stakeholders to co-

create 

2 

 

Table IV: Comfort measures and metrics 
Metric Measure # 

if the a link exist, a value of 1 will be 

allocated,  else will take zero 

Presences of link to 

e-government 

website 

1 

1- (Number of posts with a link to e-

government website ÷ maximum 

number of posts that include link to 

government website in sample). 

Number of posts 

that include a link to 

e-government 

website 

2 

1- (Number of posts with a link to 

external website ÷ maximum number 

of posts that include link to external 

website in sample). 

Number of posts 

that have a link to 

external website. 

3 

1-(Number of posts that include 

posts with application started on 

Facebook and redirected to e-

government web site ÷ maximum 

number of post that include 

application redirected to e-

government website in sample). 

Number of posts 

that include 

application started 

on Facebook and 

redirected  to e-

government website 

4 

Number of posts that include 

application started and completed in 

Facebook page ÷ maximum number 

of posts that include application 

started and completed in Facebook 

website in sample  

Number of posts 

that include 

application started 

and completed in 

Facebook page 

5 

 

Table V: Communication success measures and metrics 
Metric Measures # 

Total likes for each Facebook page ÷ total 

followers for each Facebook page 

Like 1 

Total comments for each Facebook page ÷ 

total followers for each Facebook page 

Comment 2 

Total shares for each Facebook page ÷ total 

followers for each Facebook page 

Share 3 

Total Replies for each Facebook page ÷ total Reply 4 
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followers for each Facebook page 

 

b. Measurement 

To measure each governmental Facebook page based on the 

previous tables a thorough inspection of each e-government 

page on Facebook should be done. As an example, take the 

transparency measure, first, the total posts of each 

governmental Facebook page should determine and then 

divided by the maximum total post in a sample. Then the posts 

that include calendar event should be estimated and divided by 

the maximum posts that include calendar events in sample. 

Also, each multimedia type should be estimated and divided 

by the maximum post in the sample according to the 

corresponding type as determined previously.  

The next step is to calculate a total measure for transparency 

construct. Each governmental Facebook page will get an index 

for transparency by calculating all metrics of transparency and 

divide by 6 (the number of transparency measures). 

To measure the communication success for transparency we 

take the posts, likes, comments, shares and reply on posts that 

have the characteristic of transparency that should be counted 

for each Facebook page and divide by the total followers for 

each Facebook page. 

For example, to calculate the communication success on 

transparency we take the communication on total posts which 

is the total (likes, comments, shares, and replies) and divide by 

the total followers. The following step is to take the 

communication on total calendar events which is the total 

(Likes, comments, shares and replies) and divide by the total 

followers. Also, the communication on total posts that include 

multimedia which is the total likes, comments, shares and 

replies) divided by the total followers. To get the 

communication success over the transparency index it will 

include the likes, comments, shares and replies) divided by 

total followers for all transparency measures.  

Similarly, when calculating the transparency index and their 

communication success of the entire sample we can notice that 

the higher the transparency index, the higher the 

communication success. 

Proposition 1: The higher the transparency index, the higher 

the communication success 

 

The previous calculations should be conducted for 

participation and collaboration and get indices for them. So 

the participation index will be calculated based on all the 

participation metrics/2 (as we proposed 2 measures). Similar 

calculations can be done for collaboration index. The 

following propositions are stated: 

Proposition 2: The higher the participation index, the higher 

the communication success 

Proposition 3: The higher the collaboration index, the higher 

the communication success 

 

On the other hand, the comfort metrics should be calculated in 

a different way because the comfort of using Facebook should 

include all the texts and content in the same post without 

directing the stakeholders into different locations. Based on 

that, the last metric of comfort is calculated in a different way; 

because all the content is in the same Facebook page. 

Also, about the posted topic (which did not include a table of 

measures for it); this study did not provide measures and 

metrics because it can be calculated by classifying the posted 

topics by governments over Facebook, and find the frequency 

for each topic and the level of communication for each topic 

then notice if some topics has higher communication than 

others. Using this measure may get a good indicator about the 

most important topics for stakeholders and encourage 

governments to focus on the most attractive and important 

topics. The following propositions are stated: 

Proposition 4: The higher the level of comfort index, the 

higher the communication success 

III.CONCLUSIONS AND FUTURE WORK 

This study explored the literature to better understand the 

environment of social media and its utilization in e-

government communication success. The importance of social 

media as a communication channel, and the reasons that lead 

governments to adopt it in their communication are also 

investigated in the literature section. Also, some models of e-

government based on social media are reviewed and the 

strategies of governments adopted to communicate over the 

social media.  

The major contribution of this study was to propose a 

framework that included five major predictors of e-

government communication success and they are: 

transparency, participation, collaboration, comfort, and posted 

topic. The authors also proposed a set of measures and metrics 

to estimate each factor and conclude to an index for each 

factor and related to Facebook tools and applications.  

These measures and metrics may be used in the future in 

classifying governmental official Facebook pages based on 

transparency, participation, collaboration and comfort. Also, 

an index for each page can be estimated. Finally, the 

framework proposed here can be used to conduct a 

comparative empirical study that compare governmental 

Facebook pages, and also measure an absolute index. Posted 

topics can be used to uncover what are the topics that attract 

stakeholders to encourage governments to focus on them. 

Researchers are encouraged to apply this method and 

empirically test our propositions on e-government websites 

founded on social media. Also, future research can reflect 

back on our proposed model (if we need other factors to 

predict communication success), and our proposed measures 

and metrics (to validate and improve for other researchers.) 
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Abstract— Internet banking (IB) is not a new phenomenon anymore as more and more financial institutions worldwide jump onto 

this wagon as it creates win-win situation for all parties. There is no need to go to bank office to pay bills, check account balance and 

make funds transfer. Today banks with significant IB experience provide even more complicated online financial tools and services. 

Nonetheless, due to the fact that platform of IB is World Wide Web, security and privacy issues are of high concern. So banks in Oman, 

lacking technically advanced experience of other countries should provide more safe and secure IB services, as security issues in this 

vulnerable area do exist. This work studies security and safety problems and suggests theoretical and practical recommendations. 
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I.  INTRODUCTION  

Due to rapid development of interconnected online IT 

infrastructure financial institutions around the world urged to 

keep up with this development as many see the future of 

commerce and affairs done online. People can do banking 

operations sitting home, at work, or lying on their beds 

midnight as this can be done through computers or mobile 

devices. Internet Banking (IB) was defined as distantly 

performing financial transactions over internet with the help of 

bank’s website [1]. Since banks provide internet-based 

services, they should have secure and reliable methods of 

authenticating their customers [2]. Therefore, banks have to 

better understand their customers, current adoption of IB and 

respond quickly to market developments by identifying 

reasons that impact customer perception of security and 

usability issues in IB [3]. 

We believe that many banks in Oman have security issues 

as there was a biggest ATM fraud heist in history of USD 

45mln by hackers worldwide. The cash withdrawals were 

made through ATMs in 24 countries including the US, 

Germany, Japan, Russia, Romania, Egypt, Colombia, Britain, 

Sri Lanka and Canada. Hackers accessed Bank Muscat and 

Rakbank databases, removed withdrawal limits on prepaid 

debit cards and created access codes. Others loaded that data 

onto any expired plastic card with a magnetic stripe and 

distributed among themselves, thus stealing loads of money 

[4]. This case subsequently might have led to low use of IB in 

Oman, which can be seen in statistics discussed next. 

As Oman is relatively new country that started providing 

essential provisions to keep up with the modern developments 

and needs to study from other technically advanced 

counterparts. According to Information Technology Authority 

– the institution responsible for implementing of Digital Oman 

Strategy – 67% of total population has used Internet in 2013, 

and only 8% of them used IB. This confirmed by additional 

statistics – a large majority, 85% of internet users have never 

bought or ordered anything online and only 8.3% conducted 

E-commerce activities within 3 months. In addition, when 

using E-government services, only 14% used online services 

or submitted online forms, the rest either downloaded online 

forms or just obtained information. Main reason for not using 

E-government services was no necessity (45%) or concerns 

about protection and security of personal data 44%) [21].  

This leads to suggestion that one of major reasons to low 

usage of E-commerce and IB in Oman is fear of leakage of 

private data and security of services provided. Therefore this 

work in progress will be done in two stages: 1) survey bank 

customers and see if security issues lead to poor adoption of 

Internet and mobile banking and  2) find out IB security issues 

of three major banks in Oman through benchmarks of IB in 

South Korea and propose solutions. As people start slowly 

migrating from desktop computers to mobile tablets and smart 

phone devices, this study will examine both IB access from 

desktop and Mobile banking (MB) security issues, as well as 

mobile applications of studied banks will be thoroughly 

analyzed. 
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II.  INTERNET BANKING  
There was a growing trend in the amount and attention 

given to IB adoption research that have increased over time 

and will supposedly remain as key area of studies in coming 

years [5] [18]. IB services give customers possibility most of 

traditional services without the need of going to bank offices 

saving time and money of both sides. For the past decade, IB 

usage has grown substantially and banks worldwide began to 

give this occurrence more attention and support[6]. 

Interestingly, another study argues that the “growth rate of 

those who adopt IB has not risen strongly as expected” [3] as 

there is little knowledge of true determinants of online 

banking adoption [7]. Technology acceptance model is used in 

this study to indentify if security and risk are having a good 

weight in adoption of IB and therefore can be accepted as 

major determinants. 

In addition, as we see in everyday life that many people 

move from desktop and even laptop PCs to mobile equivalents 

like tablet PCs and smart phones. Thus, mobile banking being 

a subset of IB is likely to be used overwhelmingly and replace 

IB in the future due to convenience and ease of use of mobile 

devises [3] [8]. For this reason, large and commercial banks 

that always diversify their activities in constant search of 

additional benefits tend to quickly adopt mobile banking, offer 

more mobile financial services, security features and support 

more devices [9]. This research will try to identify any 

available online security issues and give practical 

recommendations to managers of bank institutions. 

III. METHODOLOGY 

First part of research was conducted by surveying bank 

customers and find out if security is a major factor that causes 

slow usage and adoption of IB. Technology acceptance model 

(TAM) was used to identify whether insecurity in form of trust 

and risk influence the usage of IB, because it is one of the 

most influential theory models that predicts the adoption of 

any certain technology in Information Systems. TAM argues 

that perceived usefulness and perceived ease of use define an 

intention to use a system [5]. This work applies TAM with 

additional factors that describe security. 

A. IB Security Issues  

Perceived lack of security is “a perceived potential loss 

due to fraud or a hacker compromising the security of IB” 

[10]. So, IB threats can be accomplished through network 

attacks or through illegal access to the customer account by 

means of fabricated or faulty authentication [3]. For this 

reason, security and privacy threats are constantly increasing 

both in quantity and quality [11]. Thus, “online banking 

security is a primary concern”, as banks supposedly provide 

all measures necessary to make customers believe that 

information is transmitted safely and securely [12]. Awareness 

of security has direct impact on trust and usage of IB and 

indirectly affects perceived ease of use [7], in other words 

security issues have significant effects on IB use [3] having 

negative causal relationship [10] [13]. To sum up, banks and 

financial institutions should build and enhance confidence and 

trust of their internet services and data transfer, as well as 

provide privacy and security protection, system reliability and 

financial quality information [14].  

Thus we hypothesize that: 

H1a: Trust has positive effect on the intention to use 

Internet banking. 

H1b: Trust has positive effect on usefulness of Internet 

Banking 

On the contrary, Lee et al. suggest that in South Korea few 

cases of customer fraud were reported due to good IB security 

infrastructure, but “serious potential problem now and in the 

future is leakage of private information” [15].  

Nonetheless, other scholarly research supports ideas 

opposing security problems, e.g. security is not perceived as 

an obstacle or a major concern in mobile banking transactions 

[16]. It can be understood that people are ready to settle with 

less secure environment in favor of ease of use and 

convenience. Customers’ IB use satisfaction drops if they have 

to memorize multiple pieces of credentials and use One-time 

password tokens provided by banks [7]. Therefore majority of 

people use simple, easy-to-remember, “convenient” passwords 

that can simply be guessed by people. SplashData provides 

such list of easily guessable, most frequently used passwords 

[17]. Thus people can trade-off encrypted, more secure 

Android phone to non-encrypted, as fully encrypted Android 

device, due to security, privacy concerns allows locking phone 

only with at least 6 character password, disabling pin, face, 

pattern and fingerprint unlocks. Thus it becomes very 

inconvenient to type passphrase every time to unlock a phone. 

Hence you can see many people use simple 4 digit PIN, 

pattern unlock, face unlock or by fingerprint. Latter two are 

biometric types of unlock and are a good research directions 

for future.  Therefore usefulness and ease of use are critical 

factors in TAM:  

H2a: Usefulness positively influences the intention to use 

Internet banking 

H2b: Usefulness positively influences the ease of use of 

Internet Banking  

H3: Ease of use has positive effect on intention to use 

Internet banking 

Perceived risk is another major concern when customers 

connect remotely to bank servers and do various transactions. 

Thus it was found that perceived risk has considerable effect 

on intention to use [22] as risks are considered as important 

factors for frequent or non-frequent users [23].   

H4: Perceived risk has negative effect on intention to use 

Internet Banking 

 

 
Fig.1 Hypothesized model 
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B. Technical Analysis and Interview 

Second part of the research will verify the online security 

of three big banks: Bank Muscat, Bank Dhofar and HSBC as a 

representative of foreign experience. The security of online 

banking application will be concentrated on three levels [12], 

security threats – measures approach and will further be 

extended from experience of South Korean banks. Security 

threats – measures approach includes several types of threats 

and measures – internal, external, human, non-human, 

accidental and intentional categories [19].   

 Security of customer information sent from PC or 

mobile device to web server. 

This includes the availability of secured website 

information of bank, namely IB section should be always be 

128-bit and above secure socket layer (SSL) encrypted in 

order to remove man-in-the-middle external threats. However, 

such method is not proven to be completely secure as man-in-

the-middle attack by hackers may lead to personal information 

and credentials leak [2] or people can use insecure ways of 

storing their login credentials on a piece of paper after 

forgetting passwords, login IDs, secret question – answers 

[19]. For this reason, if hackers use key logger software to 

gather information, website should include option of virtual 

input of data with the help of virtual keyboard. Study of two-

factor authentication (2FA) of UK banks has also found that 

some websites do not hide passwords or pass-phrases [6]. In 

addition, from the personal experience of IB in South Korea, 

most of IB of Korean banks initially use additional software 

like anti-virus, anti-key logger, anti-screen capture, anti-

malware installed obligatory before entering into IB section. 

After first installation, the next time you log in, these 

programs automatically run in the background to secure 

connection and transfer of any data from user PC to bank web 

server. 

This method of installing additional software seem to have 

proven itself with time, as study of security of IB and financial 

private information in South Korea indicates that there were 

few cases of customer hacking fraud was reported [15]. 

 Security of web server environment and customer 

information database.  

Real world example has shown that even banks and 

financial institutions pay great attention and invest heavily in 

security issues, all information systems have weaknesses that 

create opportunities for possible threats to the information 

housed in these systems [19]. As a result, Lee et al. suggest 

using central government regulated encrypted repository of all 

customer private information with the help of e-pin [15]. This 

means that after first registration in any bank, customer 

information is sent to the central repository and after 

authenticating user a unique password-protected e-pin number 

is issued. Next registration in bank will not require user to 

enter personal data again, but to enter the unique e-pin and the 

data will be retrieved by bank automatically and verified. This 

method will effectively eliminate perceived information 

system weaknesses and reduce possibility of external attacks. 

 Security measures to prevent unauthorized access 

to IB section. 

Two-factor authentication (2FA) has proven to be secure 

method customer verification requiring them to produce 

additional authentication [6] [11] together with their unique 

login ID and password like one time passcode (OTP) issued 

by OTP token or received by SMS to mobile device, phone 

call, card reader or a card with random numbers. Nonetheless, 

increased security could have negative effect on the IB system 

use [19] such are too many specific information, predefined 

security questions and answers that needed to be remembered 

by customers to verify their entry into IB section lead to 

decreased perceived usability [5] [6] [18] [19]. Moreover, 2FA 

schemes have conceptual vulnerabilities and not completely 

secure because OTPs can be intercepted [11].    

Among other security measures are: session timeouts or 

auto-terminal/account logoff, automatic lockouts after a 

number of unsuccessful login tries, use of strong passwords 

[19]. 

Thus, security issues discussed above can be summarized 

as follows: 

1. Security of customer information sent from PC to 

web server. 

a) Are online sessions secured at all times, i.e. are 

all web pages interacting with online banking 

128(256) bit SSL encrypted (registration, login, 

fund transfer pages). 

b) Type passkey, passphrase, user ID by virtual 

keyboard (not physical keyboard). 

c) Entered characters hidden (e.g. asterisk *) 

d) Requirement of additional security software 

installed before registering or using online 

banking section (anti-virus, anti-spyware, anti-

key logger, anti-screen capture). 

2. Security of web server environment and customer 

information database. 

a) Is customer information saved in bank web 

server? 

b) Is customer information database securely 

protected? 

3. Security measures to prevent unauthorized access to 

online banking section. 

a) Does bank use two-factor authentication (2FA)? 

 One time password token carried by 

customer 

 Card reader 

 A card with random numbers issued by 

bank 

 Mobile phone SMS authentication 

 Phone call 

b) Does bank use 2FA after login and for 

transactions? 

c) Does bank use 2FA only for transactions? 

d) Are there session timeouts after some time? 

e) Do automatic lockouts after 3 unsuccessful tries 

exist? 

f) Is creation of strong passwords suggested and 

assisted on web page? 

 

IV. RESULTS OF SURVEY 

The survey was conducted in Salalah, Oman from the 

sample of 200 respondents, returned results were 121 and after 
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removing 14 unusable we had 107 filled survey papers at hand 

to analyze the model. 55% of respondents were females and 

45% – males. 75% are at the age of between 20-29, 60% of 

respondents are Muscat bank users, 24% - Dhofar and few 

numbers of HSBC and National Bank of Oman. Largest share 

almost 70% were students. 

The regression and correlation analysis was used to check 

the model and relationship of variables.  

TABLE 1. CORRELATION RESULTS OF VARIABLES 

 Intention to Use IB 

Trust in IB .914** 

IB Usefulness .747** 

Ease of Use .776** 

Risk .385** 

** - Correlation is significant at the 0.01 level (2-tailed) 

In addition, the correlations between trust, usefulness and 

ease of use are significant. Trust and usefulness - .741, 

usefulness and ease of use - .736. Other two correlations we 

didn’t consider also have shown to be significant – trust and 

ease of use (.749) as well as risk and usefulness (.603). All 

correlations are significant at 10% level. Thus we can 

understand that it is paramount for that bank to gain trust of 

customers in order to introduce and encourage to use IB by 

providing safe and secure online services. 

By testing the model by the analysis of variance we can 

understand that independent variables have good weight in 

explaining the model and intention to use IB. 

 

TABLE 2. STATISTICAL INDICATORS OF THE MODEL 

R R2 St.Err Mean. Chronbach Sig. 

.932 .869 .876 85.4 .902 .000 

 

TABLE 3. HYPOTHESES TEST RESULTS 

 Mean St.dev. Sig. Hypothesis 

H1a 4.03 2.06 .000 Accept 

H1b 4.52 1.97 .004 Accept 

H2a 4.58 1.91 .000 Accept 

H2b 4.56 1.64 .000 Accept 

H3 4.06 2.02 .000 Accept 

H4 4.07 1.75 .003 Accept 

Sig. level <0.05 

Results have shown that all of the hypotheses are accepted 

at various significant levels. 

 

V. DISCUSSION AND IMPLICATIONS 

The analysis has shown the expected results of trust, 

usefulness, ease of use and risk having various degrees of 

influence on the intention to use IB.  

Any research has limitations, as current work was based on 

student survey and in Salalah. The study of respondents in 

Muscat will certainly show different results as they live closer 

to Dubai, world trade hub and may use IB more often than 

those who live in Salalah. This is due to the fact that most 

people prefer traveling to Dubai directly and do their shopping 

there. Creating e-commerce presence between Dubai and 

Omani shoppers would greatly help reduce traveling costs and 

time. Thus by using more e-commerce people would use IB 

more and other forms like MB. 

As the chosen variables not completely determine the 

intention to use IB, more research should be conducted in 

order to find all determinants of the model implemented in this 

work.  

As to implications to practitioners, banks should develop 

trust of customer perceptions in use of new technologies and 

review security features of website and mobile applications. 

They are advised to pay attention to make the use of services 

easy and useful by explaining and showing that customers can 

save time by doing non-cash services. Risk from losing money 

by possible attack of hackers was supported weakly which 

means that customers care mostly about trust and ease of use, 

together with usefulness. 

Second part of the work will be conducted later in order to 

get whole picture of bank security issues in Oman, however 

we can derive following by looking into some features:   

Security of customer information sent from PC to web 

server. 

Study showed that one of reviewed bank website login 

page is secure and encrypted and has virtual keyboard input, 

but when after navigating to bank registration page, web page 

vulnerability was detected by internet browser indicating that 

data is not completely secure and can be intercepted by 

external human factor that could intentionally steal required 

information. Thus, private data is not secured and after 

stealing that information, hackers have better chances to 

access IB web section with little or no efforts [19]. 

If one compares this case with website of South Korean 

banks, it can be seen that when entering to IB section, website 

forces to install additional software like anti-virus, anti-

malware, anti-key logger and anti-screen capture. This ensures 

that private data and credentials are secure when transmitting 

data from user PC to web server. Therefore we can conclude 

that there were not many online cases of money fraud in South 

Korea [15].  

Detailed study will be conducted later with the interviews 

of bank representatives and analysis of the websites and 

mobile applications of related banks. 

Security of web server environment and customer 

information database. 

Security of bank web server environment is not completely 

secure and even high tech South Korea banks were often 

hacked by international cyber crime groups, however there 

was no case in Korea like with Oman. There are two possible 

solutions for Omani banks to possibly prevent breach of web 
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servers. Firstly, all banks should carry out independent audit 

of their information systems by network security analysts or 

hackers [19]. Secondly, as it was suggested earlier, use of 

centralized repository of population of Oman in one place with 

the help of e-pins [15] for the reason that inter-institution 

networks are more protected and secured and it is easier to 

protect one system effectively, than trying to secure many 

places at once. 

Security measures to prevent unauthorized access to online 

banking section. 

All of the banks reviewed use 2FA security features with 

HSBC providing physical secure keys. Other banks use SMS 

based 2FA. However, these banks use 2FA for money 

transaction only, and not for login sessions. Although banks in 

South Korea also use 2FA for transactions only their IB 

environment is more secure that those of Oman. For other 

security features like session timeouts and lockouts all banks 

met the requirement. However, they do not give customers 

feedback to check whether passwords are strong or not, but 

only mention about use of strong passwords. 

Many studies suggest use of biometrics [6] [2] as a 

solution to complicated process of memorization of specific 

data and 2FA replacement. Among the suggestion is voice 

recognition [9], hand eye scan and fingerprint [2]. Saleh 

suggests using RFID to authenticate customers in order to 

improve IB security and improve trust [12]. Thus scholarship 

research could give more attention to research novel ways of 

authenticating IB customers. 
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Abstract— Medical Ontologies play a central role in integrating heterogeneous databases of various model organisms. Hepatobiliary 

system is very important to human vital processes. It has an ability to regulate the other systems. Furthermore, it may be affected by 

many pathologic conditions, which affect other organs negatively. This paper investigates the current studies on Ontological engineering 

approach and Ontology techniques for Hepatobiliary System Diseases. We present conceptual view for the Hepatobiliary system and its 

infected diseases. Besides, we propose a new classification schema for the research efforts investigated so far. We classified the research 

efforts investigated so far based on the Hepatobiliary system organs: Liver, Gallbladder, Bile duct and Pancreas. Besides, we discuss the 

current research gaps found in this research area. 
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I. INTRODUCTION  

       Ontology is a kind of controlled vocabulary of well 

defined terms with specified relationships between those 

terms, capable of interpretation by both humans and 

computers [1]. Furthermore, it is a specific rich description of 

Terminology, Rules, Concepts, and Relations among the 

concepts. There  are  several  Ontology  languages  such  as  

Extensible  Markup  Language  (XML) [2], Resource  

Description  Framework  Schema  (RDF(S)) [3], Darpa Agent 

Markup Language Ontology Interface Language 

(DAML+OIL) [4], and Web  Ontology  Language  (OWL) [5]. 

The Ontologies can be exploited in many applications in 

fields, where semantics-based communication among people 

and systems are crucial. [6]. There are different techniques 

related to the Ontologies: Ontology alignment, Ontology 

mapping/matching, Ontology translation, Ontology 

merging/integrating Ontology refinement and Ontology 

unification [7].  

        Ontology tools can be applied for all stages of the 

Ontology lifecycle (creation, population, validation, 

deployment, maintenance, and evolution), and hence there are 

many tools for Ontologies management in different formats 

(Protégé, OilEd, Apollo, RDFedt, OntoLingua, OntoEdit, 

WebODE, KAON, ICOM, DOE, and WebOnto) [8]. Ontology 

can be used to support various knowledge management issues 

including knowledge retrieval, storing, and sharing [9]. 
Protégé is an open source software that provides user 

community with a suite of tools to construct domain models 

and knowledge-based applications with Ontologies Protégé 

implements a rich set of knowledge-modeling structures and 

actions that support the creation, visualization, and 

manipulation of Ontologies in various representation formats. 

Protégé can be customized to provide domain for creating 

knowledge models and entering data [10]. Medical Ontologies 

play a central role in integrating heterogeneous databases of 

various model organisms and  

 

 

stored in heterogeneous databases. Also, it defines a precise 

and shared vocabulary for the semantic markup of resources 

and their description by metadata [11]. Conceptually, it is 

interested in solving important issues such as the reusing and 

sharing of medical data. The unambiguous communication of 

complex and detailed medical concepts is now a crucial 

feature of medical information systems [12]. There  are  

Medical Ontologies  developed  to  facilitate  this  purpose  

such  as  (Open Biomedical Ontologies OBO [13] ,  National 

Center for Biomedical Ontology NCBO's  BioPortal [14]  and 

Unified Medical Language System  UMLS [15] ). Medical 

Ontology is now widely acknowledged that Ontologies can 

make a significant contribution to the design and 

implementation of information systems in the medical field.  

 

        On the other hand, human body systems consist of 

specific cells, tissues, and organs that work together to 

perform specific functions. Conceptually, these systems are 

interconnected and dependent so they can’t work separately 

such as (Nervous System, Respiratory System, Immune 

System, Digestive System and Hepatobiliary System) [16,17]. 

The Hepatobiliary system includes four organs (Liver, 

Gallbladder, Bile duct and Pancreas). Where, Hepatobiliary is 

the one of the important systems in human body. It is 

responsible for lots of processes inside the body. These 

processes are important to keep body regulated and healthy. 

Conceptually, it plays an important role in many body 

functions like protein production. It is also responsible for 

detoxification, metabolism, synthesis, and storage of various 

substances however, this vital system may be affected by 

hazardous conditions whether they are internal or external [18, 
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19]. Interestingly, these diseases were classified based on 

different dimensions such as (Cause, Treatment, Symptoms, 

etc). This paper presents a new classification schema for the 

research efforts investigated so far. We classified the research 

efforts investigated so far based on the Hepatobiliary system 

organs: Liver, Gallbladder, Bile duct and Pancreas.  
  

The paper is organized as follows. Section 2 presents the 

conceptual view of Ontology based Hepatobiliary Systems. 

Section 3 displays Liver based Systems, section 4 presents 

Gallbladder based System, section 5 presents Pancreas based 

Systems, and section 6 presents Comparative among Ontology 

based systems for Hepatobiliary system diseases. Finally, 

section 7 presents conclusion and future work. 

II. CONCEPTUAL VIEW ONTOLOGY BASED 

HEPATOBILIARY SYSTEMS 

       In general human body consists of many systems such as 

(Nervous System, Respiratory System, Immune System, 

Digestive System and Hepatobiliary System). The 

Hepatobiliary system includes four organs (Liver, Gallbladder, 

Bile duct and Pancreas). To understand the research paper so 

far Hepatobiliary system, we design conceptual view for 

human body and its related systems. Figure 1 shows a new 

classification schema in the “Human Body” is the main class. 

Also we have the “system” class. The “system” class into six 

subclasses which are “Nervous”, “Respiratory”, “Immune”, 

“Digestive”, “Hepatobiliary” and “Others”. The 

“Hepatobiliary” class has “Organ” class. The “Organ” class 

includes five subclasses: “Liver”, “Gallbladder”, “Bile duct”, 

“Pancreas” and “Disease”. The “Disease” class includes eight 

instances: “Viral Hepatitis”, “Liver Cancer”, “Liver Immune”, 

“Chronic”, “Diabetes”, “Anti-diabetic drugs”, “Hepato-

Pancreato-biliary” and “Lithiasic Cholecystitis” which are  

effect on organs: Liver, Gallbladder, Bile duct and Pancreas in 

Hepatobiliary system. 

 

 
Fig.1. Conceptual view of Hepatobiliary System 

 

       There are many domains specific Ontological engineering 

approach and Ontology techniques has been built on 

Hepatobiliary system diseases. Figure 2 shows the research 

efforts investigated so far based on the Hepatobiliary system 

organs: Liver, Gallbladder, Bile duct and Pancreas.   

 

 

Fig.2. Ontology Based Systems for Hepatobiliary System Diseases 

III. LIVER BASED SYSTEMS 

     In [20], the authors presented a web service based 

approach to share the Viral Hepatitis Ontology among 

physicians, students of medicine, and intelligent systems. In 

addition, the proposed approach enables physicians, and 

students of medicine to differentially diagnose the Viral 

Hepatitis diseases. To show how the approach is very 

beneficial for physicians and students of medicine, the authors 

developed a system prototype (VHOSWS) to present different 

usage case studies. In figure 3 the VHOSWS tool for Viral 

Hepatitis differential diagnosis is shown. 
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Fig.3. Viral Hepatitis Differential Diagnosis [20] 

In [21], the authors developed Ontology based knowledge 
representation for Liver Cancer that was built using the 
Protégé-OWL editing environment. It has a great user interface 
that eases the process of building or editing Ontologies. This 
Ontology is encoded in OWL-DL format which is the most 
recent development in standard Ontology languages, endorsed 
by the World Wide Web Consortium (W3C) to promote the 
Semantic Web vision.  

This Ontology can be used by experts or medical 
researchers who want the liver cancer knowledge to be 
represented in a semantic way that allows reasoning 
capabilities. Figure 4 shows the liver cancer class hierarchy. 

 

Fig.4. Liver Cancer class hierarchy [adapted from [21]] 

 In [22], the authors developed Liver Immunology 
Ontology (LIO) within the Open Biomedical Ontologies 
(OBO) Foundry framework, importing and linking relevant 
portions of orthogonal reference Ontologies. LIO is a novel 
tool for comprehensive analysis of liver immunology data sets, 
providing a valuable resource for the liver disease research 
community. 

IV. GALLBLADDER BASED SYSTEM 

In [23], the authors presented description of the process of 
Ontology construction for gallbladder ultrasound images. This 
Ontology is inspired and based on the knowledge base created 
and being used for SonaRes the decision support system for 
ultrasound diagnostics. This system has accumulated the 
experience of the skillful experts-sonographists in the domain 
of hepato-pancreato-biliary zone examination. This experience 
and knowledge is well structured and formalized in this system 
for gallbladder and pancreas.  

On the other hand, there is a powerful and attractive, from 
the point of view of knowledge portability, tool– Ontology, 
which in computer science is considered as an attempt of 
comprehensive and detailed formalization of some knowledge 
domain with the help of conceptual scheme.  In figure 5 
represents of knowledge on gallbladder pathology.  

 

 

Fig.5. Knowledge on gallbladder pathology”Chronic lithiasic 
cholecystitis” [23] 

V. PANCREAS BASED SYSTEMS 

    In [24], the authors presented a method of context-driven 

annotation in images of the DICOM standard [25] and its 

application for ultrasound images. Here is described them 

attempt to create a mapping between the Classification of 

Diseases ICD-10 [26], and the Ontology of Ultrasound Images 

(OUI) of hepato-pancreato-biliary zone organs [27]. 
 

In [28], the authors developed a disease Ontology based on 
River Flow Model and a browsing tool for causal chains 
defined in it. Because the Ontology is based on Ontological 
consideration of causal chains, it could capture characteristics 
of diseases appropriately. The definition of disease as causal 
could be also very friendly to clinicians since it is similar to 
their understanding of disease in practice. Moreover, it could 
include richer information about causal relationships in disease 
than other disease Ontologies or medical terminologies such as 
SNOMED-CT. Figure 6 presents the types of diabetes 
constituted of casual chain. 
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Fig.6. Types of Diabetes constituted of casual chain [28] 
 

In [29], the authors presented an Ontology reasoning 
component (ORC) that builds upon existing Ontology 
modeling tools and techniques to support the integration and 
interpretation of multimodal medical information. He had 
illustrated how to embed ORC as a reasoning capability in 
reactive infrastructure agents supporting intelligent agents 
operating in COMMODITY12, a personal health environment 
for diabetic patients and the medical professionals that treat 
them. In figure 7 presents architecture showing how to extend 
the COMMODITY12 PHS [30], with Ontologies and ORC 
agents to support semantic reasoning for diabetes patient 
profiles. 

 

Fig.7. Architecture showing how to extend the COMMODITY12 PHS 
with Ontologies [29] 

      In [31], the authors developed a Diabetes Medication 

Recommendation system, based on domain Ontology that 

employ the knowledge base provided by a hospital specialist 

in Taichung’s Department of Health and the database of the 

American Association of Clinical Endocrinologists Medical 

Guidelines for Clinical Practice for the Management of 

Diabetes Mellitus (AACEMG). By thorough analysis, the 

system first builds ontology knowledge about the drugs’ 

nature attributes, type of dispensing and side effects, and 

ontology knowledge about patients’ symptoms. It then utilizes 

Semantic Web Rule Language (SWRL) and Java Expert 

System Shell (JESS) to induce potential prescriptions for the 

patients. This system is able to analyze the symptoms of 

diabetes as well as to select the most appropriate drug from 

related drugs. 
 

       In [32], the authors purposed is to offer through three 

simple stages a solution based on Ontologies to provide 

personalized monitoring services for patients with any of a 

wide range of chronic conditions in a tele-monitoring scenario. 

Presenting the work through the three stages, actions involved 

in each stage are clearly described enhancing its 

understanding, reusability and transferability of both the 

Ontology and the methodology for different domains or 

applications.  

 

       In [33], the authors developed Ontology for the care of 

chronically ill patients and implement two personalization 

processes and a decision support tool. The first personalization 

process adapts the contents of the Ontology to the 

particularities observed in the health-care record of a given 

concrete patient, automatically providing a personalized 

Ontology containing only the clinical information that is 

relevant for health-care professionals to manage that patient. 

The second personalization process uses the personalized 

Ontology of a patient to automatically transform intervention 

plans describing health-care general treatments in to individual 

intervention plans. For comorbid patients, this process 

concludes with the semi-automatic integration of several 

individual plans in to a single personalized plan.  

        Finally, the ontology is also used as the knowledge base 

of a decision support tool that helps health-care professionals 

to detect anomalous circumstances such as wrong diagnoses, 

unobserved comorbidities, missing information, unobserved 

related diseases, or preventive actions. 

 

VI. COMPARATIVE AMONG ONTOLOGY BASED SYSTEM FOR 

HEPATOBILIARY SYSTEM DISEASES 

       There are many research works described different types 

of diseases and Ontological engineering approach on 

Hepatobiliary system. These works have been achieved to 

build specific domain Ontologies and systems for different 

diseases in Hepatobiliary system as shown in table1. 

 

 

 
Table1: Represents comparison among Ontology-based systems for 

Hepatobiliary System Diseases  

 
 

        Browsing tool is system for disease casual chain in 

diabetes. VHOSWS is web service system for viral hepatitis 

diagnosis and query by using Ontology which is built by 

protégé editor (OWL file). Representation for Liver Cancer is 

system for liver cancer diagnosis by using Ontology which is 

built by protégé editor (OWL file). Ontology reasoning 

component (ORC) is Ontology in diabetes field which is built 

by protégé editor (OWL file) using Semantic Web Rule 
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Language (SWRL). A personalized monitoring service is 

system for chronic tele- monitoring which is built by protégé 

editor (OWL file). While, SonaRes is system for Gallbladder 

diagnosis which is built by protégé editor (OWL file). 

Ontology of Ultrasound Images (OUI) is system for hepato-

pancreato-biliary zone organs diagnosis which is built by 

protégé editor (OWL file). Liver Immunology Ontology (LIO) 

is system for LIO query which is built by protégé editor (OWL 

file). Recommendation system based for anti-diabetic drugs 

diagnosis and query which is built by protégé editor (OWL 

file) using SWRL. On the other hand, health-care Ontology is 

system for chronic diagnosis which is built by protégé editor 

(OWL file).  
 

VII. CONCLUSION AND FUTURE WORK 

      This paper discussed the current studies on Ontological 

engineering approach and Ontology techniques for 

Hepatobiliary system diseases.  It presented conceptual view 

of Ontology based Hepatobiliary system and its infected 

diseases. Furthermore, it presented a proposed a new 

classification schema for the research efforts investigated so 

far based on the Hepatobiliary system organs: Liver, 

Gallbladder, Bile duct and Pancreas. Beside, paper shows 

researchers worked in vary systems and Ontological 

engineering approach on Hepatobiliary system. The current 

work builds a new Ontology which using protégé editor (OWL 

file) and system for diagnosis, disease causal relation and 

query. Additionally, medicine side effects for disease, 

treatment plan and electronic patient records (EPRs) on 

different types of diseases in Hepatobiliary system. 
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Abstract— Frequency hopping (FH) signals have been widely employed in wireless communication networks to combat interference 

and avoid collision. This paper considers the blind FH signal estimation problem in antenna array systems, where the direction-of-

arrivals, hopping time and frequency are all unknown to the users. A hierarchical sparsity-aware technique is developed to estimate 

these parameters in an optimization framework. More concretely, sparsity in spatial domain and time-frequency domain are exploited 

in a hierarchical and iterative manner, respectively, where more accurate parameter estimation performance can be obtained. 

Compared to prior state-of-the-arts, conventional model-order selection procedure can be conveniently avoided due to the utilization of 

sparsity-regularized framework. Results of numerical experiments show that the proposed algorithm can achieve superior performance 

particularly in sub-Nyquist sampling and low signal-to-noise ratio (SNR) scenarios compared with other recently reported ones.  

 

Keywords—Frequency hopping, antenna array systems, sparsity-regularized framework 

I.  INTRODUCTION 

In wireless communications and other information 

systems, frequency hopping (FH) signals have been widely 

employed due to their advantageous capability of low 

interception and anti-jamming [1]–[3]. In many wireless 

networks such as home area networks (HAN) and Blue tooth 

personal area network(PAN), FH signal is employed to 

combat near-far problem[4] and avoid collision [1], [5], [6]. 

When non-cooperative FH networks coexist, however, it is 

inevitable that the receiver encounters multiple unknown FH 

signals from different emitters. In these systems, antenna array 

is often utilized to provide spatial degree of freedom to 

separate sources from different directions. The main challenge 

is to robustly estimate the DOAs, hopping time and frequency 

of the multiple FH signals. Since the maximum likelihood 

estimation will induce intractable computations and cause 

over-fitting problems [7],[8], many other alternative 

approaches are developed to achieve robust estimation.  

The conventional time-frequency distribution (TFD) is a 

natural tool to exhibit the non-stationary frequency content 

of the signals. DOA estimation procedure, such as 

beamforming or multiple signal classification (MUSIC), is 

often carried out before applying TFD to estimate the hopping 

time and frequency in a non-parametric manner. The linear TF 

distribution such as, short-time Fourier transform (STFT), is a 

popular choice for estimating the parameters of each FH signal 

due to it is free of cross-terms [9], while quadratic TFD such 

as, Wigner-Ville distribution (WVD) is also employed for its 

high energy concentration of the signal [10]. Even though 

entropy or gradient based refinement is often employed to the 

TFD as a post-processing procedure, either limited resolution 

(linear TFD) or undesirable cross-terms (quadratic TFD) 

greatly inhibit substantial improvements by these procedures. 

In [1], [11], another method is developed to cope with DOA, 

hopping time and frequency estimation in FH networks.  An 

expectation maximization (EM) approach is employed to 

iteratively estimate the amplitude, hopping time and frequency. 

In this approach, the success of the EM algorithm depends 

largely on the proper selection of initial value, where a 

denoised  STFT is often used to initialize the algorithm. In low 

SNR environments, however, it is hard to obtain a desirable 

initial TFR, which will inevitably result in degraded 
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performance of the EM algorithm. More importantly, the 

model order selection procedure is required to facilitate the 

estimation. To effectively deal with the heavy burden on A/D 

hardware, multiple FH signal estimation is considered in a 

sparse linear regression (SLR) framework [8], [12], where a 

fused-lasso alike formulation is employed to solve this 

problem. In this framework, two penalty terms are defined to 

encourage sparsity [13] and smoothness in the TF domain, 

respectively. The formulation can be expressed as, 

 
where the first term is for data fitting, the second and third 

terms are for encouraging sparsity in frequency and 

differential-time domain, respectively [8]. One remarkable 

advantage of this approach is that it does not require to select 

the order of the parameters. Moreover, due to the grid based 

formulation, this approach can even be conveniently 

accommodate to different sampling strategy [8]. However, this 

approach is particularly formulated for single channel system, 

where non-trivial modification is required to be carried out for 

multi-channel systems. Inspired by the SLR framework, we 

propose a hierarchical sparsity-regularized framework to cope 

with the abovementioned challenges. In the first stage of the 

framework, spatial sparsity of the signals is exploited, while 

frequency and hopping sparsity are exploited in the second 

stage of the framework. The main idea of the algorithm is to 

properly utilize the hierarchical sparsity model to achieve 

jointly sparsity. By unifying these two stages in an iterative 

estimation, more accurate estimation performances can be 

expected. The proposed method can be considered as a model-

selection free approach, where model-order mismatch problem 

is desirably avoided by the utilization of sparsity. Moreover, 

the proposed approach can allow for mutual improvements of 

parameter estimation due to the proposed iterative scheme. 

The paper is organized as follows. In Section II, the 

preliminary is presented and the hierarchical sparse model is 

introduced. In Section III, the sparsity-regularized framework 

is formulated in a hierarchical manner. The proposed approach 

is proposed in Section IV of the paper. Finally, the 

experimental results are given in Section V to validate the 

performance of the proposed algorithms. 

 

Notation : Vectors and matrices are denoted by bold 

symbol. For a vector x, x∗ and xH represent the conjugate and 

Hermite of the vector. For a matrix A, AH and A−1 denote the 

conjugate and inverse of the matrix, respectively. lp norm of 

the vector or matrix is denoted by ∥·∥p. CN(X|;) denotes 

multivariate complex Gaussian distributions. 

II. PRELIMITARY AND PROBLEM FORLUMATION 

In the multi-channel FH sensor network, the direction-of 

arrival (DOA), hopping time and frequency are all required to 

be estimated by each user. In particular, the geometry of the 

uniform linear array (ULA) is given in Fig. 1. In this section, 

we present the received signal model of the multiple FH 

signals. Assuming Ks sources are impinging on a ULA with L 

sensors, the received signal in each snapshot n is given as 

  

where y(n) ∈ CL×1, Φ = [a(θ1); …,a(θN0 )] ∈ CL×N0, s(n) ∈ 

CN0×1 contains the FH signals, Ns is the number of snapshots. 

The noise v(n) is assumed to be spatially and temporally 

uncorrelated,  

 

Consider a FH network where each user receives the noise 

corrupted multiple FH signals. Sampling the continuous signal 

s(t), we can obtain the discrete form of s(t) expressed as 

 
where Ki is the number of hopping frequencies during the ith 

system dwell time, i;k is the amplitude of the signal 

associated with the ith system dwell time and k-th hopping 

frequency. Since the noise obeys complex Gaussian 

distribution, the likelihood of the received signal can be 

expressed as 

 
In practical communication systems, direction of arrivals, the 

system dwell time and hopping frequency are all unknown to 

the user, and required to be estimated robustly to avoid 

retransmission. To illustrate the difficulty of the problem, the 

maximum likelihood (ML) estimation can be formulated as 

the following optimization problem given as, 

 
In blind frequency hopping signal estimation problem dealt 

within this paper, the frequency location, hopping time instant, 

the number of components are all unknown, which is a very 

challenging problem [8]. In conventional estimation scheme, 

model order should be selected for good performances. The 

above formulation is known to be a non-convex optimization 

problem and is analytically non-solvable [11], which is 

equivalent to the ML estimation. Since the hopping instant nk, 

the number of hopping instants K̂ , the hopping frequency fi;k, 

the number of components N, complex magnitude kn and 

even direction of arrivals θk (in multi-channel case) are all 

unknown, solving this problem by exhaustive search is 

computational intractable. It is argued that the ML estimation 

by searching are these parameters in a combinational way is 

not a trivial task [1], [8]. Moreover, proper model-order 

selection procedure is also required to be carried out to avoid 

over-fitting problem. 

III. HIERACHICAL SPARSITY-REGULARIZED FRAMEWORK 

Inspired by the sparsity regularized framework, in this 

section, a hierarchical framework is introduced to estimate the 
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DOA and FH signal in a sparsity-driven manner. As presented 

in Section II, the estimation problem can be expressed in a 

hierarchical linear model. In sensor array system, the sparsity 

of the signals in spatial domain and time-frequency domain 

can be exploited, respectively. More concretely, the signals are 

only coming from a small number of angles, and can be 

represented in the time-frequency domain in a piecewise 

sparse manner. Remarkably, this sparse driven approach can  

 

 
 

obtain desirable estimation results and avoid the model-order 

selection procedure.  

 

A. Stage 1: Spatial Sparsity 

To estimate the DOA with sparsity constraint [14], [15], 

a new matrix is 

particularly manipulated as an over-complete dictionary, 

whose i-th atom 

 
 

corresponds to an ideal steering vector from spatial angle θi, 

based on the geometry of the ULA presented in Fig. 1. Based 

on the sparse representation, the signal model can be 

constructed as, 

 
 

where S is a row-sparse matrix. The non-zero rows of the 

matrix S represent the FH signals from different directions. In 

this stage, the prior for the row-sparse matrix S can be 

expressed as, 

 
where l is defined as a hyper-parameter to control the rowwise 

sparsity degree of the matrix S. In particular, a non-zero row 

of the matrix S corresponds a FH signal from a particular 

direction. 

 

B. Stage 2: Hopping Time And Frequency Sparsity 

Apart from the spatial sparsity of the received signal, the 

FH signal exhibits hopping time and frequency sparsity in 

time-frequency domain in the modeling of the second stage 

[16]. Let us denote the non-zero row of S as ~Si. To exploit 

the hopping time and frequency sparsity, the signal model can 

be represented by, 

 
where xi ∈ C NsN×1 is the stacked time-frequency coefficients 

for the i-th FH signal and Si ∈ C1×Ns is the FHsignal from the i-

th direction. The i-th row of matrix W is constructed as Wi =  

  where   

is a vector representing frequency grid. To exploit the  

frequency sparsity, the prior for xi is also a multi-variate 

Laplace distribution, expressed as [17] 

 
where the matrix D is a differential matrix defined in [8], [12]. 

Combining these two priors will result in both the hopping 

time and frequency prior for xi. 

Based on the above described can be expressed as 

maximum a posterior (MAP) estimation, the solution of can be 

expressed as 

 

However, this MAP estimation problem is a hard to be solved 

directly due to the explicit coupling of prior for S and x. 

Therefore, we propose an approximate algorithm to solve this 

problem in Section IV.  

Remark 1: The above-describe model will naturally 

incorporate the sparsity in spatial, hopping time and frequency 

domain in a hierarchical manner. However, how to properly 

and effectively exploit this hierarchical sparsity to obtain 

mutual enhancement of DOA and FH signal estimation is the 

key issue. More concretely, exploiting the sparsity in the 

spatial domain should enhance the FH signal estimation 

performance and vice versa. 

IV. FH SIGNAL ESTIMATION PROBLEM 

In this section, a hierarchical sparse regularized 

estimation (HSRE) approach is developed to obtain DOA and 

FH signal estimation in a joint manner. By leveraging the 

hierarchical sparsity, the immediate advantage of the proposed 

approach is 

that it can desirably avoid model-order selection procedure. In 

particularly, an iterative procedure is proposed to estimate the 

DOA and FH signals in a hierarchical way. Another 

remarkable advantage of this approach is that it can achieve 

much better results by iteratively refining the DOA estimation 

and FH signal estimation. In this approach, the DOA 

estimation and FH signal estimation is carried out in separate 

stages, while allowing mutual improvement of the parameter 

estimation accuracy. 

 

DOA estimation Stage: Assume that the FH signal has 

been estimated from the last iteration. To properly utilize the 

information, we propose to carry our the beam-forming 

procedure for the i-th FH signal, which can be expressed as, 

Page | 378



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0072   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 

Since the correlation between different FH signals is 

relatively low, the second and third term in (14) are considered 

as new noise term. Therefore, in this stage, the modified 

likelihood function of the filtered signal can be represented by 

 

where is is a sparse vector denoting the spatial sparsity of the 

i-th FH signal. Combining the sparsity prior of is , the MAP 

estimation of this problem can be given as, 

 
where  is the regularization parameter to balance data fitting 

and sparsity. 

 

Remark 2: Based on the estimation of the FH signal, the 

signal is projected on the estimated FH signal, respectively. 

The underlying rationale is that the DOA estimation can be 

more accurately carried out based on the projection. The DOA 

can be more accurately estimated, since the filtered signal is a 

one-sparse signal in spatial domain. FH signal Estimation 

Stage: Assume that the DOAs have been estimated in the 

above stage. Similarly, the beam-forming procedure is carried 

out to estimate the FH signal for the i-th direction as, 

 
Therefore, the modified likelihood function of the 

beamformed signal can be represented by, 

 
where xi is a sparse vector denoting the time-frequency 

coefficient of the FH signal from i-th direction. Combining the 

sparsity prior of ix  in both hopping time and frequency 

domain, the MAP estimation of this problem can be given as, 

 
Remark 3: Based on the estimation of the DOA, 

beamforming procedure is carried out before FH signal 

estimation. An immediate advantage is that this procedure will 

separate the FH signals, where each one can be considered to 

be sparser in both hopping time and frequency domain. 

Therefore, the proposed algorithm operates in an iterative 

manner as shown in Algorithm 1. It is noted that the number 

of sources Ks is not required to be estimated by model-

selection technique, rather it can be easily determined by 

thresholding residual due to sparsity, which is not discussed 

further for brevity. 

 

V. FH SIGNAL ESTIMATION PROBLEM 

In this section, the experimental results are presented to 

validate the performance of the algorithm. The regularization 

parameter for FH signal estimation stage is chosen to be1 

=1
*/10 and 2 =2

*/10 to achieve desirable hopping time 

and frequency detection in the tested SNRs, where optimal 1
* 

and 2
* are given in [8]. The number of Monte Carlo trails is 

chosen to be 100. 

The hopping signals used in the following experiments 

are generated as follows: the first hopping component is active 

within the range of time index [0 : 15] and the carrier 

frequency hops from 13 KHz to 18 KHz within the range of 

time index [16 : 63]. The second hopping component is active 

within the range of time index [0 : 31] and the carrier 

frequency hops from 28 KHz to 23 KHz within the range of 

time index [32 : 63]. 

 
In the following, the frequency hopping signal estimation 

based on EM (FHSE-EM) algorithm is particularly compared 

for performance evaluation. In the following experiments, the 

SNR is defined as 

 
where s denotes the signal vector, Ns is the number of time 

indices and 2 is the noise power. 

In particular, two performance measures are defined for 

comparison of hopping time and instantaneous frequency (IF) 

detection, respectively. The correct hopping time detection 

ratio is defined as, 

 
where Mc is the number of Monte Carlo trails and Dt(i) is the 

number of correct detections in each Monte Carlo trial. The 

hopping time statistic is defined as Δn = ∥xn+1 − xn∥22. A 

correct hopping time detection is declared if the estimated 

hopping instant is less than 3 samples away from the 

associated true hopping instant, which is defined in the same 
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way as in [8], [18]. The incorrect IF detection ratio is further 

defined as, 

 
where Df (i) is the correct frequency detection rate in the i-th 

Monte Carlo trial. An illustrative example is given in Fig. 2. In 

this experiment, the true DOA of the two sources are θ = [40; 

60]. It is seen that the spectrogram obtained in Fig. 2 (a) and (c) 

cannot give a good energy concentration of the signal, 

particularly in the first system dwell time. In contrast, the time 

frequency representation obtained by proposed sparsity-driven 

methods in Fig. 2 (e) and (g) can give much better estimation 

and concentration due to the utilization of hierarchical sparsity 

regularized strategy in the time-frequency domain and spatial 

domain, receptively. Notably, the time-frequency 

representation obtained by the proposed method is considered 

quite a desirable one since the noise is well pruned away with 

clear hopping time estimation compared to those obtained by  
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STFT. The corresponding hopping time statistics also 
demonstrate the superiority of the proposed method. As seen 
from Fig. 2 (b) and (d), the statistics does not give the correct 
and has undesirable side-lobes. In contrast, the hopping time 
statistics obtained by proposed algorithm, as shown in Fig. 2 (f) 
and (h) can give the correct estimation result and has a sharp 
spike in hopping time instant. Therefore, it can show that the 
proposed approach can achieve better DOA estimation 
accuracy and higher hopping time detection rate. 

In Figs. 3, Monte Carlo experiments are conducted to 

give quantitative evaluation of the proposed algorithm and the 

previously reported ones, in terms of correct hopping time 

detection ratio. From this figure, it can be observed that with 

the increase of SNR, the STFT, FHSE-EM and the proposed 

all achieve better performance. In particular, the correct 

hopping time detection ratio of proposed HSRE method is 

almost 100%, when SNR > −5dB. Across all the SNRs, our 

proposed algorithm can achieve the best hopping time 

detection ratios due to the utilization of hierarchical sparsity.  

In Fig. 4, the corresponding incorrect IF detection ratio is 

presented with same experimental settings. From this figure, 

similarly, all of these algorithms gives lower incorrect IF 

detection ratio with the increase of SNRs. In particular, our 

proposed algorithm can achieve the lowest incorrect IF 

detection ratio due to the inherent scheme of joint sparsity 

inducing procedure. 

VI. CONCLUSION 

In this paper, a new frequency hopping signal estimation 

method in sensor array system is developed, where DOA, 

hopping time and frequency can be jointly estimated. 

Compared with existing research, in our work, a hierarchical 

framework is particularly utilized to combat the difficulties of 

model order selection procedure, by exploiting spatial sparsity 

and time-frequency sparsity. This novel approach can not only 

avoid the tedious parameter tuning process, but also provide 

robust performance in low SNR environments. 
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Abstract— In this paper, a novel single channel source separation using two-dimensional nonnegative matrix factorization (NMF2D) 

is proposed. In NMF2D, the time-frequency (TF) profile of each source is modeled as two-dimensional convolution of the temporal code 

and the spectral basis. The proposed model used Beta-divergence as a cost function and updated by maximizing the joint probability of 

the mixing spectral basis and temporal codes using the multiplicative update rules. Results have concretely shown the effectiveness of 

the algorithm in blindly separating the audio sources from single channel mixture. 

Keywords- Blind Source Separation; Nonnegative Matrix Factorization ; Machine Learning; Beta Divergence. 

 

I. INTRODUCTION  

Blind source separation (BSS) refers to the statistical 
technique of separating a mixture of underlying source signals. 
BSS has become one of the promising and exciting topics with 
solid theoretical foundations and potential applications in the 
fields of signal processing, neural computation and advanced 
statistics. Single channel source separation (SCSS) is a branch 
of BSS family where the blind signal separation is achieved 
when only one single recording is available. For many practical 
applications such as audio scenarios, generally only one 
channel recording is available in the hardware and in such 
cases conventional source separation techniques are not 
appropriate. Several approaches have been developed to solve 
the MSS problem such as the computer auditory scene analysis 
(CASA) [1] and underdetermined BSS [2, 3]. However both 
techniques are supervised technique which relies on a priori 
knowledge of sources obtained during the training phase to 
perform the separation. To overcome this, nonnegative matrix 
factorization (NMF) [4] approach is introduced where 
separation is performing without using any prior knowledge 
about the corresponding source signal. In NMF, given the 
matrix, Y of a dimension of F x N with nonnegative elements, 
nonnegative matrix factorization (NMF) is the problem of 
approximate the factorization 

 

Y WH                                         (1) 

where F CW and C NH are a non-negative matrices. 

F represents the frequency bins while N represents the time slot 
in the TF domain. W contains the spectral basis vectors while 
H represents the amplitude of each basis vector at each time 
point. C is the numbers of component from data sources being 
used and it is determine such that FC+CN<<FN so that the data 
can be compressed to its integral component. This problem can 
be formulated as the minimization of an objective function. 
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where d is a scalar divergence. common way to measure how 
close Y and WH are to use a so-called Beta divergence [5], 
defined by 
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The limiting cases β =0 and β =1 correspond to the Itakura-
Saito (IS) and Kullback-Leibler (KL) divergences, 
respectively. Another case of note is β =2 which corresponds to 
the Least Square (LS) distance. The Beta divergence offers a 
continuum of noise statistics that interpolates between these 
three specific cases. This paper proposed a new model of 
monaural source separation based on two-dimensional NMF 
(NMF2D) model [6] with the Beta-divergence as an objective 
function. We develop a novel solution that efficiently performs 
source separation to be used in audio source separation. The 
proposed solution operated in time-frequency domain and the 
objective function was minimized using multiplicative update 
rules. 

The remainder of the paper is organized as follows: Single 
channel mixture model in the TF domain is introduced in 
Section II. The derivation of proposed separation technique of 
Beta-divergence two dimensional NMF is detailed in Section 
III. Section IV presents the results of experimental tests as well 
as the analysis. Finally, Section V concludes the paper. 
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II. TWO-DIMENSIONAL NMF WITH BETA-DIVERGENCE 

A. Source Model 

In this section, the proposed nonnegative matrix 

factorization framework is derived. Firstly, we considered a 

source model of Y which is defined as a follows:  

max max max max

0 0 0 0 1

J

jj

j

     
 

   

 

    

 
  
 
 

  Y H HWW           (4) 

where J is the number of sources. The matrix 
W  represents 

the th slice spectral basis and 
H  represents the th  slice of 

temporal code for each spectral basis element. The vertical 

arrow in 





W denotes downward shift operator which moves 

each element in the matrix by   row down. By the same 

token, the horizontal arrow in 






H  denotes the right shift 

operator which moves each element in the matrix by   

column to the right. This can be interpreted as follows, i.e: 

1 2
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The factorization for NMF2D source model in (4) is based 

on a model that represents temporal structure and pitch 

change. In audio processing, the model represents each 

instrument by a single time-frequency profile convolved in 

both time and frequency by a time-pitch weight matrix. This 

model thoroughly decreases the number components need to 

model various instruments and efficiently solves the monaural 

source separation problem. In the following, novel algorithm 

of sparse NMF2D with Beta-divergence is proposed to 

estimate the parameter of j






W and j






H from the mixture. 

 

B. Cost Function with Multiplicative Update Rules. 

 

Now, we incorporated the Beta-divergence as defined in 

(3) such that it will minimize the cost function as follow: 
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 Y HW . In this 

paper, we employed the multiplicative update rules which 

consist in updating each parameter by multiplying its value at 

the previous iteration by a certain coefficient. The derivatives 

of (5) corresponding to 


W and 


H of Beta-NMF2D are given 

by: 
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Thus, by applying the standard multiplicative update rule: 
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', ' ', ' ', ' ', '' '

', ' ', '

  and  f j f j W j n j n H

f j j n

C C    

 
 

 
   

 
W W H H

W H
                                    

(8) 

where 
W  and 

H  are positive learning rates which can be 

obtained by following [7], namely: 
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Thus, the multiplicative update rules for 


W and 


H  become: 
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In equations (10) and (11), A B. denotes element wise 

multiplication and 
A

B
 denotes the element wise division. 

C. Reconstruction of the Separated Sources 

 

From mixture Y, we seek the two estimated sources which 

are 
max max

1 1 1

0 0

ˆ
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using binary masking technique [8], we obtained mask, jM as 

follows: 

ˆ ˆ1,

0,        

j k

j

if

Otherwise

 
 


X X
M                            (12) 

Then, the time domain estimated signal ˆ
jx  is obtained by 

resynthesizing jM with the mixture Y i.e. 

 ˆ resynthesizej j x M Y . Here, ‘resynthesize’ signifies the 

inverse mapping of log-frequency axis to the original 

frequency axis and then followed by inverse short-time 

Fourier transform (STFT) back to the time domain. 

 

 

III. EXPERIMENTS & ANALYSIS 

 

A. Experiment Setup 

 
The proposed algorithm is tested on audio signals 

containing female speech and jazz music. The mixture is 
approximately 6s long and sampled at 16 kHz. For audio 
separation, after conducting the Monte-Carlo experiments over 
50 independent realizations of the mixture, the parameters of 
the convolutive factors of   and   shifts are set to be max 8   

and max 32   . This is the best realistic parameter setting to 

represent the temporal code and spectral basis in the 
factorization for most of music signals.To evaluate this, the 
performances of the algorithm have been measured using 
signal to distortion ratio (SDR) [9] which measures an overall 
sound quality of the source separation. SDR value which is 
higher than 7dB can be considered as good because it shows 
that there is less distortion in the recovered signal and 
represents an acceptable perceptual measure. 

B. Audio Source Separation Results 

Figure 1 show the average SDR values obtained from 

various values of Beta using multiplicative update NMF2D 

algorithm. The value of β tested was varied from 0 to 2 in 

steps of 0.1. It ought to cover Least Square (LS) distant, the 

Kullback-Leibler (KL) divergence and the Itakura-Saito (IS) 

divergence of NMF2D. The average separation performance 

was obtained from the estimated SDR value for each source in 

a speech-music mixture, thereby providing a measure of 

overall separation for each signal. From Figure 1, as we 

increase the value of β, the performance also increase and it 

reach its peak value when β=0.8 with average SDR value of 

8.5dB is obtained for each source. A tail-off in performance 

occurs as the value of β increases from 0.8 goes up to 2. From 

this experiment, it suggests that beta around 0.8 is an optimal 

value for audio separation. Figure 2 shows the audio 

separation results in time domain. From Figure 2, the proposed 

algorithm shows the capability to separate the single mixture 

and recover the female speech and jazz music very well in 

single channel mixture. It can be seen that the separated 

signals almost replicate the original sources.   

 

 
Figure 1    Separation results for various values of β using 

Beta-divergence NMF2D 

 

 

 
 

Figure 2  Audio separation results using Beta-divergence 
NMF2D 

IV. CONCLUSION  

The use of the Beta-divergence for audio source separation 
using NMF2D model has been investigated. The value of Beta-
divergence with β=0.8 was found to produce an optimal result. 
The method proposed are computationally efficient where it 
avoids strong constrains of separating sources without prior 
knowledge of the original sources. We confirmed through an 
experiment that the proposed algorithm performs very well in 
separation of an audio mixture.  
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Abstract— Peoples are able to share their knowledge and information through the online web. A large database is capable to handle 

global information through the web as well. Thus huge number of databases is grown due to store information. In this information 

handling cases, it is needed to search by using dedicated tools; broadly known as search engine. Though a number of search engines are 

on hand these days but recovering of authenticated information is quite complicated now. Furthermore, these existing search engines 

are not able to indicate the authenticated and doubtful retrieved information. On the other hand, to overcome these limitations in 

investigating systems to rescue authenticate data smartly; wisdom and semantic web search systems are performing main responsibility. 

An intensive literature survey on the search engine in wisdom and semantic search technologies are presented in this paper. 

 

Keywords— data rescue; wisdom and semantic search, search systems. 

I.  INTRODUCTION  

"Wisdom" is a word which contains the meaning of the 
thoughtful theory and function of awareness. It is a full of 
meaning accepting and awareness of persons, possessions, 
dealings or situations, consequential in the ability to apply 
perceptions, judgments and actions in keeping with this 
understanding. It often requires control of one's emotional 
reactions (the "passions") so that universal principles, reason 
and knowledge prevail to determine one's actions. Wisdom is 
also the comprehension of what is true coupled with optimum 
judgment as to action (wikipedia). The Wisdom web is a such 
kind of search system which will perform the authenticate data 
retrieval system from the authorized database. However, 
wisdom-based search systems are not revealed vastly in the 
current search systems. 

Additional room of current web is Semantic Web which 
permits the precise data explained with such terminologies that 
can be easily understand by human and intelligent machines 
[1].  An updated W3C model is known as Resource 
Description Framework (RDF) is used in description of 
semantic web information. Human and computer could be 
collect available data from semantic web by using current web 
sites. Semantic web contains significant concept named 
ontology [2]. Web Ontology Languages (OWL) is another 
W3C model is used for ontology representation. Existing web 
systems cannot resolve the internal operational problem where 
semantic web can able to demonstrate efficiently data 
detection, computerization and incorporation. Semantic search 
systems are still in primary phase considering in research scale, 
whether the existing web search systems such as msn, yahoo, 
google etc are still control the web world. Maximum search 

systems are used keyword to the user input data search in the 
web page to retrieve. Nevertheless they use sophisticated 
algorithms to verify the real information searching from the 
pointless webs. It can able to reply according to the subject of 
the searching information. On the other hand, lack of their web 
information dependency, it fails to reply answer of the 
intellectual enquiries from client. Presenting a semi-precise in 
less delay is the key goal of this kind of search systems. 
Therefore most of the users are not satisfied using such kind of 
search systems. In addition, such systems are enable to retrieve 
and verify the information from a authenticated source. Thus, 
semantic web systems are able to be dealt with intelligent 
enquiries [3] and wisdom-based system be able to dealt with 
authenticated sources.  

Trends and directions of the wisdom and semantic-based 
search systems are discussed and analyzed in this work. 

II. STATE OF ART 

Data search and rescue is from the web contains a lot of 
challenges for the basic data retrieval. For the different types of 
technologies using in different web search systems, the 
retrieved results may be vary with their expectation. Though 
this kind of search systems only retrieve the data from the web 
only, but currently few researcher are interested to develop 
semantic-based search systems. Existing web database got lack 
of semantics' systems that turn it in more difficulties to 
understand the client expectations. Three types of problem 
arise during the data surrounding on the web. First, how the 
search systems make a plan to search data on the web in a 
intelligent and useful manner, which is important to the user. 
Second, how the search systems can distinguish the search 
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results to the several web link. Graph-based query model can 
solve the second problem [4]. Third, do the search results 
authenticate? By producing semantic web annotation, it can 
solve the first stated problem [5-6].  Authenticated ontology 
research is still in early stage to solve the third problem. 
Semantic web layer working principle is shown in Fig. 1. 

 

 

 

 
 

 

Fig. 1. Structure of Semantic Web 

 

A. Existing Web Limitations 

Lack of uses of semantic technology in existing World 
Wide Web causes search systems ambiguous search result. 
Therefore semantic and wisdom-based search systems can be 
defeat some problems; such as, lack of proper retrieved data 
representation structure, ambiguous problem in proper search 
results representation, lack of intelligent data distribution, etc. 

One of the best semantic search engines is 'Hakia' can be 
able to perform structured search [7-8]. The strategy of this 
search is to depend on the meaning of the queries. All the 
features of these search systems are used of semantic 
technology, which can be produced digital object [7], [9]. 

 

III. WISDOM BASED SEARCH SYSTEMS 

A.  Search Systems 

Few numbers of wisdom-based search systems are designed 
for several working situations and the techniques that 
understand are diverse. A semantic base search system is 
designed for perform automation search systems by combining 
digital ontology and description logic inference system [10]. 
This search system presents a recipe which is able to 
formulating the demands of wisdom search system and makes 
a solution of the efficiency of search system. To incorporate 

ontology library with the client assumption by using 
Descriptive Logic Inference System [11] which enable the 
search system to accomplish the complete search for wisdom-
base search system.    

Only texts are used for searching purpose on a web by the 
maximum existing search systems. Some operation could be 
done by the representative for a client of the computer. Every 
search systems' representative helps to assist their every client 
of the system. To propose its own client and communicate with 
other representatives is the main objective for the 
representative of a client. This representative may be used for 
various external sources information. Actually this 
representative [12] is software made representative which is 
working in the server system. A precision augmentation search 
engine was developed for retrieval of information which tries 
to follow the techniques of wisdom-based search systems [13]. 
The default and assumption of the information was used in this 
technique. The default information was used for search 
information's' returns data that comprise distinctive 
comfortable data of a issue. Information assumption was used 
for search information's' returns data that comprise data close 
to expected enquiries. They have implemented this system 
using a limited database with a potential returns. The analyses 
were conducted using fuzzy and heuristic satisfaction function 
[14]. Another intellectual methods was used for authenticate 
search system depends on client inclination [15]. These 
systems are very helpful to different client data search system 
for quality assurance of the retrieve data.  Another researchers 
are presumptuous a search system that perform general 
mechanism for wisdom-based search system. Results are 
verified in a practical method of following the supple 
managing of data consistent with intangible systems [16]. 

 

IV. SEMANTIC SEARCH SYSTEMS 

Huge meaning of information from a search result using a 
special process is called semantic system. Semantic systems 
contain a series of code that are used to converse denotation, 
and this converse could be influence the behaviour. Future 
generation web has been driven by semantic web. An 
indication has been made of ‘Semantic’ that the significance of 
information on the web can be discovered not just by 
individuals, but also by computers. Then the Semantic Web 
was created to extend the web and make data easy to reuse 
everywhere. Semantic web is being developed to overcome the 
following main limitations of the existing Web [17]; such as, 
lack of proper data representation problem, weak data 
intercommunication represent the ambiguous information, lack 
of data transformation automation, not able to communicate 
huge number of user and not capable to capture the global 
format of the data.  

At present numerous semantic search systems are executed 
in diverse running situation. This system may be keep using to 
comprehend the existing search systems. Semantic systems 
keep data of websites possessions which enable it to resolve 
compound enquiries, taking into consideration to the 
circumstance where websites possessions are beleaguered [18]. 
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A huge contribution is done by semantic systems over the 
improvement of digital applications [19]. General query 
language is used in this system which proceeds semantically 
associated data remains to assure the clients' enquiry using 
XSEarch system. The presentation of the diverse methods and 
also the reminder and the accuracy had calculated 
experimentally. XSEarch efficiency is justified in terms of 
scalability by this experiment. Another proposed Semantic-
based search systems was proposed to use an assumption 
replica to construct the contacts among records [20]. This 
system has two divisions: first is the crawler division. Here 
files are extracted from file system to produce two indices: the 
file rank metrics will ranked in index and the other one is the 
keyword index for recording the keywords. The second 
division is evolved with the query system using the keyword 
corresponding with the search item to identify the similar files. 
Then File Rank is used to rank the query files. A semantic 
search system was developed by Wang et al. to extract 
information from tables with the following steps: mark the 
table cells semantic relation, convert and store the table 
information into the database and using query language extract 
the objective data [21]. Avatar was developed by Kandogan et 
al. for the text search engine using the ontology [22]. Avatar 
consists of two functions, UIMA frame work and automatic 
transforming of the interpreting keywords. Fig. 2 shows the 
working flow of the AVATAR search engine. 

 

 
Fig. 2. Working flow of AVATAR search engine [22] 

 

V. ONTOLOGY BASED SEARCH SYSTEMS 

Ontology search system was developed by Maedche et al. 
[23]. An ontology registry is premeditated to accumulate the 
data about ontology in its architecture. In ontology registry, 
ontology search is operated in two conditions query by 
example is to query by term is to restrict the hyponyms of 
terms for search and restrict search fields. The search system is 
shown in Fig. 3 for stating the whole process of the search 
system.  

 

 
 

Fig. 3. Working flow of Ontology Search Engine [23] 

 

VI. GENERAL CONCERNS 

A review is conducted on the current and vibrant part in 
wisdom and semantic search systems. Some general issues are 
tinted in the existing semantic and wisdom search systems are 
done as follows:  

 

A. Less accuracy and maximum reminder 

Few of the semantic search systems are not able to 
demonstrate their important presentation for upgrading the 
accuracy. An experiment was done in a search system [24-25] 
which present the less accuracy and maximum reminder during 
returning the search result. 

B. Client Identification Intention 

Semantic search system contains client identification. A 
method was developed for investigating the demand provisions 
set the client identification intention, thus the search system 
activity will be more appropriate for the client.   

C. Ambiguous returns 

Client can be key in an ambiguous word which will result 
the wrong reply from the search system. For example, client 
type java but the system returns coffee bean etc. 

D. Incorrect enquiries 

Clients are sometimes plays are wrong role with the search 
system by key in the improper keywords. Thus the system will 
return irrelevant results. 

E. Authenticated Information 

The retrieved data from semantic or wisdom-based search 
systems are not claimed 100% precise correct data which are 
authenticated by real source.  
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VII. CONCLUSIONS 

A brief survey of the existing literature regarding wisdom 
and semantic web search system is discussed in this paper. A 
short review is done against those features correspondingly. 
Additionally, the concerns in the surveyed semantic and 
wisdom search systems are over and done with five viewpoints 
within the programmer and clients’ awareness, techniques, less 
accuracy and maximum reminder, short of experiment and 
information authentication.  
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Abstract— Strategic Information System Planning (SISP) is a very important issue for contemporary organizations, where 

information technology is becoming an important driver of sustainable competitive advantage. This paper focuses on the success of the 

planning process by exploring its proceedings in two cases in Jordan. The paper utilized Earl’s Model and applied it on two cases in 

Jordan by exploring and analyzing the strategic planning process for the two firms “Japan Tobacco International” and “Irbid 

Electricity Company”. Results indicated that evaluating the success of SISP in JTI is more effective and focused than IDECO based on 

a combination of factors. The clarity of strategy, the stakeholders influence and nature of “social behavior”, and the competitive 

environment are three main factors that support the process of evaluating the success of SISP in the organization. 

 

Keywords—(SISP); Planning; Alignment; Public Sector; Private Sector

I. INTRODUCTION 

Strategic information systems (SIS) are important applications 

that support the competitiveness of contemporary 

organizations. They are (SIS) a vital condition in business 

environment for gaining a competitive advantage as they are 

an integral part of the strategic information system planning 

structure for the purpose of achieving success [12]. 

Strategic Information System Planning (SISP) is a critical 

management issue as it plays an important role in helping 

organizations explore the environment, monitor the new 

development in IT, watch for competitors’ actions (related to 

IT in markets), and improve business objectives and functions 

to achieve business needs utilizing IT [24]. SISP is the main 

process in the alignment of information systems and business 

needs [32], where this strategic alignment plays a significant 

role in the success of SISP [5]. Without the effective 

IT/business alignment, businesses will not gain competitive 

advantage in their markets [13].   

The opportunities open for success are improved by using 

various information technology applications with the 

appropriate planning process. SISP is an important approach 

that helps organizations utilizes their resources effectively to 

achieve their business goals and gain a competitive advantage.  
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Top management should be aware of the appropriate 

methodologies to ensure the success of SISP in their 

organizations [4].  

This paper will explore the practices utilized by two Jordanian 

firms in their SISP process. The cases explored are Japan 

Tobacco International (JTI), and Irbid Electricity Company 

(IDECO). The structure of paper is as follows: a literature 

review was conducted to understand the SISP concept and the 

strategic environment. The following two sections covered the 

details of SISP approaches within the two cases. Finally, each 

case included a conclusion section related to its details. 

II. LITERATURE REVIEW 

Reference [26, p: 446] defined SISP as “the process of 

identifying a portfolio of computer based-applications that 

will assist an organization in executing its business plans and 

consequently realizing its business goals”. According to 

reference [7, p: 17], SISP is also “the process of strategic 

thinking that identifies the most desirable IS on which the firm 

can implement and enforce its long-term IT activities and 

policies”. 

The integration of IS infrastructure represents a major problem 

in complex organizations because ISs are characterized as 

heterogeneous and fragmented [25]. By establishing SISP in 

complex organizations, it helps integrate infrastructure 

components effectively because SISP has a positive 

relationship with technical and data integration, and diverse 

functionality of applications [9]. IT is important to understand 

that utilizing IT diverse application is related to strategic 

planning and strategic context, where specific hardware and 

software are suitable for certain situations [2].  

A. The Success of SISP 

The success of SISP in organizations is not determined by a 

specific method or procedures or tool, but comes from the 

awareness of top management of how to manage their 

resources and understand the nature of their organization [4]. 

SISP should include a method, and a process of 

implementation that are considered as necessary conditions to 

ensure success [10]. The success of SISP in organizations is 

based on the process that is used in developing SISP, the 

strategy which has a specificity and comprehensiveness in its 

framework, and is a strategy that can contribute in providing a 

positive impact on the success of SISP [32]. 

Reference [10] identified a set of approaches to develop SISP 

in organizations and as follows: business led approach, 

method driven approach, administrative approach, 

technological approach, and organizational approach. 

Reference [23] asserted that the choice of the proper 

methodology for developing SISP provides a positive 

indication of success of SISP in organizations. According to a 

study among United Kingdom organizations, the combination 

of SISP development approaches increased the level of 

success of SISP [4, 31, 33]. Research indicated that using 

more than one methodology in SISP implementation provides 

a significant contribution to the success of SISP. 

Reference [32] identified a set of situational factors that 

influence SISP environment and they are: market hostility, 

market dynamism, organizational formalism, centralization, 

role of IS, SISP goal, maturity of planning processes, IS 

participation in business planning, frequency\consistency, 

acceptance of plans. Also, they identified  the SISP process 

configuration variables and they are: senior management 

involvement, resources, team involvement, participation, SISP 

imitator, influencer, IS role, method, SISP planning horizon, 

SISP scope, environmental assessment, comprehensiveness, 

flow, design focus, implementation. The authors concluded 

that both sets of variables are closely related and would 

significantly influence the success of SISP. Results of their 

research indicated that market hostility has a positive impact 

on four SISP process configuration variables and they are: 

resources, participation, influencer, and comprehensiveness. 

SISP goals have also positive impact on four SISP process 

configuration variables: SISP planning horizon, environmental 

assessment, comprehensiveness, and flow. Based on that, 

market hostility and SISP goals have the most positive impact 

for success the SISP based on SISP process configuration 

variables. Finally, and according to reference [29] work, the 

comprehensiveness of information system panning phases 

(strategic awareness, situation analysis, strategy conception, 

strategy formulation, strategy implementation planning) has a 

significant influence on the success of SISP. 

Organizational learning is an important aspect in strategic 

planning, where it was evidenced in companies that relied on 

ad-hoc basis in planning activates. Such result was associated 

with the existence of non-formal method within an 

organizational approach [10]. Organizational learning is a key 

success factor in SISP when concentrating on knowledge, 

skills and attitude for any member of the SISP team. Also, 

organizational learning has a positive impact on organizations 

which have a past experience and a mature IT/IS stage. By 

increasing their SISP performance, facilitating information 

exchange, and improving the capabilities of their members, 

firms can enhance the SISP practice through a consistent 

decision-making process to gain competitive advantage [1].  

B. The Failure of SISP 

Research reported some of the unsuccessful features of SISP 

like: inadequate implementation, lack of top management 

support, time constrains, poor user-IS relationship, and 

resource constrains. SISP process is characterized differently 

based on different types of resources within an organization 

[10]. Such reasons are common in all causes of failure of IT 

projects [3][35]. Resources are classified into IT resources, 

human resources, financial resources, and others. Reference 

[24] proclaimed that financial resources are the most critical 

and harder for managers to determine accurately and most 

projects fail due to financial resources constrains. Other 

reasons for failure are reported by research like: lack of 

integration in a global organization may affect its business 

strategy because of the differentiation in culture, decision 

style, communication style, and leadership style [27]. Using 
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one methodology for implementing SISP might fail the SISP 

process [4].  

According to a study in Australia related to the main reasons 

leading to failure of SISP, the lack of commitment by senior 

manger represents the main reason for failure of SISP 

formulation and implementation. The study also concluded 

that budget limitations is the main reason causing failure of 

SISP formulation, and the lack of alignment with business 

objectives is the main reason for failure of SISP 

implementation [30]. Research also indicated that the 

excessive commitment by top management and the excessive 

involvement by senior management and team members may 

have a negative impact, because they cause a waste in time 

and resources and take more time exploring all details to take 

decisions; such process leads to failure of SISP development 

[6].  

Finally, in the Jordanian environment, research concluded that 

the top four reasons for IT project failure in a descending 

order were: poor planning, unclear objectives, and changing 

objectives during execution, and lack of executive support [3]. 

The study utilized responses from 95 IT specialists from 

diverse companies in Jordan.  

C. SISP dimentions and alignment 

There is a gap between SISP successes and IS capabilities, 

some researchers provided some dimensions to measure the 

success of SISP practices. The first dimension is the alignment 

scale which associate IS and business function. The second 

dimension is the analysis scale, which explores all related 

activities in the organization. The third dimension is the 

cooperation scale, which integrates the business functions 

together. The fourth dimension is improving the capabilities of 

learning. The last dimension is the contribution scale, which 

covers the improvement of different objectives (decision 

making, effectiveness, efficiency...) in an organization [24].   

Reference [10] concluded that the alignment between 

information system and business needs is the most beneficial 

aspect of SISP. Reference [13] proposed an integration model 

to ensure the alignment of IS/IT with business needs. The 

integration model provides a set of benefits for businesses 

such as evaluating what the organization needs by 

concentrating on resource based theory, enhancing the 

alignment process through planning the activities, and 

improving organizational learning.  

III. RESEARCH METHOD 

This study followed a case study approach, where two cases 

were selected to apply the Earl (1990) approach for SISP. The 

two cases were utilized to understand better the evaluation and 

success of strategic information system planning (SISP) by 

using Earl Model, to determine the differences of the two 

cases in their SISP approach. The following two sections will 

explore the two cases in details and their SISP practices. 

Qualitative analyses on responses were applied to better 

understand the planning process and conclude to the research 

objectives. The main objective of this research is to 

understand the SISP process followed by Jordanian firms. The 

study utilized two major cases: Japan Tobacco International 

(JTI), and Irbid Electricity Company (IDECO). 

 

IV. JAPAN TOBACCO INTERNATIONAL 

Japan Tobacco International (JTI) founded as a partnership of 

Japan Tobacco and RJ Reynolds, where they form a group of 

private companies operating in 120 countries in the world and 

Jordan is one of them [18]. The goal of JTI is to be the most 

successful and respected tobacco company in the world. JTI 

has a corporate strategy to increase profit through establishing 

outstanding brands, enhancing productivity and focus on 

continuous improvement.  

The data collected in this study was collected from an online 

survey (questionnaire) sent to JTI-Jordan. The questions were 

answered by the manager of JTI in Jordan (based in Amman, 

Jordan). The research questions addressed in this study are 

adopted from Earl’s work (1990). The following sections will 

depict the qualitative data collected and conclusions of this 

research.  

A. IT in JTI 

JTI follows a strategy where they focus on how ends (goals) 

will be achieved by means (resources). Aligning IS with 

business needs is important for SISP [10], and this objective 

comes first in ranking followed by seeking for competitive 

advantage. JTI sees technology as an important tool, where 

they described two systems that are implemented: The first 

one is a track and trace system which prevents illicit trade for 

supply chain, and provides support to develop and implement 

the anti illicit trade (AIT) technology to prevent the illegal 

(bootlegger) sale of its tobacco products. This system is also 

used for investigating where a realistic product may be 

delivered from within the legitimate supply chain to an 

unintended market [19]. 

The second system is the product authentication system which 

provides an authentication for its products. It is also a digital 

tax verification system that allows customers to check if the 

package is realistic or not by an SMS or telephone call. JTI 

employed tagging on their products (especially chemical 

products) by using a reader to vitrify them. JTI also adopted 

security programs to monitor their products from theft during 

transportation stage and monitoring the finished goods at 

factories and warehouses. Finally, in November 2014, JTI 

completed an acquisition of e-cigarettes brand, E-Lites which 

was defined as “consumer products that provide an inhalable 

vapor by direct electrical heating of a liquid contained within 

the device or a replaceable cartridge.” Such step was done to 

improve the performance of consolidated group and their cash 

flow [22]. 

B. The benefits and problems of SISP in JTI 

Responses collected indicated that the main benefit of SISP is 

the documentation and communication describing the 

organization’s strategy and how it should be implemented. 
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Responses showed that the strategic planning is analytical in 

nature, where managers should act strategically and 

concentrate on intuition and creativity [28]. JTI strategy 

formation itself involves synthesizing via strategic thinking, 

where it is considered a critical success factor and one of the 

key elements for JTI. As such, strategic planning occurs 

around the strategy formation activity. 

Strategic planning has been criticized for attempting to 

systemize strategic thinking and strategy formation, because 

strategic thinking needs to synthesize (initiation and creativity) 

and strategic formation act as an instrument to evaluate the 

quality of strategic thinking in an organization [11]. 

C. The content heading of JTI strategy 

The IS strategy of JTI included (Figure1) four stages: First is 

the process, where it includes four sub stages:  

1) The overview stage, provides an overview about the types 

of brands for each department along the 120 countries, this 

stage also provides characteristics and quality for the product 

to be delivered to customers and to meet their expectations. 

2) Inputs, in this stage the tobacco is imported like other 

materials such as papers. 

3)  Activities, to generate outputs. 

4)  Output, to produce the finished good. 

The second stage is tools and approaches; JTI tries to make 

row material available as input resources. JTI signed contracts 

with farmers to provide the best quality raw material. The 

third stage is strategic planning vs. financial planning; this 

phase is related to financial strategic plan, where financial 

planning is an important part of strategic planning. [24] 

Asserted that the financial resources are the most critical and 

hardest for managers to determine accurately and most 

projects fail due to financial resource constrains. The fourth 

stage is strategic planning vs. strategic thinking; this stage is 

considered as the key element of IS strategy for JTI and held 

more criticism because it includes a synthesis and intuition 

process. 

  

 

Fig.1: The JTI IS strategic process 

 

D. Developing IS strategy in JTI 

Many of methods are used in developing IS strategy. JTI used 

two main methods: firstly, the balance scorecard method to 

align business activities to its corporate strategy to achieve its 

goals. The second is the strategic map method for monitoring 

their strategy. The two methods are used according to their 

business needs. Other methods are used sometimes to develop 

their strategy; the following are a short list [20]:  

 Stages of growth used to develop its marketing strategy,  

 Business system planning (BSP) to recognize business 

mission and objectives, and functions to determine business 

process for its needs.  

 In-house IS strategy method and In-house business strategy 

method are utilized by understanding all business objectives 

from all separated functions and departments by the center 

of excellence (COE) in JTI. Also, the global development 

center (GDC) is responsible for identifying the direction of 

its strategy.  

 In-house application search technique method is used by 

implementing enterprise resource planning system (ERP) to 

integrate new acquisitions, such as human resource 

operations, and by implementing track and trace system, all 

of these methods are used according to business needs.  

SISP in JTI is connected to other business planning processes 

by coordinating the planning efforts and measuring the 

progress on strategic objectives and goals. Strategies should be 

reviewed from time to time to evaluate them, develop and 

improve to sustain competitive advantage. JTI reviews its IS 

strategy by benchmarking it to competitor or by comparing 

prices in the market, and may be used the same way for 

evaluating if SISP succeeded or not. 

E. Successful SISP in JTI 

JTI utilized few techniques and supporting tools for their 

methodology and they are: PEST analysis, Porter’s five forces 

model, the growth share matrix, scenario planning, and SWOT 

analysis. PEST analysis (political, economic, social and 

technical) is an example of some practices conducted like: 

eliminating illicit trade by making an agreement with national 

government entities (political direction). An example is the 

agreements with the European Commission and EU Member 

States (December 2007). From the economical aspect, JTI 

monitors the international economic growth for the purpose of 

future investments. The social aspect is represented by the 

focus on reducing child labor in the world and contributing to 

establishing an international wide policy. Finally, the technical 

aspect is demonstrated by implementing the track and trace 

system and security systems for monitoring its supply chain 

from illicit trade [19]. 

JTI uses Porter five forces analysis to understand threats of 

new entrant by monitoring the markets, threat of substitute 

products or services by continuously improving their goods, 

the bargaining power of customers by providing loyalty to 
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their products, the bargaining power of suppliers by 

supporting the farmers of row materials, and finally the 

intensity of competitive rivalry by sustaining a competitive 

advantage through innovation [34]. By keeping the channels 

of communication and discussion open for new ways and 

ideas, and creating opportunities for meetings to share 

knowledge and new ideas across the organization, JTI 

emphasizes knowledge and learning as a fertile ground for 

innovation [21].  

JTI uses also the growth share matrix to evaluate its products. 

This matrix divides products into four categories: the stars, the 

cash cow, the dogs, and the question mark [8]. The first 

category is stars; Rolling Tobacco is one of the top rolling 

brands and a leader in the world and Hamlet Cigar is the 

leader in Greece. The second category is cash cow; Winston 

product has the best market share and cash revenue, where it is 

sold in over 100 countries. The third category is the dog; JTI 

offer Snus products for non smoking people, where this 

product has a low market share and sells only in Sweden with 

a low growth rate. Finally, the question mark such as the 

Mevius product; it’s a new product and needs some time to 

increase its market share [22]. 

JTI uses scenario planning or scenario thinking to make 

predictions about future events and depict how the future 

might look like. JTI also uses SWOT analysis method to 

evaluate the strengths, weakness, opportunities, and threats in 

its environment and industry. Strengths of JTI in acquiring the 

leading e-cigarette brand E-Lites, the weakness of JTI is in the 

lack of integration between departments because of the 

differences in culture, decision style, communication style and 

leadership style [27]. Also, as government regulations try to 

ban JTI brands, JTI seeks to increase growth in market share 

as an opportunity open for it, the core revenue grew 3.3% 

during July-September and 2.4% during January-September in 

2013. Finally, the threat to JTI is in illicit trade of its supply 

chain processes and industry contraction [17].  

 

F. Conclusions 

We can conclude that JTI succeeded in implementing SISP in 

their strategy based on Earl Model. The strategy of JTI is 

completed through four stages (process, tools and approaches, 

strategic planning vs. financial planning, and strategic 

planning vs. strategic thinking). IT is a critical part of the 

firm’s strategy, and SISP is very important to achieve business 

needs by aligning IT with business strategy of a firm. SISP is a 

mechanism to become a leader in market by gaining a 

competitive advantage and increasing market share. 

Strategic planning has been criticized for attempting to 

systemize strategic thinking and strategy formation, are 

inherently creative activities involving synthesis, and strategic 

planning vs. strategic thinking is the most key elements in the 

firm strategy. To ensure the success of SISP, the firm is 

implementing additional set of tools and techniques such as 

PEST analysis, porter five forces analysis, growth-share 

matrix, scenario planning, SWOT analysis, and balance 

scorecards [4]. 

Introducing the e-cigarette brand to their products is a critical 

success factor which contributed to the improvement of the 

company’s strategy to increase the competitive strength 

against its competitors. Based on that, we can assert that 

government’s intervention is one of the problems that hinder 

company's strategy. 

 

V. IRBID ELECTRICITY COMPANY 

Irbid Electricity Company (IDECO) was founded in 1957. The 

vision of company is to become leader in providing electric 

service with high quality and distinctive specifications that are 

compatible with the best international standards by 2015. The 

mission of IDECO is to contribute to the continuity of 

economic and social development through providing excellent 

service with high quality according to international standards 

in all parts of company’s business areas. This is done through 

the commitment to invest in the development of human 

element in order to raise efficiency and the development of 

capabilities to achieve better service and return that meet 

customer needs and exceed the expectations of employees and 

all stakeholders involved in the company [14].  

According to a Forbes study that included 324 companies 

from Jordan, Saudi Arabia, Egypt, Kuwait, UAE, Bahrain, 

Oman, Qatar, and Lebanon, results indicated that the 

administrative stability in IDECO contributed to the increased 

profit and enhanced financial performance during the past five 

years. The study showed that the IDECO had the strongest 

executive managements based on four standards: return on 

shareholders in 2011, the rate of market share, the rate of asset 

growth, and the rate of earnings growth per share. The Forbes 

study stated that the general manager of IDECO is the most 

powerful general manager in Jordan within the energy field 

[15]. 
The data collected for this case through an interview with the 

manager of IT department in the company. The interview was 

built around a survey (questionnaire) that took one hour of 

time. The items included in the interview are adapted from 

Earl (1990), and similar to the set used for the JTI case. 

Results of the survey indicated that IDECO strategy is derived 

from the government and there is no clear strategy because the 

process and activities are setup and implemented based on day 

to day needs. The commitment of top management is very 

important for IDECO and respondent declared that top 

management commitment is the main objective for developing 

IS/IT strategy. Also, IT department provides a technical 

support rather than aligning IT in the strategy of a firm, where 

the respondent described the IT department involvement 

within the strategy of IDECO as part of a workflow system. 

 

A. IT in IDECO 

Workflow system is the first completed ERP system in Jordan 

that is developed in house to follow up all activities and orders 
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in a company. The workflow system provides different set of 

activates such as, manage the in/outgoing transactions, 

executing reports, managing and executing all types of 

transactions such as governmental transactions and in house 

transactions. This system also identifies a profile for each 

employee in the company under the name of employees’ 

services that contain all the information needed related to 

employees and provides different services such as request of 

vacations. 

Workflow system also is used for planning the resources of 

organizations and help to query about the archived files 

(electronic archiving). Also, it helps query about the amount 

of materials in warehouses and provide an overview about 

emergency breakdowns in any location. Workflow system has 

a renewable system; it’s a transaction system that helps to 

provide queries about the bills of services, and information 

about the subscriptions of customers. The CIO declared that 

the workflow system is considered as an application that 

presents an opportunity to sustain a competitive advantage for 

IDECO.  

IDECO is the first electricity distribution company in Jordan 

that activate the electronic bill payment “E-payment” in 

collaboration with the Central Bank through a set of tools and 

techniques such as net-banking, mobile banking, and ATM. 

Such step aims to facilitate the payment of bills from any 

place in Jordan and at any time without charging extra 

commission [16].  

 

B. Developing IS strategy in IDECO 

The responses collected in relation to the SISP process in 

IDECO declare that the methods used for developing there is 

strategy are the following: the first method is the stages of 

growth model, where it develops the workflow system in step 

by step process according to their business needs. The second 

method is business system planning for monitoring business 

channels. The third method is enterprise modeling for new and 

change management. Finally, the fourth method is information 

engineering which integrates data with other departments of 

IDECO. IDECO also used In-house IS strategy, In-house 

business strategy, and In-house application search technique 

for the development of the workflow system according to their 

business needs. 

Due to the nature of company’s work and its direct relation to 

citizens, the social behavior and the nature of people are the 

main problems that hinder the success of the company’s 

business strategy. The company faces some difficulty in 

dealing with some people and convincing them to pay the bills 

of the services provided by IDECO. 

IDECO is the only company that offers the electric services in 

Irbid city, this leads to the absence of a competitive 

environment, which have a key role for continuous 

improvement of company’s strategy. 

 

C. Conclusions 

Compared with IDECO, JTI succeed in implementing SISP in 

their strategy based on Earl Model, by analyzing its strategy, 

and evaluating its strategy methods and tools that are 

considered as a cornerstone to the success of SISP. Although 

IT is a major driver in its routine processes, IDECO could not 

identify the success of SISP because of the lack of clarity in its 

strategy, where its strategy is derived from the government 

directions, in the other hand, the absence of a competitive 

environment, and a negative impact of social behavior. Based 

on such direction, IDECO failed to implement SISP based on 

Earl Model, which might not be a downside rather than an 

opportunity to future research to map other schemes and 

approaches to SISP. The public perspective is dominant in the 

case of IDECO, where the Jordanian government perspective 

prevails as a major stockholder in the firm.  

Evaluating the success of SISP in both private and public 

sectors needs to take many cases into consideration which 

consumes more time, but this study was limited to two cases 

only. Through these case studies, it is visible that evaluating 

the success of SISP in private sector is an easier and more 

focus process than in public sector. Such conclusion is based 

on three factors: the clarity of strategy, the stakeholders 

influence and nature, and the competitive environment 
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Abstract— A novel interactive web application for multi focus and multi sensor image fusion is presented in this paper. Basic 

averaging, Laplacian pyramid, discrete wavelet transform, block-based fusion, spatial domain multi focus image fusion and optimized 

region based image fusion methods are also included. Users can explore several image fusion methods and compare these methods easily 

and efficiently by making use of the web application. 

Keywords— image fusion; multi-focus; multi-sensor; web based application 

I.  INTRODUCTION  

Recently, considering the wide use of imaging 
technologies, the importance and popularity of image fusion 
methods has increased. Image fusion has become a significant 
sub-area of image processing and computer vision [1]. Image 
fusion is an image processing technique that produces a single 
synthetic image that contains more complementary information 
than each of the images of a scene or object in which the 
images are taken with either more than one sensor or a single 
sensor with different optical parameters [2].  

Fusion of the images obtained by a single sensor with 
different optical parameters is named as multi-focus image 
fusion. Optical imaging cameras are seriously affected by the 
problem of the finite depth of field which means the objects at 
different distances from the sensor cannot be focused at the 
same time. As a result, some objects appear in focus (sharp) 
others defocused (blurred). Multi-focus image fusion is aims 
combining the individual images with different focuses of the 
same scene or object to gather an everywhere-in focus image 
[3].  

The other image fusion field that included in the proposed 
image fusion application is multi-sensor image fusion. The aim 
of the multi-sensor image fusion is obtaining a single 
composite image by combining the images taken from different 
sensors [4]. Through this way, obtained fused image is more 
useful than each of the source images in many areas such as 
medical imaging, industrial imaging and military applications 
[5].  

Image fusion concepts can be comprehended better by 
visualizing the fusion processes and results. Thus, image fusion 
applications should be implemented by visual and interactive 
and easy accessible web interfaces [6]. Moreover, users have a 
tendency to explore the theory and applications of the methods 
by evaluating them with numerous source images. Recently, 
some interactive applications that includes commercial 

software packages, non-commercial toolkits [7, 8] and online 
HTML based materials, are used to overcome these limitations 
[9]. However, the non-commercial toolkits have to be 
downloaded before using. Furthermore, some of them are often 
require a commercial or academic license. Despite the fact that 
image fusion related web sites are easy accessible, they are 
static and do not contain interactive interfaces. 

In this paper, a web based image fusion application is 
presented for multi-focus and multi-sensor image fusion that 
includes some well-known methods. The main advantages of 
the proposed application are given as follows: 

 Easy accessibility,  

 Visualization of the image fusion methods that allow 
users to comprehend the fusion concepts,  

 Comparing the methods by means of fusion 
performance and robustness, 

 Evaluating the methods with differing source images 
and parameter values.  

Furthermore, the users can reach the proposed web based 
application from everywhere without installing any preliminary 
other software packages. 

The rest of the paper is organized as follows: in the second 
section, the fusion methods and quality metrics that can be 
used on web application are explained; in third section, the 
interactive web based image fusion application is presented; 
finally, in the last section, conclusions are discussed.  

II. IMAGE FUSION METHODS AND QUALITY METRICS 

A. Image fusion methods 

In this section, image fusion methods available on the web 
based application are described. 
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The Laplacian pyramid (LP) consists of filtered and 
subsampled versions of the original image. The lowest level of 
the pyramid is the original image. To construct a level of LP, 
procedures of blurring, reducing image size, interpolating and 
differencing are employed successively on the previous 
pyramid level [10]. These procedures are repeated until the 
envisioned level of the pyramid is reached. 

Discrete wavelet transform (DWT) is one of the well-
known multi scale decomposition based image fusion methods. 
To construct the first level of DWT, low-pass and the high-pass 
filtering followed by down-sampling operations are applied on 
each row and column of the original image, respectively. By 
this way, the four DWT sub bands are obtained for the first 
level of the decomposition. These procedures are recursively 
repeated on the approximation sub band that contains the 
horizontal and vertical lower frequencies, until the preferred 
decomposition level is reached [11]. 

In the LP and DWT based fusion, first of all, the source 
images are transformed to a pyramid. Then, the fused 
coefficient is obtained by selecting maximum coefficients from 
each corresponding position on the pyramids of the source 
images. Finally, the fused image is reconstructed by 
performing an inverse transform. 

In block based image fusion (BBIF), first, the source 
images are divided into equal-sized blocks without spaces or 
overlaps between the adjacent blocks. Then, for each 
corresponding block pair, a focus measure is applied to 
calculate sharpness. The fused image is constructed by copying 
blocks with the higher sharpness value [12].  

Since there is no evidence of how sensitive the fused image 
to several different values of the block size, a suitable block 
size needs to be decided. To overcome this problem, the block 
size is optimized in spatial domain multi focus image fusion 
(SDMIF) [13].  

The optimized region based multi sensor image fusion 
(ORMSIF) method is based on DWT [14]. Rather than 
choosing maximum coefficient of DWT, a weighted average of 
coefficient is utilized. Instead of establishing fusion rules for 
all the coefficients of the sub bands, the weights are fixed by an 
optimization algorithm for predetermined regions. 

B. Quality metrics 

A sharp image contains more dispersed pixel values than 
the blurred one. Hence, variance of the image is a criterion for 
measuring the quality of image. For an M×N size of fused 
image (f), the variance is computed as: 
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Mutual information (MI) measures the shared information 
between reference and fused image by using Kullback-Leibler 
measure as follows [15]: 
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where PRF is the normalized joint gray level histogram of 
images R and F, PR and PF are the normalized marginal 
histograms of the two images. 

Fusion factor (FF) is a metric based on MI aimed to 
integrate complementary information from multiple sources. 
For source images (A and B), the quality of fused image (F) is 
defined by FF as follows: 

BFAF MIMIFF   (4) 

Objective edge based quality (QE) metric is based on Sobel 
operator edge statistics and calculated as: 
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where wa ve wb are the edge magnitudes for two source 
images, ka ve kb edge preservation coefficients. For detailed 
explanation of this metric, see [16]. 

The PSNR, which expressed with regard to the logarithmic 
decibel scale, is the ratio between a signal’s maximum possible 
power and the power of corrupting noise and given as follows: 
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where L is the number of gray levels. 

The SSIM is used for calculating the similarity between two 
images. SSIM is calculated on consequent windows of an 
image. The similarity between window R and F of a common 
window size (e.g. 8x8) is: 
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where; µR is the average of R, µF is the average of F, σ2
R is 

the variance of R, σ2
F is the variance of F, σRF  is the covariance 

of R and F, c1=(k1L)2  and c2=(k2L)2 are the two variables to 
stabilize the division, L is the dynamic range (typically 255 for 
8-bit gray level images), k1=0.01 and k2=0.03 [17]. SSIM index 
produces a value between -1 and 1. 
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III. AN INTERACTIVE WEB BASED IMAGE FUSION 

APPLICATION 

In this section, the proposed interactive web based 
application is introduced. In order to develop the application 
two major underlying technologies: Microsoft ASP.NET and 
MATLAB are used. The reason of the using Microsoft 
ASP.NET for web interface is that it gives the easy web 
development skills. MATLAB is used to realize the image 
fusion tasks, since it presents huge libraries for image 
processing, wavelet, optimization, and so on. 

Internet

ASP.NET Web 

Application

Compiled 

MATLAB .NET 

Component Database

 

Fig. 1. Architecture of the proposed application 

The main purpose of the proposed application is providing 
an easy to use web page that allows users to access image 
fusion sources and methods from any place. Users can also 
change several parameters of the fusion techniques to observe 
the effects of parameters on the fusion results. The application 
consists of only one page that acquire source images and the 
parameter values of the methods from the user and presents 
visual and quantitative fusion results. 

The proposed application is composed of the web interface, 
the fusion engine and the database. The web interface has a 

user-friendly design which allows users to submit the images to 
be fused, change the parameters of the methods, and get 
numeric and visual fusion results within minutes. In the design 
of the web interface, ASP.NET technology (with AJAX 
extensions) is preferred in order to make the design user-
friendly and increase the interactivity of the website. The 
fusion and evaluation stages are carried out in a compiled 
MATLAB .NET component which called as fusion engine. 
That component has implementation of various methods and 
quality metrics that mentioned in this paper. Fusion engine is 
developed in MATLAB environment and then embedded into 
web site. The last component of the application is a MySQL 
based database that used to save the fusion results. The basic 
architecture of the proposed application is illustrated in Fig. 1. 

In Fig. 2, user data form and parameter selection sections of 
the main page can be seen. Users are free to decide whether or 
not to provide their personal information by entering it in the 
form. Source images need to be uploaded prior to start fusion 
process. Users can choose the source images from their 
computer as Windows Bitmap format (.BMP). Users can also 
reach image database for previously presented multi-focus and 
multi-sensor test images. According to the uploaded source 
images, users choose the fusion type as multi-focus or 
multi-sensor. If the multi-focus is selected as the fusion type, 
basic averaging, LP, DWT, BBIF and SDMIF methods will be 
available on the parameter selection section. If the type is 
selected as multi-sensor, basic averaging, LP, DWT and 
ORMSIF methods will be available. The parameter sets consist 
of decomposition level selection and consistency check option 
for LP, decomposition level and filter family choice for DWT, 
and block size and focus measure selection and consistency 
check option for BBIF method. User can select the iteration 
number, population number, algorithm, crossover rate and 
mutation rate for the SDMIF method. At last, the parameters of 
the ORMSIF method are iteration number, population number, 
algorithm, crossover rate, mutation rate, number of region, and 
wavelet family. For the SDMIF and ORMSIF methods if the 
algorithm is selected as ABC, limit parameter will be available 
instead of mutation and crossover rate parameters. 
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Fig. 2. Main page of web based application. (Parameter Section) 

 
Fig. 3. Main page of web based application. (Parameter Section) 
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Fig. 3 shows the visual and quantitative results sections of 
the main page. The source images and the reference image (if 
exists) that submitted by user are also shown in this section. 
Fused and difference image of corresponding fusion methods 
are illustrated in a table. In order to simplify the visual 
evaluation, the absolute error images which are computed by 
subtracting the fused image from the reference image are also 
shown under the fusion results. If there is no reference image, 
the difference error images are obtained by subtracting the 
fused image from the each source images. 

At last, quantitative results are also are given as a table at 
the bottom of the web page. The table consists of both of the 
objective metrics and reference based metrics. Included 
objective metrics are VAR, FF and QE and included reference 
based metrics are MSE, PSNR, MI and SSIM. Reference based 
metric results are only available when a reference image is 
submitted by user. 

IV. CONCLUSION 

In this paper, a web based interactive application for 
multi-focus and multi-sensor image fusion that includes well-
known image fusion methods is presented.  

The proposed application has an easy to use and interactive 
web interface. It allows the users to visualize the image fusion 
methods, understand the basic principles of the image fusion, 
compare the methods by means of performance and robustness 
and evaluate the methods with different inputs, and parameter 
values. Moreover, the users can use the web based application 
from anywhere without installing a preliminary other software 
packages. The proposed application enables users to conduct 
experiments on different image fusion methods. 
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Abstract—The need for Group Decision Making (GDM) techniques and support is greater than ever before. In the group decision 

making process, the alternatives amongst which a decision must be made can range from a few to a few thousand; the facilitator (or the 

decision makers) need(s) to narrow the possibilities down to a reasonable number, and categorize and classify alternatives. Even when 

this is not the case, facilitation support, such as ontology-based frameworks potentially offer these capabilities and can assist the 

decision-maker in presenting the alternatives in a form that facilitates the decision. In this research an ontology base approach is 

developed to facilitate organizing alternatives. The resulting alternatives organizing tool is based on two ontologies. These two 

ontologies are supplementary and each one ensures an aspect of the decision organizing. They have been built using the Web Ontology 

Language (OWL) which facilitates the sharing and integration of decision-making information between multiple decision makers. 

Keywords—GDSS, ontology of the domain of application, ontology of domain, organization of alternatives, OWL 

I. INTRODUCTION 

The need for Group Decision Making (GDM) techniques 
and support is greater than ever before. This is due to the 
complexity of business relationships, the greater number of 
decision makers and organizations that are involved in the 
decision process, online access to multiple external 
information sources, and the decreasing in the time allowed 
for decision making. 

In the group decision making process, the alternatives 
amongst which a decision must be made can range from a 
few to a few thousand [1][2]. The facilitator (or the decision 
makers) need(s) to narrow the possibilities down to a 
reasonable number, and categorize and classify alternatives, 
especially where the alternatives can be put into numerical 
terms. Even when this is not the case, facilitation support, 
such as ontology-based frameworks potentially offer these 
capabilities and can assist the decision-maker in presenting 
the alternatives in a form that facilitates the decision.  

In this research, an ontology based approach is 
developed to facilitate organizing alternatives during the 
group decision making process. The alternatives organizing 
tool is based on two ontologies: application-domain 
ontology and domain ontology.  

The first ontology will allow structuring all documented 
possible decisions by specifying semantic inter-relations. 
The domain ontology defines the objects of the domain as 
well as their inter-relations. This second ontology will 
ensure another aspect of the generalization link between 
decisions. As a result, these two ontologies are 

supplementary and each one ensures an aspect of the 
decision organizing. 

We have built the ontologies using the Web Ontology 
Language (OWL) which facilitates the sharing and 
integration of decision-making information between 
multiple decision makers via the Web and Description 
Logic. 

The remainder of this article is structured as follows: a 
background on group decision making and decision support 
is given in section 2. The section 3 presents related works. 
In the section 4, we develop our ontology-based approach to 
organize alternatives decision in the group decision making 
process. Section 5 is devoted to a detailed presentation of 
the developed ontologies to facilitate the alternatives 
organizing, followed par an illustration with an example in 
section 6. Finally, in section 7 we conclude and give future 
work. 

II. BACKGROUND 

Decision aid and decision making have greatly changed 
with the emergence of information and communication 
technology (ICT). Decision makers are now far less 
statically located; on the contrary they play the role in a 
distributed way. This fundamental methodological change 
creates a new set of requirements: distributed group decision 
making is necessarily based on incomplete data, it must be 
possible at any moment, and it might be necessary to 
interrupt a decision process and to provide another, more 
viable decision. “Distributed group decision making” means 
that several entities (humans and machines) cooperate to 
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reach an acceptable decision, and that these entities are 
distributed and possibly mobile along networks [1].  

In [1], the authors consider the paradigm of distributed 
group decision-support systems, in which several decision-
makers who deal with partial, uncertain, and possibly 
exclusive information must reach a common decision. To 
this end, the use of a group system makes possible the 
collaboration of distant decision makers. The cooperative 
work so initiated can be synchronous or asynchronous. A 
small group or a whole organization can be supported. The 
application can be carried in several sites over a common 
information base. The networked decision makers work 
together to solve a particular problem although they might 
neither be present at the same time in the same place nor 
constitute a permanent organization. Thus, decision-makers 
can evaluate and rank alternatives, determine the 
implications of offers, maintain negotiation records, and 
concentrate on issues instead of personalities. 

Experience with group decision making has shown that 
an on-line “meeting” is generally used to represent a group 
decision process for the specific problem at hand and a 
recurring pattern of three stages occurs in the group decision 
process [1]. These three process phases are: Pre-meeting, 
during meeting, and post- meeting (Fig. 1).  

 

The group decision model assumes that decision-makers 
are located in different places. A computer network is 
presumed that connects these different locations of 
participants. The decision-making process is controlled by a 
facilitator. The facilitator initiates, prepares the phases of the 
decision making process. He defines the issue(s) for 
decision and organizes the human group of decision makers 
for the decision-making process. His responsibility is to 
distribute the results among the participants after the 
decision-making. During the process, the mediator has a 
principal responsibility for the convergence of decision 
making process. He is responsible for the complete process 
and its deliverable, namely the decision. 

In “during meeting” phase, a group can generate many 
alternatives in a short period of time. These alternatives may 
be similar or duplicated that need to be merged. The 
redundant alternatives can be retrieved for the facilitator to 
review, and then they can be merged or deleted. Idea 
organization in a distributed environment is mainly the 
facilitator’s responsibility. It can be a very challenging task 
for the facilitator. 

III. RELATED WORK 

Ontologies are used as part of the improvement of the 
management of an organizational memory. In this 
perspective, ontology is mainly used to manage large case 
bases by facilitating their storage, representation and 
information semantic retrieval. Among the systems which 
use this aspect of ontologies in DSS, we cite the platform 
PROTEUS [3]. In the same context, the tool TextViz [4] is 
used information semantic retrieval in the field of car 
diagnosis. The ontology in that case, represents the 
knowledge concerning the breakdowns diagnosis. In [5], the 
authors propose an ontology of gas turbine and a reasoning 
tool based on that ontology   

In [6], the author develops an ontology- based system to 
support the risks analysis in industrial domain. This system 
used resources indexing and a case base reasoning. Also in 
[7], the authors developed domain ontology to assist jurists 
during the juridical problem solving.  

Overall the research in [8] provides the first attempt at 
documenting, storing, and retrieving engineering design 
decisions using ontologies and provides the foundation for 
the development of a more comprehensive decision support 
framework. 

IV. THE ONTOLOGY BASED APPROACH FOR 

ALTERNATIVES ORGANIZING IN GROUP DECISION MAKING  

The alternatives proposed by the decision-makers can 
contain decisions which are: 

 Redundant: the alternatives are syntactically identical; 

 Synonyms: the alternatives are syntactically different, 
but semantically identical; 
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  Conflicting: two contradictory or conflicting 
alternatives mean that the application of one is 
incompatible with the application of the other; 

 Generic: an alternative may be more general than 
another. In this case, the application of the most 
general includes the application of the most specific; 

These alternatives must be organized before being 
evaluated and thus enabling the decision choice. Our work 
consists to organize these alternatives. The alternative 
organizing contributes to retrieve and remove all the 
redundant, conflicting and synonymous decisions. Besides, 
when an alternative is more general than another, both the 
alternatives are presented to the decision-makers and it is 
their duty to choose one. 

The main role of the organizing tool is to allow 
identifying semantic relationships between decisions then to 
present them to the decision-makers who will have the duty 
to decide among the suggested alternatives which will be 
removed and which have to be kept based on their expertise 
and the semantic relationships existing between the 
generated decisions. 

V. THE PROPOSED ONTOLOGIES 

The purpose of our work is to integrate an organizing 
tool (Fig. 2) into a Group Decision Support System (GDSS) 
to support the facilitator during the alternatives organizing 
stage in the group decision making process. Our ontology 
based approach to support alternatives organizing uses two 
ontologies: 

1) Application domain ontology: It will be used in the 

alternatives organizing by the group of the decision-makers. 

It is a conceptual ontology where each object represents an 

alternative decision proposed by a decision-maker as a 

solution to the breakdown diagnosis problem. The 

application domain ontology specifies all decisions and the 

relations between them. Indeed, two decisions which can 

seem at first glance semantically close can be contradictory 

or incompatible in the context of the diagnosis of 

breakdowns application. This is why it is necessary to 

consider relations between decisions according to their 

effects on a particular task, i.e. the equipment maintenance, 

and not analyze a decision upon its syntactic expression 

based on the domain ontology. 

2)  Domain ontology: This ontology specifies 

concepts which are the equipment components. Relations 

between these concepts are of aggregation and inclusion. In 

effect a component which is included (directly or indirectly) 

in another is linked to the latter by a semantic relation of 

generalization. Domain ontology of the equipment concerns 

the vocabulary used in the expression of the decisions in 

terms of equipment components. The domain ontology is 

considered to be an explicit specification of concepts 

relating to the equipment maintenance as well as the 

relations existing between these concepts.  

 

 

The link between both ontologies is materialized by the 
fact that in the application domain ontology each decision is 
indexed by one or several objects (components) implied by 
this decision. The use of two distinct but smoothly coupled 
ontologies will enable to infer new useful knowledge for the 
alternatives organizing task. Both ontologies must be fully 
developed. The general approach cited in [9] is adopted to 
develop both ontologies (Fig. 3). The three stages of the 
approach (conceptualization, ontologization and 
operationalization) are in general preceded of requirement 
analysis and knowledge domain delimitation. This process 
must however be entirely validated by a human expert.  
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We consider the breakdowns diagnosis application in a 

complex industrial system. In this kind of systems, decisions 
are known and listed in an appropriate documentation. The 
decision-makers who are experts in their domains propose 
decisions as possible solutions to the problem. Faced with 
the huge amount of alternatives decisions suggested by the 
decision makers, the facilitator has to come to a consensual 
decision. The integration of an organizing tool in the GDSS 
is the first stage in preparing the decision choice. In this 
regard, the tool is useful and will give a significant support 
to the facilitator.  

A. Conceptualization 

This stage consists in representing ontology by a 
conceptual model in a high level of abstraction. The used 
conceptual model represents the concept classes and their 
instances. We use UML class diagram to represent the 
conceptual models of ontology (Fig. 4) (Fig. 5). The 
ontology models allow representing domain concepts of 
classes and relations between the classes. Every concept or 
instance may be identified by URI. These models will be of 
use as inputs of the ontoligization stage. 
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1) Application domain ontology: We define four classes: 

a) Decision class: represents decisions; 

b)  DecisionEq class: represents equivalent decisions; 

it is a sub-class of the decision class. Several equivalent 

decisions can be related by a synonymy link with a main 

decision. These equivalent decisions are all different 

expressing forms of the same decision. This group of 

decisions is represented by one decision in the main 

decisions class which contains no semantic redundancy; 

c) DecisionPr class: represents all main decisions 

which are interrelated semantically; it is a sub-class of the 

decision class; 

d) Objetconcerned: represents objects (components) 

concerned by decisions.  

We define three types of relations: 

a) Conflict relations: links a main decision with all 

the main decisions which are conflicting. A main decision 

can have several contradiction links. This relation is 

symmetrical 

b) Generalization relation: links a decision with its 

generic decisions. This relation is used to identify a first 

form of generalization between decisions inferred from the 

application domain ontology. Example: in the equipment 

maintenance, replacing a component is more general than 

repairing it. This relation is transitive; 

c)  Synonymy relation: a group of equivalent 

decisions is represented by one main decision. So, this 

relation will be used to identify synonymies between 

decisions. This relation is functional. 

2) Domain ontology: We define four classes: 

a) Composite equipment class: represents a composite 

equipment to maintain 

b) Sub-system class: represents the sub-systems which 

compose an equipment; 

c) Auxiliary component class: represents all auxiliary 

components which compose the sub-systems; 

d) Component element class: represents the elements 

which compose the auxiliary components.  

As for the semantic relations, we define four ones:   

a) “Is composed of” relation: links the instances of 

Component element class. This link expresses the relation of 

composition of a component in another. This relation is 

transitive; it used to identify a second form of generalization 

between decisions inferred from the domain ontology of the 

equipment to maintain and uses the relation « is composed 

of ». 

b) Aggregation type relations: The composite 

equipment is formed of a group of sub-systems; each of 

which is formed in return of a group of auxiliary 

components. Each of the latter contains a group of elements 

components.  

B. Ontologization 

Ontologization consists of formalizing conceptual 
models developed at the previous stage, as far as possible. 
We use OWL (Ontology Web Language) [10] as 
formalizing language of our ontologies. OWL is a 
developing information technology of the Semantic Web 
and is based in Description Logic (DL) [11]. Description 
logic is a family of knowledge representation languages 
used to formally represent knowledge of a domain in a 
structured manner. OWL represents ontology by building 
hierarchies of classes which describe the concepts in a 
domain and the properties which relate these classes to each 
other.  

The creation of our ontologies is done using Protégé 
Ontology Editor which is an ontology development tool 
developed by Stanford Medical Informatics.  [12]. This 
allowed the classes and properties to be easily created in an 
OWL-DL representation. We have also used it to check on 
our ontologies and the inconsistencies thanks to the reasoner 
FACT++. It allows as well inferring new knowledge from 
semantic relations. Then, we generated our ontologies in 
OWL format.  

Example of the individual decision "change_the_parvex-
variator" : 

<owl:NamedIndividual 

rdf:about="http://www.ontoproject.org/ontologydecision#ch

ange_the_parvex-variator"> 

       <rdf:type rdf:resource"http://www.ontoproject.org/ 

         ontologydecision #Prdecision"/> 

       <ID rdf:datatype="&xsd;int">19</ID> 

       <Designation rdf:datatype="&xsd;string">the variator 

         is faulty, it must be replaced</Designation> 

      <general 

rdf:resource="http://www.ontoproject.org/ontologydecision

#check_the_connection_of_the_variator_plug"/> 

       <concern rdf:resource="http:// www.ontoproject.org/ 

         ontologydecision #parvex_variator"/> 

</owl:NamedIndividual> 

Fig.6 depicts partial view of the application domain 
ontology. The URI base is:"http://www.ontoproject.org/ 
ontologydecision". 

Example of the individual Component element "parvex-

variator" 

<owl:NamedIndividual 

rdf:about="http://www.ontoproject.org/ontologyequipment#

parvex-variator"> 

<rdf:type 

rdf:resource="http://www.ontoproject.org/ontologyequipme

nt#Componentelement"/> 

<Codeec rdf:datatype="&xsd;int">7</Codeec> 

<Designation rdf:datatype="&xsd;string">searching a label 

for parvex variator</Designation> 
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   <iscomposed 

rdf:resource="http://www.ontoproject.org/ontologyequ

ipment#CAN-netwok"/> 

   <iscomposed 

rdf:resource="http://www.ontoproject.org/ontologyequ

ipment#axial-variator"/> 

   <iscomposed 

rdf:resource="http://www.ontoproject.org/ontologyequ

ipment#brushless-motor"/> 

   <iscomposed 

rdf:resource="http://www.ontoproject.org/ontologyequ

ipment#communication-network"/> 

   <iscomposed 

rdf:resource="http://www.ontoproject.org/ontologyequ

ipment#internal_fuse"/> 

 </owl:NamedIndividual> 

Fig. 7 depicts partial view of the equipment domain 
ontology. The URI base is: 

 http://www.ontoproject.org/ontologycomponents”. 

 

 

Fig. 6. Partial view of the application domain ontology. 

 
Fig. 7.Partial view of the equipment domain ontology 

 

C. Operationalization: 

The figure 8 represents the functioning sequence 
diagram of the proposed organizing module. Ontology 1 is 
the application domain ontology while ontology 2 represents 
the equipment domain ontology. 
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Fig. 8: Sequence diagram of the alternatives organizing step 

To operationalize ontologies, we used NetBeans 
development environment and Java language. To exploit the 
ontologies, we used Jena framework [13], [14] which 
provides a programming environment for RDF, RDFS [15] 
and OWL as well as a querying engine to execute SPARQL 
queries (Simple Protocol And RDF Query Language) [16] 
which is RDF querying language. 

VI. EXAMPLE 

Given the set of alternative decisions generated by the 
group of decision makers and introduced as input to the 
alternative organizing tool. The latter will process these 
alternatives in two stages: the first one involves the 
application domain ontology. The outputs of this stage are 
synonymous and conflict alternatives as well as the first 
generalization form.  

 

When two alternatives are conflicting, the facilitator has 
to remove one. For instance, the decision  
“restore_the_connection_of_the_resolver_plug” is 
conflicting with “change_the_cable_resolver”, the facilitator 
has chosen to remove the decision  
“change_the_cable_resolver”. Thus, the latter don’t appear 
in the following stage.  

The result of this organizing stage is as follows:   

 

VII. CONCLUSION 

In this paper we presented an ontology-based approach 
for to support facilitation in the group decision making. The 
alternatives organizing facilitation tool supports the 
facilitator in the group decision making process. To this end, 
we have developed two ontologies: application domain 
ontology and domain ontology. The first one is relating to 
alternatives organizing task. It structures decisions and their 
semantic relationships. As domain semantics are not entirely 
expressed by this ontology, the latter is connected to a 
second ontology which supplements semantics by 
specifying the knowledge of the domain upon which 
decisions are applied.  

The jointly use of both ontologies allows organizing and 
categorizing the alternatives decisions.  

As future work, we plan to extend our approach by 
developing a third ontology: task ontology. This latter will 
express the context of the problem solving task.  
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Abstract—By data integration systems (DIS) we mean the systems in which query answers are instantaneously mapped from a set of 

available data sources. The query answers may be improved by detecting the quality of the data sources and map answers from the 

significant ones only. The quality measures of the data in the data sources may help in determining the significant data sources for a given 

query. In this paper, we suggest a method to calculate and store a set of quality measures on data sources. The quality measures are, then, 

interactively used in selecting the most significant candidates of data sources to answer user queries. User queries may include the user 

preferences of quality issues. Quality-based approach becomes increasingly important in case of big number of data sources or when the 

user requires data with specific quality preferences. 

 

Keywords—data integration; quality measures; data sources; query answers; user preferences 

 

I. INTRODUCTION 

Data Integration (DI) is the process of finding and retrieving 
data located at multiple locations, and allowing the user to view 
these data through a single unified view called global or 
mediated schema [1, 2]. Users use the global schema to pose 
their queries to a data integration system. The global schema 
provides a uniform access to data stored in heterogeneous and 
autonomous sources. The user no longer needs to consider 
which sources are relevant to their queries, how the data are 
structured at the sources, how to access the data sources, nor 
does he need to consider how to combine the results from 
different sources. Data integration system (DIS) queries the data 
sources according to the location of the required data: 

 The required data may be found at a single source. In this 
case, the system has to query only that particular source. 

 The required data may be found at many sources. In this 
case, the system may choose to query multiple sources or 
to query the best sources and combine the results. 

 The required data may be scattered across many sources. 
In this case, the system must query different sources and 
combine the result from each source. 

Different architectures for data integration systems have 
been proposed, but broadly speaking, most systems fall between 
warehousing and virtual integration [3]. In the data warehouse 
system, data from different homogeneous or heterogeneous 
sources are loaded into a physical database called warehouse 
through a process called extract, transform and load (ETL) so 
that queries over the data warehouse can be answered as shown 
in “Fig. 1”.  
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Fig. 1.  ETL process 

In virtual integration system, data remain in the sources and 
are accessed as needed at the query time. Data integration 
system (DIS) is often built as a mediator-wrapper architecture 
[4] as shown in “Fig. 2”. Although the two approaches are 
different, many problems are shared across their architectures. 

 

Fig. 2.   An architecture of a data integration system 

The quality of the data sources can dramatically change as 
data may be incomplete, inaccurate or out of date. In fact, the 
quality of the result depends mainly on two factors: the quality 
of the data at the data sources and the manipulation process that 
generates the resulting data from the data sources. Because of 
the high number and high diversity of participating data sources 
as well as their autonomy, it is important to store some quality-
related measures to take it into consideration during query 
planning. Data Quality (DQ) has become very important in 
organizations and many application domains [5, 6]. DQ is based 
on a set of dimensions such as timeliness, completeness, and 
accuracy. 

In this paper we present an approach that incorporates data 
quality into data integration systems in order to get satisfactory 
query plans. Our approach is based on adding quality system 
components such as data quality acquisition to be parts of any 
data integration system. We integrate attribute values from 
different data sources based on quality measures and user’s 
preferences. We use quality measures to deliver query answers 
with satisfactory quality. 

The rest of this paper is organized as follows. In Section II, 
we briefly discuss data quality dimensions for data Integration. 
Section III describes the work related to quality based data 
integration systems. We illustrate the architecture and functions 
of our data integration quality system components in section IV. 
Section V describes our quality driven query processing 
algorithm. We evaluate and validate our approach in section VI. 
The conclusion and future work are presented in Section VII. 

II. DATA QUALITY CRITERIA FOR DATA INTEGRATION 

Broadly defined, data quality means “fitness for use” [7, 8]. 
Therefore, the interpretation of the quality of data item depends 
on the user’s needs. While some data quality may be appropriate 
for a given task or user, it may not be appropriate for another 
user or another task. Data quality dimensions depend on each 
other and only a suitable set of dimensions is appropriate for a 
given task. To decide which data quality dimensions to use, 
Wang and Strong [9] have empirically defined fifteen data 
quality dimensions considered by end users as the most 
significant. Wang and Strong classify these dimensions into 
contextual, intrinsic, representational and accessibility quality as 
shown in “Fig. 3”. 

 

Fig. 3.   A conceptual framework of data quality  

The measurements of data quality dimensions can be done at 
different granularities: 

1) Data source level: determine the quality for the whole 
source. Quality measures of this type remain unchanged 
as long as the source doesn’t dramatically change. 

2) Relation level: determine the quality of a relation in a 
data source. 

3) Attribute level: determine the quality of an attribute in a 
relation. 

In this we only focus on data quality dimensions that could 
affect the data integration process and could be considered 
important from user’s prospective. We illustrate these 
dimensions as follows: 
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A. Accuracy 

Several definitions have been defined for the term accuracy. 
Wang and Strong [9] defines accuracy as “ The extent to which 
data are correct, reliable, and certified free of error”. Redman 
[10] defines accuracy as “the degree of correctness of a given 
collection of data”. In general, two types of accuracy are 
considered important by literature, syntactic and semantic [11]. 
Increasing accuracy of the query answer is important from user’s 
prospective as data sources might contain incorrect or 
misspelling data. 

B. Completeness 

Wang and Strong define completeness as “the extent to 
which data are of sufficient breadth, depth, and scope for the task 
at hand” [9]. One of the main objectives of integration is to 
increase completeness. Completeness is one of the most 
important data quality dimensions in the integration of data 
sources. Querying one data source gives a set of results. 
Querying another data source gives another overlapping set. As 
the number of data sources queried increase, the result will be 
more complete. 

C. Cost 

Cost is the amount of money required for a query. Some data 
sources may charge users for accessing their data. Considering 
cost is important so that users can choose between free and 
commercial data sources. 

D. Response Time 

It is the amount of time when the mediator submit a query 
and receive the complete response from the data source. Users 
usually prefer data sources that have low response time. 
Response time is important in order to determine the time-outs 
and unavailability of data sources. Users waiting a long time for 
a response are more willing to terminate the query. Response 
time also could be one of the factors for source selection when a 
data integration system decides which data sources to query in 
order to answer a query. 

E. Timeliness 

Timeliness is how old the data are in a data source [12]. 
Timeliness in the context of data integration is the time between 
the last verification or update of the data and now. Timeliness is 
important as some data sources might be outdated and the user 
might be interested in getting up-to-date data. 

III. QUALITY BASED DATA INTEGRATION SYSTEMS 

In this section, we present an overview of research projects 
that have been proposed to perform query processing based on 
data quality. We focus on how they measure and store data 
quality, how they process queries and user interference option. 

A. The DaQuinCIS architecture 

The DaQuinCIS project [13] is designed to improve data 
quality in cooperative environments. 

DaQuinCIS uses metadata to store the quality measures, the 
interpretation of the quality measures, and information related to 
the measurements. 

DaQuinCIS follows global-as-view (GAV) approach for 
processing queries. DaQuinCIS decomposes queries submitted 
over a global schema to queries against local data sources. The 
query processing approach adopted by DaQuinCIS to find an 
answer to a query is structured as following: 

1) A user posed a query Q on the global schema. 

2) The query Q is then decomposed according to the 
schema mapping that maps each concept of the global 
schema in terms of the local sources. Therefore, the 
query Q is unfolded to Q1,…Qk queries to be sent over 
the local data sources. 

3) Executing queries Q1,….Qk, returns results R1,….Rk. A 
record matching algorithm is used to find items common 
to both results. 

4) The final result is built according to the following rules: 

a) If no quality constraint is specified, the result is 
generated by selecting the best quality values. 

b) Whether there are quality constraints, the result is 
generated by examining whether the constraints 
satisfy the whole result. 

B. Data Integration Techniques based on Data Quality 

Aspects 

Gertz and Schmitt [14] are used data quality to develop data 
integration techniques within an object oriented data model and 
used a metadata to store the information about data quality. 
Quality dimensions such as accuracy, completeness and 
timeliness are selected for the purpose of database integration. 
Gertz and Schmitt have also developed query language 
extensions to be used for specifying data quality goals for global 
queries and in data integration. 

If objects are conflicted semantically, the object with the best 
data quality must be chosen. If conflicts exist between the 
integrated objects but they are different at their quality level, 
then these objects need to be grouped in order to rank the results. 

Regarding user contributions in the integration process, the 
user has less flexibility in determining priorities of the quality 
dimensions. Because the data quality are offered as the most up 
to date or the most accurate and not offered in weights or 
percentages. Consequently, users will not be satisfied by 
combinations of quality priorities. One result might satisfy a user 
for a particular task, but of poor quality for other. Also, the user 
has no option if he wants to integrate more than data source to 
find a more complete result. Gertz and Schmitt propose the 
extended query language to deal with the query which take into 
account the quality feature. 

Select [restrict] < list of attribute > 
from G 
where < selection condition > 
using < selection feature > 
with < weight feature > 
The “where” clause applies a condition on the answer set 

while the “using” clause applies a feature condition on the result 
set. 
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C. Quality-driven Integration of Heterogeneous Information 

Systems 

Naumann [15] has developed a system that integrates 
heterogeneous information systems based on data quality that 
identify and rank high quality plans, in order to produce results 
with high quality. The project looks for query plans that are 
correct and may produce different results while traditional 
optimization techniques consider plans that all produce same 
results. 

For query processing part, the project process queries by 
considering the different levels of granularity for each data 
quality: 

1) Criteria on the data source, determines the quality of the 
whole data source, such as timeliness and reputation. 

2) Criteria on query correspondence assertion (QCA), 
defines the quality of specific query correspondence 
assertions, such as the cost of a query. 

3) Criteria on user query, measures the quality of the answer 
delivered to a specific user query. The scores for these 
criteria can only be calculated at query time. An example 
is completeness. 

However, Naumann doesn’t specify how to measure these 
quality criteria at different levels of granularity. The project uses 
the Data Envelopment Analysis method [16] to rank the data 
sources. Therefore, user priorities are ignored at this process. 
Besides, data sources are discarded by subjective criteria such as 
reputation and understandability. 

D. Quality-Driven Query Answering for Integrated 

Information Systems 

Naumann [12] developed a project to integrate data from 
different data sources based on data quality. The project uses the 
global relational schema to generate a universal relation to be 
used for integrating autonomous data sources. Users generates 
queries by selecting attributes from the universal relation and 
may specify conditions on the selected attributes. Queries are 
then transformed to queries against the global relational schema. 
The project qualifies data sources based on several quality 
criteria such as objectivity, believability, reputation and others. 
These criteria are used to generate a quality model for query 
plans. 

The project follows the following steps to calculate the 
quality of a query plan: Each source gets information quality 
(IQ) scores for each relevant data quality criteria. The IQ scores 
are, then, combined to form an IQ-vector. In order for users to 
determine their preferences, they are required to assign weights 
to the IQ-vector. Therefore, a weighting vector can be obtained. 

A multi-attribute decision-making (MADM) method uses 
the weighting vector to rank the data sources in the universal 
relation. An example of MADM method is simple additive 
weighting (SAW). 

After determining the IQ-vector for each data source, the 
project calculates an IQ-vector for each query plan containing 
the data sources. Query plans are, then, represented as trees of 

joins between the data sources: leaves represent data sources 
while inner nodes represent the joins between the data sources. 
By joining nodes from bottom to up, each inner node gets IQ-
scores and the overall quality of the plan is the IQ-score of the 
root of the tree. 

IV. QUALITY SYSTEM COMPONENTS 

The purpose of adding quality system components to data 
integration systems is to improve the query answers. This can be 
achieved by assessing a set of quality criteria over the data 
sources and storing the measures in a repository to be used later 
during query planning phase to generate query plans that can 
produce answers with better quality. These quality system 
components are: (1) Data quality acquisition and (2) user input. 
These quality system components are integrated in the mediator-
wrapper architecture. See green boxes in “Fig. 4.” 

 

Fig. 4.   Data integration system quality system components 

In the following sub-sections, we present the structure and 
the functionality of each component. 

A. Data Quality Acquisition 

This component is responsible for extracting attributes and 
relations from the data sources and store them in the metadata 
store. It is also responsible for executing data quality queries 
against the data sources, receiving the results and store them in 
the metadata store. The metadata store used by the data quality 
acquisition (DQA) consists of the following relations as shown 
in “Fig. 5”: 

1) Data Sources. Stores information about data sources. 

2) Tables. Stores information about each relation (table) in 
each data source. It has an attribute called “detectors” 
which is used to uniquely identify records in case no 
primary key exists. This attribute is used during fusion 
process [17]. 
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3) Columns. Stores information about each column in each 
relation in a data source. 

4) Global schema columns. Stores information about the 
global schema attributes. 

5) Global schema Tables. The global schema columns 
belong to a global schema table. This makes it easier to 
add multiple tables with columns. 

6) Global Schema Mappings. Defines the mapping between 
the attributes of the global schema and the attributes of 
the data sources (stored in columns relation) and the 
mapping functions between the attributes. Such mapping 
functions are multiplication, division, string 
concatenation, etc. 

 

Fig. 5.   Metadata structure 

Data quality acquisition component can be customized 
without affecting the data integration system. We can change the 
queries used by the data quality acquisition anytime. Whenever 
data quality acquisition executes queries, the quality measures 
in the metadata store will be updated with the new values. 

We have selected a set of data quality dimensions that could 
affect the data integration process and at the same time could be 
considered important to the end user to be measured by data 
quality acquisition. Table I illustrates these dimensions and the 
granularity for each dimension. 

TABLE I. DATA QUALITY DIMENSIONS AND GRANULARITIES LEVELS 

DQ Dimension 
Measures granularities 

Data source level Relation level Attribute level 

Accuracy    

Completeness    

Cost    

Response time    

Timeliness    

 
In the following sub-sections, we describe how we measure 

each dimension presented in table I. These quality measures may 
enhance the quality of the data fusion process. Data quality 
dimensions chosen are highlighted in blue in “Fig. 5”. 

1) Accuracy 
Tomas C. Redman [10] present the data accuracy 

measurement framework (“Fig. 6”) for understanding the 
various measurement techniques based on choices made 
regarding four factors: where to measure the data, which part of 
the data will be measured, how to measure the data and the 
granularity of the measures. 

To apply Redman’s data accuracy measurement framework 
in our case, we will select from the choices for each of the four 
factors. 

 Where measurements are taken: Since we have a set of 
data sources given, we will measure accuracy from those 
data sources. (i.e. from database). 

 What attributes to include: To save processing time, we 
measure accuracy on the data sources’ attributes that 
correspond to global schema’s attributes. 

 The measurement device: Since a reference to a real 
world relation is almost always costly and time 
consuming, we will compare the value of each attribute 
to its domain of allowed values. Complaints and domain 
experts’ feedback are also used to identify erred data and 
a correction for them which help improve accuracy 
measure. 

 The scale on which results are reported: Attribute level. 

Attribute Accuracy = 
Number of fields judget correctly

Number of fields tested
          (1) 

2) Completeness 
The Literature classifies completeness into three types: 

column completeness, schema completeness, and population 
completeness [18]. At the most abstract level, schema 
completeness refers to the degree to which all required 
information are present in a particular data set. At the data level, 
column completeness can be defined as the measure of the 
missing values for a column in a table. Each of the three types 
can be measured by dividing the number of incomplete items by 
the total number of items and subtracting from 1 [18]. 

Schema/Attribute completeness = 1 −
Number of incomplete items

Total number of items
 (2) 
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             Fig. 6.   The data accuracy measurement framework

The range for completeness is 0 - 1, where 0 represents the 
lowest score and 1 represents the high score. 

In relational databases research area, completeness is often 
related to the meaning of “null” values. A value can be missing 
because it doesn’t exist or because it exists, but is not known or 
because its exist and not identified. We apply completeness on 
non-primary key attributes and applicable attributes. We add a 
custom data quality criteria called “Complete instance relation” 
that can be measured at schema level. A relation is marked as 
complete instance if its cardinality is complete. (i.e. all the tuples 
are represented in the relation). This information will be given 
directly to the data integration system by end user through an 
input form. 

3) Cost 
It is the price for accessing specific data source. The user has 

to pay the money for accessing a commercial data source. We 
added this criteria due to the growing importance of commercial 
data source providers. The subscription of the user and the cost 
of that subscription are determined by the data source owner. 
We assume that the user is charged on pay-by-query basis. The 
cost per query is measured in US dollar. 

4) Response Time 
We measure the response time of a data source by using 

calibration techniques [19]. We send a bunch of queries to the 
data sources to judge their average response time for different 
types of queries at different times of day. The result will be 
stored at the metadata store to be used later during query 
planning phase. The response time may be high if a source is 
always busy or doesn’t have the resources needed to answer the 
query. In this study, we assume that all the data sources have the 
capabilities to answer all queries so that the problem of source 
capabilities is resolved. The response time depends on several 
factors such as network traffic, servers workload, technical 
equipment such as: the hardware of the data source and database 
management system used by the data source. 

5) Timeliness 
Timeliness measure depends on the data integration system: 

some prefer seconds while others prefer days. To determine the 

timeliness, we rely on update information provided by the data 
source. Timeliness measurement depends on at what granularity 
the data source updates its data. We assume at the relation level 
and the data at the data sources are not archived. 

B. User Input 

To give users the option to specify constraints on the 
retrieved result, we have used the proposal of Gertz and Schmitt 
[14] where quality constraints can be expressed by using data 
quality dimensions. Thus forming a threshold of acceptance. We 
have added two options to the SQL dialect. The first one is cost 
which is the amount of money a user can pay and the second 
option called fusion that can be set to true or false and is used to 
give the user the option to fuse data from all possible data 
sources. 

A query Q with quality constraint expressed on the mediated 
schema expressed in an extended SQL syntax: 

Select A1,…..,Ak 
from G 
where < selection condition > 
with < data quality goal > 
fusion < true | false > 
Cost < x$ > 
Where A1.A2,…, Ai are global attributes of G 

Selection condition: conditions used to filter the data. 

Data quality goal: quality dimensions defined on the selected 
attribute Ai and gets a value according to table II. 

TABLE II.  DATA QUALITY DIMENSIONS LEVELS 

Level Start threshold 

High 70 

Meduim 50 

Low 0 

 
The values in table II are used as a threshold of acceptance. 

Ex: if we have a quality constraint A1.completeness is Medium, 
that’s mean that the user wants the completeness of A1 in the 
answer to be 50% or higher. 
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The values in table II are tunable. The system administrator 
can change the value each level anytime. 

Fusion: When set to true, this means that the user wants to 
fuse data from all possible data sources. When set to false, the 
mediator selects only one alternative that has the minimum 
number of data sources.  

 Cost: the amount in US dollar the user can pay. 

V. QUALITY DRIVEN QUERY PROCESSING ALGORITHM 

The requested data usually located on more than one data 
source. Every combination of data sources that meet the user’s 
requirements (attributes and quality criteria) is an alternative. If 
a single data source can meet all user’s requirement, this is an 
alternative. Given a query Q against the mediated schema asking 
for A1,…..,An attributes with or without quality requirements, 
We developed a quality-driven query algorithm (“Fig 7”) to 
determine which combinations of sources can answer the query. 
The algorithm works as follows: 

1) Since each global schema attribute is assigned a unique 
ID, the mediator obtains a metadata representation by 
joining the tables in the metadata store and using the IDs 
of the selected attributes to retrieve the metadata related 
to the selected attributes only. 

2) After determining the data sources that can answer the 
query, we examine the quality criteria required by the 
user (if exist) against the quality of these data sources. 
We discard the data sources that don’t meet user’s cost 
criteria. Ex: If the user can pay x$, then all data sources 
whose cost greater than x, will be discarded. 

3) The mediator extracts the complete instance relations 
from the remaining data sources and examines the 
quality and the attributes provided by these relations 
against the quality and the attributes required in the 
user’s query. This process is as following: 

 

Page | 415



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0078 © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

Page | 416



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0078 © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 

            Fig. 7.   Quality driven query algorithm   

a) If a relation R in data source S doesn’t provide at 
least one attribute then the mediator examines other 
data sources for that missing attribute. 

b) If a relation R in data source S doesn’t meet the 
quality criteria required for at least one attribute 
then the mediator examines other data sources for 
that disqualified attribute. 

c) If a relation R in data source S provides all required 
attributes and meets all the quality criteria required 
in Q, then no other data sources are needed and the 
mediator adds the data source of R to the list of 
alternatives. 

d) The mediator applies the above three steps for the 
remaining complete instance relations. 

4) If no complete instance relation is found in step 3, then 
all data sources will be used to form an alternative. 

5) The following steps illustrate how the mediator finds 
other data sources that provide the missing attributes or 
the disqualified attributes: 

a) The mediator checks the metadata representation 
for data sources that provide the required attributes. 

b) If no relations found in step 5-a, that means that one 
of the required quality criteria can’t be factory. So, 
a warning message will be displayed to the user 
regarding that quality criteria unless an alternative 
is found. However, the mediator must provide an 
answer. So, we add the data source of R (R is 
defined in step 3) to the list of alternatives. 

c) If relations are found in step 5-a, then the mediator 
checks if fusion option in Q is set to true or false. 

 If fusion is set to true, the mediator sorts the 
missing attributes in a descending order based 
on the number of data sources found for each 
attribute. The reason for that is to make sure 
that for each data source S1, S2, …, Sn that 
provide the first missing attribute, the mediator 

generates alternatives that consists of the data 
source of R (R is defined in step 3) and Si. 
Then the mediator iterates on the remaining 
attributes and updates the alternatives with 
data sources that provide each missing 
attribute. Finally, the alternatives are then 
added to the list of alternatives. 

 If fusion is set to false, the mediator generates 
only one alternative for all required attributes. 
To find that alternative, for each missing 
attribute A1,A2,…, Ai, we apply Data 
Envelopment Analysis (DEA) method on the 
data sources that provide Ai and any efficient 
source will be added with the data source of R 
to the list of alternatives. If no efficient data 
sources are found, the highest inefficient data 
source will be added with the data source of R 
to the list of alternatives. The quality 
measures, which are already stored in the 
metadata store, will be used in DEA. These 
quality measures are: Completeness, 
Accuracy, Cost and Response time. 

6) After generating all alternatives, the mediator checks if 
fusion option in Q is set to true or false. 

 If fusion is set to true, the mediator merges the data 
sources in all alternatives and query each data 
source only once. 

 If fusion is set to false, the mediator selects the 
alternative that has the minimum number of data 
sources and query the data sources in it. 

 If the number of queried data sources is greater than 
one, duplicate detection and data fusion algorithms 
will be run on the result respectively. 

 The result is then displayed to the user. 
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VI. EVALUATION AND VALIDATION 

In this section, we validate that our approach really reduces 
the number of data sources needed to answer a given query. 

Given the Student schema in data sources S1, S2, S3, S4, S5, 
S6 and S7. The mediated schema is shown below 

G: Student (FirstName, LastName, Gender, Birthdate, Mail, 
Nationality, Address, Phone) 

S1.Student (StudentID, FirstName, LastName, Gender, 
Birthdate, Address) 

S2.Students (SID, Name, Sex, Birthdate, E-mail, Nationality) 

S3.Student (ID, FullName, Email_Address, Nationality, Phone) 

S4.Student (Id, FName, LName, Gender, Mail, Nationality, 
Address, Phone) 

S5.Student (Student_id, Student_Name, Gender, Nationality, 
Birthdate) 

S6.Student (Student_ID, Name, Gender, Mail, Phone) 

S7.Student (S_ID, FName, LName, Sex, Address, Birthdate) 

The data sources measures in the metadata store are shown 
in table III. 

TABLE III.  DATA SOURCES MEASURES IN THE METADATA STORE 

Data Source ID 
Properties 

Data Source Name Response Time Cost 

1 S1 92 sec 10$ 

2 S2 160 sec 5$ 

3 S3 130 sec 3$ 

4 S4 280 sec 0$ 

5 S5 500 sec 0$ 

6 S6 350 sec 7$ 

7 S7 300 sec 0$ 

 
Now, Consider the following query Q1: 

Select FirstName, LastName, Gender, Birthdate 
From G 
Where Gender =”Male” 
With Birthdate.completeness is high  
fusion = true 
Cost = 0 

The interpretation of the above query is that the user wants 
First Name, Last Name, Gender and Birthdate of all male 
students where completeness of birthdate is high (i.e. 
completeness measure starts from 70 as indicated in table II) and 
obtain the result from the free data sources only. 

The first step to process the above query is by obtaining 
metadata representation by joining the tables in the metadata 
store (see “Fig. 5”) and filtering the rows by the IDs of the 
selected attributes to retrieve the metadata related to the selected 
attributes only. 

Second, we discard the data sources that don’t meet the cost 
criteria specified in Q. Therefore, S1, S2, S3 and S6 are 
discarded. This yields the metadata representation shown in 
table IV. 

 

 

 

TABLE IV.  METDATA REPRESENTATION 

Properties 

Column 

Name 
Table Accuracy Completeness 

Table 

Name 

Complete 

instance 

FName S4 99 100 Student Yes 

LName S4 97 100 Student Yes 

Gender S4 100 100 Student Yes 

Student_

Name 
S5 88 95 Student Yes 

Gender S5 100 100 Student Yes 

Birthdate S5 80 84 Student Yes 

FName S7 100 100 Student Yes 

LName S7 100 100 Student Yes 

Sex S7 100 100 Student Yes 

Birthdate S7 80 90 Student Yes 

 
Third, the mediator extracts the complete instance relations 

from the remaining data sources. From table IV, complete 
instance relations are S4, S5 and S7. The mediator starts with S4 
and finds that S4 does provide all required attributes except 
Birthdate, so the mediator will look for other data sources that 
could provide attribute “Birthdate”. After scanning the metadata 
representation (table IV), the mediator finds S5 and S7. The 
mediator then checks the fusion option in Q. Since fusion option 
is set to true, the mediator generates an alternative for each data 
source. So, the list of alternatives = {{S4, S5}, {S4, S7}}. 

Next, the mediator examines S5 and finds that S5 does 
provide all required attributes (S5.Student.Student_Name 
contains FirstName concatenated with LastName). So no other 
data sources are needed. Therefore, S5 itself is an alternative and 
the mediator will add it to the list of alternatives. Therefore, the 
list of alternatives = {{S4, S5}, {S4, S7}, {S5}}. 

Next, the mediator examines S7 and found that S7 does 
provide the required attributes. So, no other data sources are 
needed. Therefore, S7 itself is an alternative and the mediator 
adds it to the list of alternatives. Therefore, the list of alternatives 
= {{S4, S5}, {S4, S7}, {S5}, {S7}}. 

Now, given a set of alternatives, the mediator determines 
which alternatives to choose as follows: 

 The mediator checks again fusion option in Q. Since the 
fusion is set to true, the mediator merges the data sources 
in all alternatives and query each data source only once. 
Therefore, the final query plan = {S4, S5, S7}. 

 After retrieving the result from each data source, the 
mediator unions the results and applies duplicate 
detection algorithm to find the tuples that refer to the 
same real world entity. 
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 After determining the duplicate records, a data fusion 
algorithm is needed to fuse attribute’s values that refer to 
the same real world entity (resolve inconsistency at value 
level).  

 Any further processing on the result can be applied. 

 Finally, the result is displayed to the user. 

IF we assume the complete instance property for S4 is “No”, 
we will find that the final list of alternatives {{S5}, {S7}} and 
the final query plan as {S5, S7}. S4 is omitted because it doesn’t 
provide a complete result. This reduces the time needed to 
answer a query by avoiding access to S4. 

If we modify fusion option and set it to false and repeat the 
above steps, we will find that the metadata representation is still 
the same (table IV). S4 does provide all required attributes 
except Birthdate. The mediator selects S5 and S7 to provide 
attribute Birthdate. Since fusion is set to false, the mediator tries 
to choose the best source between S5 and S7 to retrieve attribute 
birthdate from. The mediator achieves this by applying DEA on 
S5 and S7.  The quality scores in table V are used in DEA. 

TABLE V.  QUALITY SCORES 

Data 

Source 

Quality Criteria 

Accuracy Completeness 
Response 

Time 
Cost 

S5 80 84 500 sec 0$ 

S7 80 90 300 sec 0$ 

 
The computed efficiency for S5 is 0.7939 while the 

computed efficiency for S7 equals 1. Therefore, the mediator  
adds S7 along with S4 as an alternative to the list of alternatives. 
The list of alternatives = {{S4, S7}}. 

Next, the mediator examines S5 and S7 respectively and 
finds both provide all required attributes. Therefore, S5 and S7 
themselves are alternatives and the mediator adds them to the 
list of alternatives. Therefore, the list of alternatives = {{S4, S7}, 
{S5}, {S7}}. 

Now, given a set of alternatives, the mediator determines 
which alternatives to choose as the following: 

 Since the fusion is set to false, the mediator chooses the 
alternative that has the minimum number of data sources 
and query the data sources in it. In this case, the mediator 
can choose either S5 or S7. Therefore, the final query 
plan = {S7}. 

 Since the number of data sources queried equals one, 
neither duplicate detection algorithms nor data fusion 
algorithms are needed unless the data source allows 
duplicate. 

 Any further processing on the result can be applied. 

 Finally, the result is displayed to the user. 

VII. CONCLUSION AND FUTURE WORK 

Data integration systems may produce query results that not 
only suffer the lack of quality but also take a long time to arrive. 

The results can be incomplete, inaccurate or outdated and so on. 
In this paper, we have pointed out the importance of data quality 
in integrating autonomous data sources. The main contribution 
of this paper is an efficient method aimed at selecting a few 
possible data sources to provide more quality oriented result to 
the user.  We added quality system components to integrate data 
quality dimensions in a data integration environment for 
structured data sources only. With the help of these criteria, we 
developed a quality driven query execution algorithm to 
generate high quality plan that meets user’s requirements. 
Further research will extend the approach to be applied on 
different types of data sources such as semi-structured and 
unstructured data sources. 
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Abstract—E-commerce applications are becoming popular day by day as they are working like a virtual shop. Writing good E-

commerce application is tedious task and complex also. The applications if made complex are very difficult to maintain. Usability is a 

very basic concept in the E-commerce application. User has to get the information at one click and with proper feedback. As these are 

web based applications, efficiency matters a lot for this application. As transaction in e-commerce faces the problems such as database 

exploits, log data mining and sniffing attacks which can be resolved by using different security measure. Hence, security is important in 

e-commerce application. In today’s electronic world of business, trust is the center component between the consumer and the internet 

Merchant. Researchers found trust very important, especially, in the relationships between consumers and e-vendors. Based on the 

analysis of the basic concepts, the security infrastructure and payment system of electronic commerce and the thorough and 

comprehensive research on the security technology, authentication and transaction process, this paper points out some aspects of 

excellence and deficiencies in security protocols beginning with iKP, SSL, SET, 3d-Secure and finally other modified models of 3d-

secure protocols.  

 

Keywords: Electronic Commerce, SET, Sniffing Attack, Log Data Mining, DBMS exploit, DES, RSA, 3d-Secure, SSL. 

I. INTRODUCTION 

The internet is a network of networks. Connecting a business 

to the internet implies a global reach. In other words, a 

company can reach anyone who has an access to the internet 

such as customers, suppliers, on-line banks, mediators, etc. 

At the same time, the company can be reached by anyone. 

So, the internet creates vast opportunities for businesses with 

some threats. For example, anybody from anywhere on the 

internet (an intruder or a hacker) can illegally enter a 

company computer resource and messes the computer 

resource from a remote site. In addition, it is not difficult 

task to tap a message in the middle of the net and steal or 

change its content, which is definitely a crime. While the 

internet is dramatically changing the way business is 

conducted, security issues are of deeper concern than ever 

before. The internet is basically an insecure communication 

medium. Hawker [6] states that the only assumption which 

can safely be made when considering the internet as a 

communication medium is that it offers no security 

whatsoever. Most people are skeptical about the security of 

the internet. People are happy using the World Wide Web for 

browsing, finding, reading or downloading information from 

the internet. However, when considering sending a credit 

card number over the internet, they are reluctant to do it, 

even if they are told that the transfer is secured. This is 

because many media expose bad news about the internet 

security, although security technology for the internet exists 

and good enough for protecting transactions via the internet.  

The core activities of e-commerce are business transactions 

between two parties or possibly mediated by a third party. In 

fact, the practice conducted by company before the term e-

commerce appears is Electronic Data Interchange (EDI), 

which is basically electronic transaction via computer 

networks. The major concern of electronic transactions is 

how to protect transactions from eavesdroppers (which can 

steal and modify the information in the transactions) and 

how to make sure those transactions are authenticated.  

This paper begins by outlining basic concepts in section 2, 

while section 3 deals with  protocols in Electronic 

Transaction  like SSL , SET and 3d-sercure  protocols. Also 

other modified models of 3d-Secure will be discussed.  

Finally, the conclusion, discussion and references. 

II. BASIC CONCEPTS 

A. Security Issues in E-Commerce Application 

E-commerce was established in 1991; it is selling and buying 

of products and services by business and consumers via 

computer network such as internet. From the year 1991 till 

today, life has faced drastic changes due to technological 

advancements, but simultaneously they have made our lives 

more complex. Moreover, E-Commerce became a need for 

development and modifying to protect the data and 

information from any attack, from here the definition of 

security in EC has emerged[4]. 
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Electronic commerce lets companies integrate internal and 

external business processes through information and 

communication technologies. Companies conduct these 

business processes over intranets, extranets, and the internet. 

E-commerce lets businesses reduce costs, attain greater 

market reach, and develop closer partner relationships. 

However, using the internet as the underlying backbone 

network has led to new risks and concerns. Often, industry 

analysts considered trust and security as the main hurdles in 

growing e-commerce. A number of factors have hampered 

the growth of e-commerce in developing countries. Yet, the 

main perceived obstacle to increased internet usage is very 

similar in companies from both developed and developing 

countries. Firms already using the internet consider the lack 

of network security to be the primary problem, followed by 

slow and unstable connections. This litany of evolutionary 

phases masks a number of growing technical challenges, 

which could be addressed as the following[17][16]: 

 security and authentication. 

 content management and publication. 

 reliable systems, messaging, and data. 

 complex interactions and transactions. 

 business model implementation and business process 

enactment. 

 distributed processing and distributed data. 

Clearly, the online transaction requires consumers to disclose 

a large amount of sensitive personal information to the 

vendor, placing themselves at significant risk. Understanding 

(indeed, even precisely defining) consumer trust is essential 

for the continuing development of e-commerce.[12]. 

There are different types of security issues in any e-

commerce application which needs to be addressed as the 

following[1][11]: 

1) Malicious Code such as Viruses. 

2) Unwanted Programs: These are installed without the 

user’s informed consent. It has three types: 

 Browser parasites: It can monitor and change 

settings of a user’s browser. 

 Adware: It calls for unwanted pop-up ads. 

 Spyware: It can be used to obtain information, such 

as a user’s keystrokes, e-mail, IMs, etc. 

3) Phishing and Identity Theft: which means that any 

deceptive, online attempt by a third party to obtain 

confidential information for financial gain – Most popular 

type: e-mail scam letter – It is one of fastest growing forms 

of e-commerce crime 

4) Hacking and Cyber vandalism. 

5) Credit Card Fraud. 

6) Spoofing (Pharming) and Spam (Junk) Web Sites. 

7) Denial of service (DoS) attack and Distributed denial of 

service (DDoS) attack.  

8) Other Security Threats: like:  

 Sniffing: Type of eavesdropping program that 

monitors information travelling over a network; enables 

hackers to steal proprietary information from anywhere 

on a network 

 Insider jobs: Single largest financial threat. 

 Poorly designed server and client software: Increase 

in complexity of software programs has contributed to 

increase is vulnerabilities that hackers can exploit. 
 

B. Mechanisms and Technologies to Build Trust 

Trust is especially an important factor under conditions of 

uncertainty and risk. The importance of trust is elevated in e-

commerce because of the high degree of uncertainty and risk 

present in most on line transactions. In today’s electronic 

world of business, trust is the center component between the 

consumer and the internet Merchant. Researchers found trust 

very important, especially, in the relationships between 

consumers and e-vendors[17]. 

Fig 1: A Relationship between Consumer and internet Merchant[17]. 

There is a strong relation between consumer trust and 

security aspects that govern the whole transaction processes 

in an e-commerce website. 

As a new form of commercial activity, e-commerce involves 

more uncertainty and risks than traditional commerce 

because they are less well known to consumers. Factors that 

affecting trust in e-commerce for consumers include security 

risks, privacy issue and lack of reliability e-commerce 

processes in general. A consumer cannot monitor the safety 

and security of sending sensitive personal and financial 

information. Online business organizations should search for 

high-tech security mechanism to protect itself from intrusion 

and also protect it's customer from being indirectly invaded. 

There are two lines of defense for e-commerce which are 

technology solutions and policy solutions, here we state 

some of adapted solutions: [1][11][3]. 

1) Encryption Approach: Encryption is the process of 

transforming plain text or data into cipher text that cannot be 

read by anyone other than the sender and the receiver. It's 

purpose is: 

(a) to secure stored information. 

(b) to secure information transmission.. 

There are several types of encryption that differs in the 

context of it’s functionalities. In Symmetric Key Encryption, 

both the sender and the receiver use the same key to encrypt 

and decrypt messages while Public Key Encryption used two 

mathematically related digital keys which are public key and 

private key[11][3]. 

2) Secure Socket Layer: The most common form of securing 

channels is through the Secure Sockets Layer (SSL) of 

TCP/IP. The SSL protocol provides data encryption, server 
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authentication, optional client authentication, and message 

integrity for TCP/IP connections. Secure Socket Layer (SSL) 

is a security protocol, first developed by Netscape 

Communications Corporation and now taken over by the 

transport layer security working groups. The design goal of 

the protocol is to prevent eavesdropping, tampering or 

message forgery when a data is transported over the internet 

between two communicating applications[3]. 

3) Secure Hypertext Transfer Protocol (S-HTTP): S-HTTP is 

a secure message-oriented communications protocol 

designed for use in conjunction with HTTP. It is designed to 

coexist with HTTP and to be easily integrated with HTTP 

applications. Whereas SSL is designed to establish a secure 

connection between two computers, S-HTTP is designed to 

send individual messages securely. Using S-HTTP, any 

message may be signed, authenticated, encrypted or any 

combination of these. Generally, S-HTTP attempts to make 

HTTP more secure[3]. 

4) Trust Seals Programs: A number of Trustmark seals have 

been developed to provide assurance about Web business 

practices and policies through the Web interface. One 

example is TRUSTe, which audit a site’s stated privacy 

policies and allows sites to display the TRUSTe seal if 

privacy policies and disclosure meet specific standards. 

Cheskin and Sapient [5], found that where trust mark seals 

were recognized, they increase consumer perceptions of a 

site’s trustworthiness. 

Seal programs such as TRUSTe, BBBOnLine, MultiCheck 

and WebTrust allow licensees who abide by posted privacy 

policies and/or allow compliance monitoring to display 

means for addressing consumer privacy concerns. 

5) Digital Signature: Digital signature means a digital 

method executed by a party with the intent to authenticate a 

record, which is a unique to the person using it and is 

capable of verification. It is linked to the data in such a 

manner that if the data is changed, the electronic signature is 

invalidated. A digital signature is normally a hash of the 

message which is encrypted with the owner’s private 

key[11][3]. 

6) Secure Electronic Transaction (SET): 

A SET specification for credit/payment card transactions is 

required for the safety of all involved in e-commerce. It is 

designed to meet three main objectives. First, it will enable 

payment security for all involved, authenticate card holders 

and merchants, provide confidentiality for payment data and 

define protocols and potential electronic security service 

providers. It will also enable interoperability among 

applications developed by various vendors and among 

different operating systems and platform[11][3]. 

7) Privacy Policy Statements: A privacy policy statement is a 

contractual commitment to consumers outlining how their 

personal information will be treated. The evidence suggests 

that posting a self-reported guarantee of compliance with e-

commerce standards is an effective means of increasing 

consumer trust. Privacy policy statements appear to be most 

beneficial to the web merchants that have the greatest need to 

increase consumer trust . Privacy is the willingness of 

consumers to share information over the internet that allows 

purchases to be conducted. 

8) Digital Certificate: A digital certificate is a digital 

document issued by a trusted third party institution known as 

a certification authority that contains the name of the subject 

or company, the subject’s public key, a digital certificate 

serial number, an expiration date, an issuance date, the 

digital signature of the certification authority and other 

identifying information. The Certification Authority (CA) is 

a trusted third party that hands out certificates and publishes 

identities and public keys in a directory. The certificate is 

signed with the private key of the Certification Authority; 

therefore, its authenticity can be confirmed by using the 

known public key of the CA[11][3]. 

 

C. Encryption Technology 

Encryption is the key security schemes adopted for electronic 

payment systems, which is used in protocols like SSL and 

SET. It is a very old technology for keeping messages secret 

from unauthorized access. One of the oldest methods of 

encryption was developed by Spartan generals around the 

fifth century of BC [6]. The basic idea of encryption is only 

an authorized person can reveal information from an 

encrypted message by using a key. 

Encryption algorithms can be sited to two types, namely 

symmetric cryptography (single key cryptography) and 

asymmetric cryptography or public key (two keys) 

cryptography. A well-known symmetric cryptography is 

DES (Data Encryption Standard) developed by IBM for the 

US government. A well-known public key cryptography is 

RSA cryptosystem.  

Data Encryption Standard (DES) is the most widely used 

symmetric cryptography. DES was adopted by NIST 

(National Institute of Standards and Technology) in 1977 to 

provide an encryption algorithm to be used in protecting 

federal unclassified information from unauthorized 

disclosure or undetected modification during transmission or 

while in storage [10]. 

The DES algorithm uses a 56-bit key to encrypt plaintext to 

ciphertext or to decrypt ciphertext to plaintext. The DES 

consists of 16 "rounds" of operations that mix the data and 

key together in a prescribed manner using the fundamental 

operations of permutation and substitution. The goal is to 

completely scramble the data and key so that every bit of the 

ciphertext depends on every bit of the data plus every bit of 

the key. 

The RSA Cryptosystem is an asymmetric cryptosystem 

developed by the trio: Ronald Rivest, Adi Shamir and 

Leonard Adleman [13]. The RSA cryptosystem is based on 

the principle that if two large prime numbers are multiplied, 

the resulting number is hard to factor back to its original 

numbers. In the RSA cryptosystem the two numbers are 

keys, namely private and public keys. A private key must be 

kept secret, while a public key can be revealed to anyone. 

Page | 423



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0079   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 

Obviously, the RSA cryptosystem is more complex and 

harder to manage than DES since it involves two keys. 

However, an inherent benefit will be revealed shortly. 

In the RSA cryptosystem, a sender may encrypt a message 

using his/her private or public key. Let A and B be two 

parties that use the RSA cryptosystem and KPA, KTA, be 

the public key and the private key for A, KPB, KTB be the 

public key, the private key for B respectively. Assume that B 

knows KPA and A knows KPB. There are two possible 

scenarios: 

1. A sends a message to B. Before sending the message, A 

encrypts the message using KPB. Since A uses KPB to 

encrypt the message then only B can decrypt the message 

using KTB. This is called the encryption path of the RSA 

cryptosystem. 

2. A sends a message to B. Before sending the message, A 

encrypts the message using, KTA. Next, B decrypts the 

message using KPA. If B can decrypt the message using 

KPA, then the message must come from A. This is called the 

authentication path, which can be used as a digital signature 

(the message is digitally signed by A). Note that A cannot 

deny (non-repudiation principle) that he/she has signed the 

message since the message can only be decrypted using A's 

public key (KPA) [13]. 

 

III. SSL, SET AND 3D-SERCURE:  PROTOCOLS OF 

ELECTRONIC COMMERCE 

Electronic commerce, as exemplified by the popularity of the 

internet, is going to have an enormous impact on the 

financial services industry. No financial institution will be 

left unaffected by the explosion of electronic commerce. 

Most people are skeptical about the security of the internet. 

People are happy using the World Wide Web for browsing, 

finding, reading or downloading information from the 

internet. However, when considering sending a credit card 

number over the internet, they are reluctant to do it, even if 

they are told that the transfer is secured. This is because 

many media expose bad news about the internet security, 

although security technology for the internet exists and good 

enough for protecting transactions via the internet, it requires 

the customer and merchant to trust each other: an undesirable 

requirement even in face-to-face transactions, and across the 

internet it admits unacceptable risks[19]. 

Secure payment systems are critical to the success of E-

commerce. There are four essential security requirements for 

safe electronic payments (Authentication, ,Validity, 

Encryption, Integrity and Non-repudiation).  

We will discuss later on here after a brief history of the 

security protocols, three famous protocols: SSL, SET and 

3d-sercure and other modified models of 3d-Secure protocol. 

 

A. History of Security Protocols 

iKP which was in usage beginning with mid-1996, is 

actually the ancestor of SET. iKP is known for the longevity, 

security and the simplicity of the connection mechanism 

which made its experience to be unique. SET appeared at the 

initiative of VISA and MasterCard, in order to satisfy other 

needs that iKP did, such as: information confidentiality (both 

the card owner and the seller had to be authenticated in order 

to protect all  parties were involved), independency from 

other protocols, platforms and operating systems, etc. [2]. 

However after 2000 new ideas for other protocols much 

better than SET, started to appear. Moreover since SET 

proved to be somehow a failure, especially because the 

actions of the seller were relatively complex. In fact there 

should have been established more communications with the 

customer, with the bank and with the payment gateway. 

Seeing this lack of interest, a new payment scheme was 

created at the initiatives of Visa. 

Compared to SET, 3D-Sercure answers a simpler scheme 

and allows the integration of a much easier usage for the 

seller and the buyer. Most responsibilities are now 

transferred to banks. The main innovation in terms of 

security is the introduction of SSL/ TLS. TLS (Transport 

Layer Security) is the IETF version of SSL. At the beginning 

3D-Secure was called 3D-SSL. 

 Nowadays it is in general use (starting with 1st of March 

2003) and it is supported by Visa, MasterCard, American 

Express, etc. [2].  

 
B. SSL protocol: 

The SSL protocol, widely deployed today on the internet, has 

helped create a basic level of security sufficient for some 

hearty souls to begin conducting business over the Web. SSL 

is implemented in most major Web browsers used by 

consumers, as well as in merchant server software, which 

supports the seller's virtual storefront in cyberspace. 

Hundreds of millions of dollars are already changing hands 

when cybershoppers enter their credit card numbers on Web 

pages secured with SSL technology. 

SSL is implemented in all popular browsers and web servers. 

Furthermore, it is the basis of the Transport Layer Security 

(TLS) protocol. In this sense, SSL provides a secure channel 

between the consumer and the merchant for exchanging 

payment information. This means any data sent through this 

channel is encrypted, so that no one other than these two 

parties will be able to read it. In other words, SSL can give 

us confidential communications, it also introduces huge 

risks: 

 The cardholder is protected from eavesdroppers but 

not from the merchant. Some merchants are dishonest: 

pornographers have charged more than advertised price, 

expecting their customers to be too embarrassed to complain. 

Some others are just hackers who put up a snazzy illegal 

Web site and profess to be the XYZ Corp., or impersonate 

the XYZ Corp. and collecting credit card numbers for 

personal use. 

 The merchant has not protected from dishonest 

customers who supply an invalid credit card number or who 

claim a refund from their bank without cause. Contrary to 
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popular belief, it is not the cardholder but the merchant who 

has the most to lose from fraud. Legislation in most countries 

protects the consumer [20]. 

 

C. SET Protocol 

Visa and MasterCard and a consortium of 11 technology 

companies made a  promise to banks, merchants, and 

consumers: they would make the internet safe for credit card 

transactions and send electronic commerce revenues 

skyward. With great fanfare, they introduced the Secure 

Electronic Transaction protocol for processing online credit 

card purchases [9]. SET is an open standard for encryption 

and security specification for credit card transactions on the 

internet [18]. The SET is a set of security protocols and 

formats that main section are application protocol and 

payment protocol. The electronic commerce parties based on 

SET protocols can be illustrated as Fig. 2. [14] 

 
Fig 2: Parties in Set protocol 

Key Technologies of SET: 

• Confidentiality of information: DES. 

• Integrity of data: RSA digital signatures with SHA-

1 hash codes. 

• Cardholder account authentication: X.509v3 digital 

certificates with RSA signatures.  

• Merchant authentication: X.509v3 digital 

certificates with RSA signatures. 

• Privacy: separation of order and payment 

information using dual signatures. 

Dual Signatures: 

An important innovation introduced in SET; the dual 

Signature. The purpose of the dual signature is the same as 

the standard electronic signature: to guarantee the 

authentication and integrity of data. In this case, the 

customer wants to send the order information (OI) to the 

merchant and the payment information (PI) to the bank. The 

merchant does not need to know the customer's credit card's 

number, and the bank does not need to know the details of 

the customer's order. The customer is afforded extra 

protection in terms of privacy by keeping these two items 

separate. However, the two items must be linked in a way 

that can be used to resolve disputes if necessary. The link is 

needed so that the customer can prove that this payment is 

intended for this order and not for some other goods and 

service [15]. So, Dual Signature links two messages securely 

but allows only one party to read each as shown in Fig. 3 .   

 

 
 

Fig. 3  Dual Signature: Links two messages securely but allows only one 
party to read each.   

 

Fig.4 shows the model of dual signature. When the dual 

signature is constructed, it gets the hash of the concatenated 

hashes of OI (Order Information) and PI (Payment 

Information) as inputs. The dual signature is the encrypted 

MD (with the customer's secret key) of the concatenated 

MD's of PI and OI. The dual signature is sent to both the 

merchant and the bank. The protocol arranges for the 

merchant to see the MD of the PI without seeing the PI itself, 

and the bank sees the MD of the OI but not the OI itself. The 

dual signature can be verified using the MD of the OI or PI. 

It doesn't require the OI or PI itself. Its MD does not reveal 

the content of the OI or PI, and thus privacy is preserved. We 

can summarize these steps as follows: 

1. Take the hash (SHA-1) of the payment and order 

information. 

2. These two hash values are concatenated [H(PI) || H(OI)] 

and then the result is hashed. 

3. Customer encrypts the final hash with a private key 

creating the dual signature. 

DS =  EKRC [ H(H(PI) || H(OI)) ]. 

 

 
Fig. 4 Dual Signature Model [15] 

4. The merchant request payment authorization. 

5. The merchant confirm the order. 

6. The merchant provides the goods or service. 

7. The merchant requests payments. 
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internet 

payment 
network 

cardholde
r 

merchan
t 

paymen
t 

gateway 

issuer 
(cardholder’s 

bank) 

acquirer 
(merchant’s 

bank) 

order info + payment instruction 

payment info, 
authorization 

request 

authorization 
response + 

capture token 

ack + services 

authorization processing 

capture processing 

capture 
request 
+ token 

capture 
response 

money transfer 

CARD- 
HOLD

ER 
CERT 

MERCHA
NT 

CERT 

GATEW
AY 

CERT 

AT END OF 
DAY 

AT 
PURCHASE 

MESSAGE 1 

DIGEST 1 

NEW DIGEST 

HASH 1 & 2 

WITH SHA 

MESSAGE 2 

DIGEST 2 

CONCATENATE DIGESTS 

TOGETHER 

HASH WITH SHA TO 

CREATE NEW DIGEST 

DUAL SIGNATURE 

PRIVATE 
KEY 

ENCRYPT NEW DIGEST 

WITH SIGNER’S PRIVATE KEY 

Page | 425



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0079   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 

• SET has provided merchant protective method, cost-cutting 

and enough security for the electronic payment. It makes the 

business exempted from the online fraud. 

• As for the consumer, SET has guaranteed validity of online 

merchant as credit card number of cardholder will not be 

stolen. SET keeps more secrets for the consumer to improve 

the satisfaction of their on-line shopping experience. 

• SET helps the bank and the credit card company to expand 

the service to more broad space – internet. And it lowers the 

probability of credit card on-line fraud. 

• Therefore SET seems more competitive than other online 

payment method. 

• SET has defined interface for all quarters of online 

transaction so that a system can be built on the products 

made by the different manufacturers.  

Although SET has been widely used in the electronic 

payment area and has gained more attention from the 

electronic commerce promoter, the SET transaction mode 

can not be used on the B2B business model but B2C model 

only. Even for B2C model, its application is also limited. For 

example, it can only be applied in some types of card 

payment service. Its deficiencies mainly display on following 

aspects [7]: 

1. DES algorithm and the RSA algorithm are used in 

SET protocol to carry on the encryption and the decryption 

process. SET protocol use DES as symmetrical encryption 

algorithm. However, DES was no longer a safe algorithm 

right now. Therefore, DES should be replaced by more 

intensive and safer algorithm. Moreover, along with the 

development of processing speed and storage efficiency 

enhancement of the computer, the algorithm will be cracked 

successively. It is necessary to improve the extendibility of 

encryption service. 

2. SET protocol is huge and complex in the 

application process. In a typical SET transaction process, the 

digital certificates need to be confirmed 9 times, transmitted 

7 times; the digital signature need be confirmed 6 times, and 

5 times signature, 4 symmetrical encryptions and 4 

asymmetrical encryptions are carried out. SET protocol 

involves many entities such as customers, merchants and 

banks. All of them need to modify their systems to embed 

interoperability. As the SET requests installment software in 

the network of bank, on the business server and PC of the 

customer and it also need to provide certificates to all 

quarters, so running cost of the SET is rather high. 

3. The protocol cannot prove transactions which are 

done by the user who signs the certificate. The protocol is 

unable to protect cardholder and business since the signature 

received finally in the protocol is not to confirm the content 

of the transaction but an authentication code. If cardholders 

and trade companies have the dispute cannot provide alone 

the evidence to prove its transaction between themselves and 

the banks. 

4. SET protocol specification has not mentioned how 

to store or destroy this kind of data safely after business 

processes complete and whether the data should be stored in 

the computer of the consumers, or the online store, or in the 

receipt bank. This kind of Vulnerability possibly will cause 

these data later under the latent attack. 

5. SET protocol has not considered the fairness of 

transaction individual. Credit card information of cardholder 

retransmitted through online merchant, although has been 

undergone the encryption, still could be known by the 

merchants what the cardholder has bought. This process has 

not provided anonymous to consumers, consequently it is a 

serious potential danger. 

6. In the document of transaction, time is the 

especially important information. In the written contract, the 

date when the document signs and signature are equally 

crucial content and should be prevented from forge and the 

distortion. On the other hand, it is easy to changes the timer 

of some document on the computer. For that reason, the 

corresponding security measure in the electronic transaction 

process should be taken to protect the safety of the date and 

time information of the document. 

Meanwhile it could prevent lawsuit from transaction denial 

thereafter. Although there are some drawbacks in the SET 

protocol, it is still the most standard and the safest in the 

present electronic commerce security protocol and the 

international standard of the security electron payment [20]. 

 
D. 3-D Secure  Protocol.   

The three-Domain Secure (3-D Secure) model of VISA 

provides the issuers with the ability to authenticate 

cardholders during an online purchase. This reduces the  

fraudulent use of credit cards and increases traceability of the 

transaction. The model divides the payment system into: 

Issuer Domain, Acquirer Domain and Interoperability 

Domain [8], as shown in fig. 5. 

 The issuer domain is integrated by the Cardholder, 

a Visa member financial institution (Issuer) and a VISA 

component Access Control Server (ACS). This domain is 

responsible for managing the enrolment of their cardholders 

in the service and for authenticating cardholders during 

online purchases by means of ACS. 

 The Acquirer domain is integrated by Merchant, a 

VISA financial institution (acquirer) and a VISA component 

Merchant Server Plug-in (MPI). This domain is responsible 

for defining the procedures to ensure that merchants 

participating in the internet transactions are operating under a 

merchant agreement with the Acquirer, and providing the 

transaction processing for authenticated transactions by 

means of MPI. 

 The Interoperability Domain is integrated by Visa 

Directory Server (DS) and Authentication History Server 

(AHS). The Visa directory Server handles all the 

communication between Merchant and the appropriate ACS 

in the process of request if the payment authentication is 

available. AHS stores the messages from the ACS for each 

attempted payment authentication and could be used by 

acquirers and issuers in case of disputes. 
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The following figure represents the Domain model of VISA 

and the principal flows in the payment protocol. 

 
Fig. 5:  Domain model of VISA and the principal flows in the payment 

protocol [8]. 

 
The payment protocol in 3-D Secure   

 
Principal Messages 

1. VEReq – Message from MPI to the DS or from DS 

to the ACS, asking whether authentication is available for 

a particular card number. 

2. VERes – Message from the ACS or the DS, telling 

the MPI whether authentication is available. 

3. PAReq – Message request sent from the MPI to the 

ACS (via the cardholder browser), to issuer to 

authenticate its cardholder.  

4. PARes – Message formatted, digitally signed, and 

sent from the ACS to the MPI (via the cardholder 

browser) providing the results of the issuer’s 3-D Secure 

cardholder authentication. 

 

Flows of messages 

1. First, the cardholder indicates the decision to buy, sending 

the purchases and payment info at this moment, MPI 

software is activated. 

2. The MPI sends a message (VEReq) to the DS to determine 

whether authentication services are available for the 

cardholder. 

 If the cardholder is enrolled and authentication is 

available, the response message (VERes) instructs 

the MPI on how to contact the ACS (protocol 

continues with step 3). 

 If the account number of the cardholder falls 

outside of participating card ranges, the merchant 

proceeds with a standard authorization request. 

3. The MPI sends an authentication request (PAReq) to the 

ACS. This is usually sent via the cardholder browser. 

4. The ACS authenticates the cardholder by causing an 

authentication dialog to be displayed to the cardholder asking 

for a password, or by some other authentication method, 

such as a Visa chip card. The ACS formats and digitally 

signs the authentication response (PARes), then returns it to 

the MPI. 

5. If the authentication response indicates successful 

authentication, the merchant forwards an authorization 

request with the requisite data to its acquirer for submission 

into an authorization system.[8]  

 

E. Intermediary-3D Secure 

Mildrey Carbonell & elt. [8] proposed a multiparty electronic 

commerce protocol in which the intermediary plays the role 

of a payment mediator. This intermediary helps the customer 

to make purchases and payments with many providers 

simultaneously as a single payment transaction. They 

proposed model decreases the number of customer 

operations in the traditional multiparty payment process. 

This optimization in the payment process for this kind of 

multiparty scenarios is particularly interesting when we 

consider the devices which have some resources constraint 

(computational or connectivity), this is the case of portable 

devices. Also, in the secure infrastructure proposed, is not 

assumed to have strong trusting restrictions in the 

intermediary entity (i.e. not need to be a TTP) which implies 

a more flexible scenario. In addition, they adapted the 3D 

Secure_ payment protocol, using their intermediary, to offer 

the possibility of making secure payment with multiple 

providers that not need to be enrolled in VISA 3D Secure. 

In this  multiparty electronic commerce model, the 

intermediary plays the role of payment mediator between 

one customer and many providers. Here, the customer 

delegates the multipayment transactions to the intermediary 

and creates a single secure transaction between customer and 

his providers. This model is a secure solution in which the 

customer creates a short-term certificate for the intermediary 

as authorization credential to forward and distribute the 

payment info. This will be used in the distribution process to 

create evidence of the intermediary’s participation. Also by 

this means, the provider can obtain the customer’s 

authentication and assurance of purchase integrity. Unlike to 

other secure solutions in e-commerce models with 

intermediary, in this secure solution the intermediary is not 

represented as a trusted entity (is not a TTP) [8]. 

IV. DISCUSSION 

Since 1990s a lot of Security protocols appeared but only a 

few of them succeeded and became widely implemented. 

Among the most successful are SSL and SET. 

Secure Socket Layer protocol (SSL) is used by the vast 

majority of internet secure transactions. SSL is implemented 

in all popular browsers and web servers. It was originally 

designed by Netscape. It was developed to provide 

encryption and authentication between a web client and a 

web server. Furthermore, it is the basis of the Transport 

Layer Security (TLS) protocol. 
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Secure Electronic Transactions protocol (SET) is another 

protocol competing with SSL. In E-Commerce whether with 

SSL or SET, usually uses payment credit and debit card 

infrastructure. Here we try to answer the big question: which 

to use SSL OR SET protocol?. 

The three major players in this issue is: customers, 

merchants and financial institutions(usually banks).  

We have seen that SSL provides security for communication 

between the first two players (the customer and the 

merchant), while SET provides security for communication 

among all three players. Here we must state some facts 

about  SSL, which are: SSL is the basis of the TLS. Also 

SSL and TLS are not limited to web applications. In fact, 

they can be used for authentication and data encryption in 

IMAP mail access. Furthermore, SSL can be seen as a layer 

between the application layer and the transport layer. On the 

sender side, it receives data (for example http messages) 

from the application layer and encrypts it before directing 

the encrypted data to a TCP socket. The opposite happens at 

the receiver side. 

SSL is popular today. It enabled servers and browsers 

provide a popular platform for card transactions. In spite of 

that, SSL was not developed specifically for card payment, 

but instead for generic secure communication between a 

client and a server. 

The generic design of SSL may cause problems. For 

example, by using SSL we can authenticate the customer 

and the merchant, but we can’t be sure whether the 

merchant is authorized to accept payment, nor whether the 

customer is authorized to pay money. SSL also doesn’t tie a 

client to a specific card. For these reasons we need a 

protocol that handles authentication and authorization for 

card payments transactions. The protocol that could do that 

was the SET protocol. 

SET was developed in 1996 by Visa, MasterCard, 

Microsoft, Netscape, IBM among others. This protocol was 

designed specifically to secure card payment transactions 

over the internet. It encrypts payment related messages. SET 

can’t be used for general purposes like encrypting arbitrary 

text of images. SET involves all three players in E-payment. 

In SET all three players must have certificates. 

The customer’s and merchant’s certificates are issued by 

their banks in order to assure that they are permitted to 

make/receive payments by cards. In a SET transaction, the 

customers card number is passed to the merchant’s bank. 

This number is never seen by the merchant as plaintext.  

SET beats SSL in secure  issues since it has the following 

properties: 

 All players must hold trusted certificates. 

 All parties are authenticated. 

 SET provides privacy, merchant will never see the 

customer’s card number. 

 SET provides data integrity. 

 SET provides customer non-repudiation guarantee. 

 SET provides customer and merchant authorization. 

But in the other side, SET is not easy to implement and SET 

requires the customer to install an e-wallet. It is expensive to 

integrate with legacy applications. 

SET is safe since it addresses all the parties involved in 

typical credit card transactions: consumers, merchants, and 

the banks. Besides the interoperability problem, it has 

difficulties to spread since it needs all the participants to 

have 

some part of the software, even very expensive hardware. It 

may be clearly in the interests of the credit card companies 

and banks, but it looks quite different from the perspective 

of merchants and consumers. In order to process SET 

transactions, the merchants have to spend several million 

dollars in equipment and services when they already have 

what are arguably sufficient security provisions in SSL. To 

consumers, they have to install software also. 

SET can work in Real Time or be a store and forward 

transfer, and is industry backed by the major credit card 

companies and banks. Its transaction can be accomplished 

over the WEB or via email. It provides confidentiality, 

integrity, authentication, and, or non-repudiation. 

SET is a very comprehensive and very complicated security 

protocol. It has to be simplified to be adopted by every 

parties involved in E-commerce transaction. 

In my opinion, for merchants to build trust, they should 

adapt the SET protocol, in spite of its heavy cost.  

V. CONCLUSION 

Electronic commerce is now one of the widest applications 

in internet since it helps businesses to expand their marketing 

strategy and to reduce their costs. This growth has motivated 

the development of research to improve electronic services. 

Security, as one of these research topics, constitutes a critical 

point in the implementation of new business models because 

the process of traditional business such as paper-based 

contracts, personal purchases, etc. must be adapted to flows 

of information inside an unreliable network like the internet. 

So, payment should be the process with the highest security 

level in e-commerce operations because it is the step where 

the customer legally ends the business by making the money 

transference. 

Many secure electronic payment solutions have been 

proposed. Some of them describe online payment with a cash 

payment model, like e-Cash, DigiCash, NetCash, and 

Cybercash. Others, such as NetBill, NetCheque and 

BankNet, present a cheque payment model. And, in a card 

payment schema, open solutions such as iKP and SET have 

been developed as a standard of secure payment. iKP and 

SET were not widely used in the internet but they constitute 

a starting point in the development of secure payment 

solutions. Today, the most popular solution in the card 

payment schema is the 3-D Secure protocol (3-D Secure) 

developed by VISA and MasterCard, which is based on the 

ideas of iKP and SET. This protocol provides the card issuer 

with the ability of authenticating its cardholders during an 
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online purchase. Given that VISA has licensed this protocol 

and that many vendor communities use it, 3D Secure is 

considered a standard for authenticated payment [8]. This 

paper focused on SET and, 3D Secure protocols. 

Electronic payment solutions are mostly focused on 

traditional two party business models. However, many 

business models involve some intermediary entities to help 

negotiation. Mildrey Carbonell & elt. [8] proposed a 

multiparty electronic commerce protocol in which the 

intermediary plays the role of a payment mediator. This 

intermediary helps the customer to make purchases and 

payments with many providers simultaneously as a single 

payment transaction. Even though, these proposed models 

solved many problems of previous one, they still suffer many 

gaps in the payment process. 

We expect to see other advanced models in the near future 

that overcome all the disadvantages of the previous protocols 

and models.  
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Abstract—With the increase of using smart phone devices, these devices can play important roles in many life fields, education is one 

example of these fields. Smart phones can be used to read QR codes, which can link physical objects into electronic resources. In this 

project we propose a novel educational system for school students that use QR codes and smart phone devices or tablet computers. We 

aim to link the physical school books to additional electronic resources allowing students to reach educational games, multimedia 

resources and online experiments. Our educational system allows communication between students and teachers and even between 

parents and teachers through educational server. Also the proposed system gives the students' parents the ability to access all their 

children information using one account. 

 

Keywords— QR Codes, Smart phones, E-Learning; Educational System 

I.  INTRODUCTION 

Quick Response (QR) code is a two dimensional barcode 
that stores data in two dimensions and can be read using an 
imaging device, such as: smart phone, tablet computer or 
specific scanning device [1]. Nowadays smart phones are 
becoming more and more popular and important, they offer a 
lot of features that make our life much easier than ever before. 
These features include voice communication, accessing the 
Internet any time and everywhere, using digital cameras and 
viewing multimedia resources. One more important feature is 
that smart phones can be used as scanning devices for QR 
codes. 

QR codes allow the reader application to complete an 
action. It links physical objects (books, posters or 
advertisements) to specific electronic encoded data (web page 

address, email, SMS message or text information). The reader 
application can decode this data and read some text, get 
specific parameters, redirect browsers to a specific web page or 
use contact information [1]. QR codes can contain any type of 
information with a specific size. According to QR code 
standard [2] the encoded data can be numeric, alphanumeric, 
binary and Kangi data, with a size up to 4296 characters for 
alphanumeric data. Figure (1) shows a QR code that contains a 
link to Yarmouk University website. 

 

Fig. 1. QR code contains a link to Yarmouk University website. 
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QR codes are increasingly used to cover various fields, 
such as: product tracking, item identification, contact 
information and general marketing [1]. One interesting field is 
using QR codes with mobile phones in the class room 
environment for educational purposes. QR codes can be used to 
provide students with just in time resources [3] [4]. 

 The rest of this paper is organized as follows: Section two 
presents a brief of the related studies. Section three explores the 
proposed educational system importance. System structure and 
algorithm are shown in section four. Section five explores the 
advantages and challenges of the proposed system and finally 
section six presents the conclusion and future work.  

 

II. RELATED WORK 

The study of [3] aims to improve college classes to use 
smart phones and QR codes. Improvements include developing 
a system that allows college students to answer questions about 
the class and send their comments or suggestions to their 
teachers and classmates during classes. The system was 
developed using smart phones and QR codes in the middle of 
each class. 

The study of [4] explores the evolution of smart phones into 
a powerful tool for education, providing a literature review on 
the usage of smart phones in higher education for both 
professors and students and how smart phones can be useful 
inside and outside the class room. 

The study of [5] is a report study on the potential of using 
QR codes in learning and education, providing several 
scenarios of QR code usage in presentations and class room 
feedback, with survey results for university students asking 
them about QR codes and smart phones usage in education. 

Objects identification system to help blind and visually 
impaired people was developed in [6]. The study propose 
objects identification system for blind people using QR codes 
and smart phones, the study shows how QR code can be used 
usefully in real-time interaction with different environments. 
Where in [7]  a novel educational information system for Holy 
Quran was developed using QR codes, linking hard copies of 
Holy Quran with electronic resources for audio, translation and 
interpretation for Holy Quran learning process. 

 

III. PROPOSED SYSTEM IMPORTANCE 

In this part we propose the importance of building novel 
educational system for school students depending on QR codes 
and smart phones (or tablet computers) that are connected to 
the Internet. Our goal is to improve the educational process in 
general and allow school students to access online materials 
including multimedia resources and educational games. Also 
the proposed system allows the students and their parents to 
contact with school teachers through educational server. 

To determine the importance of building such a system we 
did a survey for school students. The survey contained nine 
questions in Arabic language, with a sample size of 180 
students who are between 12 and 17 years old. The survey was 
printed and applied in Jordan National Schools (Irbid – 
Jordan). In our survey we ask students about their usage of 
smart phones and QR codes, Table 1 shows the survey results. 

TABLE I.  SURVEY RESULTS 

Question Students who 

answered yes - 

percentage 

Students who 

answered no - 

percentage 

Do you have a smart 
phone device? 

122 – 67.7% 58 – 32.2% 

Do you have Internet 

connection on your 
mobile device anytime 

and everywhere? (of 

those who have smart 

phones) 

63  - 51.6% 59 – 48.3% 

Have you heard about 

Smart phones usage in 
educational field? 

95 – 52.7% 85 – 47.2% 

Have you heard about 

QR code? 

70 – 38.8% 110 – 61.1% 

Do you use the URL 
links printed in school 

books to get more 

information about 
lessons? 

54 - 30% 126 - 70% 

Do you use the 

internet to access extra 

resources and 
experiments? 

54 - 30% 126 - 70% 

Do you prefer using 

multimedia resources 
in the educational 

process? 

117 - 65% 63 - 35% 

Do you prefer to have 

communication with 
your teachers outside 

class rooms? 

117 - 65% 63 - 35% 

Do you check your 
marks online on the   

e-learning system? 

98 – 54.4% 82 – 45.5% 

 

Survey results showed that the majority of the students use 
smart phones and Internet but they are not aware of what QR 
code is. It is important to use this wide spread of smart phone 
devices that are connected to the Internet in a beneficial way. 
The students can gain great benefits with electronic resources, 
educational games, multimedia resources and online 
experiments. Survey results showed that the usage of smart 
phones can play important roles developing the educational 
process. 

 

IV. PROPOSED SYSTEM STRUCTURE AND ALGORITHM 

Our proposed system contains three main components: QR 
code label, Smart phone and Educational server. 

QR codes are used to link physical papers of student books 
with the corresponding electronic materials and educational 
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resources. Smart phones are used as scanning devices; they 
read the QR code contents and use them to connect to specific 
educational server that contains the educational resources. 

In order to manage these operations we propose a specific 
structure to encode data in QR codes, this structure is important 
to define common well known rules so the scanner devices 
(mainly smart phones) can handle these data and use them 
efficiently. Figure (2) shows our proposed system components. 

 

Fig. 2. Main components of the proposed system. 

Our proposed structure uses the concept of Extensible 
Markup Language (XML) tags. XML is a markup language 
that aims to define data encoding rules in a format that is both 
human-readable and machine-readable [8]. 

For student books we need to add QR code label to each 
lesson page. QR codes will contain specific parameters that 
give full definition of the lesson such as: grade, course subject, 
unit number, lesson number, title and even extra URLs that 
support the materials. Also QR codes should contain 
educational server information (domain name or IP address). 
This information will be encoded in XML; two main tags are 
used to encode these parameters; lesson info tag and server info 
tag. Figure (3) shows an example of data encoding in tags. 

 

 

Fig. 3. Example of data encoding in tags. 

 

 

 

Our proposed system algorithm steps are: 

 Encode the parameters (as defined in system structure) 
of each lesson in QR code and print this QR code on 
the corresponding student book paper. 

 Students and parents will use specific reader 
application that is installed on their smart phone 
devices to scan QR codes. 

 Reader application is responsible for data parsing and 
understanding the encoded parameters. 

 Reader application will use server information to 
establish a connection with the corresponding 
educational server and will send the parameters that 
identify the lesson. 

 Educational server will handle student accounts with 
user name and password and these accounts will 
contain all the needed resources, educational games, 
multimedia resources, marks, experiments, extra 
materials and teachers contact information such as 
email or phone number. 

 Educational servers may handle parents' accounts that 
contain full information about their children and 
contact information with teachers. 

 Educational server will regulate the communication 
process between students and teachers and between 
parents and teachers. This can be done using 
messaging system running on the educational server, or 
simply the server will provide information about the 
subject teacher including his/her name and contact 
information such as phone number or email. 
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 Through the connection between the smart phone and the 
educational server, students will be able to use the educational 
server services. Figure (4) shows the proposed educational 
system. 

 

 

Fig. 4. The proposed educational system. 

 

 

V. SYSTEM ADVANTAGES AND IMPLEMENTATION 

A. Advantages and challengess 

Our proposed system offers important features and services 
to the educational process. Main advantages are: 

 It is easy to implement. 

 There is no need to type URLs or key words to access 
extra information. 

 All educational resources are collected in one place 
(educational server). 

 It solves the problems of danger or costly experiments 
by supporting multimedia resources. 

 QR codes are free to use and easy to generate. 

 It offers (student - teacher) and even (parents – teacher) 
communication. 

Although the proposed system offers important services, 
barriers and challenges appear such as: 

 Not all students have smart phones. According to our 
survey 32.2% of the overall number of students does 
not have smart phone devices, especially for those who 
are less than 15 years old. 

 Not all students have Internet connection on their smart 
phones and not all schools are covered with Wi-Fi 
Internet connections. Our proposed system needs 
Internet connection between the educational server and 
the student who use smart phone. According to our 

survey 48.3% of the overall number of students who 
have smart phones do not have Internet connections. 

 

B. Implementation and Experiments 

The algorithm was implemented using Java server and 
Android mobile application, figure 5 shows the main interface 
of the application. 

 

 

Fig. 5. The main interface of the android mobile application. 

The application has 3 main buttons and two text fields. The 
first button allows the user to scan a QR code; figure 6 shows 
the contents of QR code that was used as experiment. 

  

.  

Fig. 6. The QR code contents that was used in the experiment. 

 

We have used an online QR code generator to encode these 
contents, QR stuff website [9] which offers free QR code 
generation service. The generated QR code is shown in figure7. 
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Fig. 7. The QR code that was used in the experiment. 

 

Using the first button “Scan QR code” the user can read QR 
code contents using his smart phone camera. This step is 
shown in figure 8 and figure 9. 

 

 

Fig. 8. Scanning the QR code. 

 

 

 

Fig. 9. Reading QR code contents. 

The users are asked to enter their student ID (or parent ID) 
and login to the educational server, parents can access 
information about all their children in one account. 

The educational server will verify user id and password 
then provide the user with the needed information such as 
marks, exams, external links that contain more educational 
resources, multimedia experiments and educational games. 
Also it will provide teachers' contact information or special 
messaging system to handle student-teacher and parent-teacher. 
Figure 9 shows an example of extra resources provided by the 
educational server. 

 

 

Fig. 10. Reading QR code contents. 

 

The educational server can be used to access the E-learning 
system that is used by the Jordanian ministry of education [10]. 
The E-learning system is used to access students' accounts, 
marks and courses. 

VI. CONCLUSION 

In this paper we proposed novel educational system for 
school students using QR codes and smart phones. We have 
applied a survey for school students to determine the 
importance of developing such system, survey results showed 
that the majority of school students have smart phones but they 
do not use them in education. Our proposed system offers 
beneficial use of smart phones in the educational process by 
defining specific structure for data encoded in QR codes, then 
using these QR codes to link physical books to electronic 
educational server which provide students with extra resources, 
multimedia experiments, educational games, and many other 
services. Also the system offers great features for students' 
parents include viewing students' marks and communicate with 
school teachers. 

In the future we are looking to apply this system for 
schools, take feedback from students, parents and teachers to 
add more educational services. 
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Abstract -- Data quality and accuracy affects the success of data integration in Linked Open Data (LOD). The main goal of data fusion 

is to represent each real-world entity once on the Web. Data inaccuracy problems exist due to misspelling and a wide range of 

typographical differences mainly in non-Latin languages, those problems become more complicated when a person is identified by 

a name, and this name can be presented differently in same/different languages. Up to author’s knowledge, the previous approaches 

which supported Arabic person names are not designed to work with LOD. This paper proposes a framework that uses person names 

as matching criteria from cross-language LOD Datasets. The proposed framework has substantial improvements in matching results 

compared to state of the art framework of matching techniques with better matching rate which exceed 6% in precision and 6% in 

recall.  

Key words—Data fusion; ontology Alignment; duplicate detection; linked open data; semantic web. 

I. INTRODUCTION 

Information technology plays an important role in 

today’s IT based economy. Many industries and systems 

depend on the accuracy of data to carry out operations [1]. 

In the typical Web (Web 2.0), there are links between 

documents and the relationship between any linked 

documents is implicit. Sometimes the information in the 

web is redundant and the same data has multiple 

representations [2]. 

Due to the redundancy of real-world entities over the 

web, the idea of URI (Unified Resource Identity) was 

presented in the Linked Open Data (LOD) [2]. Linked Open 

Data (Web 3.0) represents the same real-world object into 

unique identity and consistent representation [3]. 

LOD is a collection of Ontology [2] published over the 

Web to present things uniquely. Ontology are released in 

the form of resource description framework (RDF). 

Ontology over the LOD contains millions of RDF triples 

(subject, predicate and object). LOD elevated links between 

different datasets/data sources which characterized the 

relations between things to facilitate browsing for users [1]. 

Things in different LOD ontology are presented like 

(Companies, food, persons) as datasets. Dataset producers 

like Dbpedia [4] publish datasets for different categories of 

things based on the available data they have. This leads to 

the problem of presenting the same real-world entity more 

than once with different data available on each source of 

data [3]. 
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The quality of the data stored in LOD can have 

significant cost effect on a system that uses the information 

to conduct business. Data fusion is needed in LOD 

applications to enhance the quality of data [3]. The main 

goal of data fusion is to integrate different data which 

represent the same real-world objects and the resolution of 

data conflicts. The quality of data can be affected by many 

factors including spelling mistakes, errors in data entry and 

different conventions in storing information. For example, 

Arabic data has more problems than Latin based language 

(English, French and German) because of these different 

conventions [5]. 

Arabic is the main language for millions of people in 

twenty Middle East and North African countries [6] [7]. 

Arabic language has characteristics like absence of capital 

letters, complex morphology and short vowels [8]. Since 

Arabic is one of the languages used in the published 

Datasets, Data fusion is used for matching things presented 

in different data sources using different languages.  

One category of the published datasets in LOD is 

datasets which present persons information. Datasets are 

produced by different vendors all over the Web. Person’s 

datasets present all available data that can be found about 

the person like (Name, Age, Work in, Birthdate, etc.). 

Names can be used as matching criteria for those persons 

across different data sources. Since the same person can be 

presented in different data sources in different languages 

(English- Arabic), this means they can be matched using 

his/her name and any other available data for this person. 

Names written in English cannot directly be matched 

to names written in Arabic due to different language script 

and morphology. We propose in this paper a matching 

framework that is based on phonetic techniques to match 

person names across different sources in different 

languages (English – Arabic) so that a single person is 

presented once on the LOD. 

The rest of the paper is organized as following: Section 

II demonstrates the problem in name matching across 

different languages (English – Arabic). Section III presents 

an overview about the work done in Ontology alignment 

field. Section IV describes the proposed framework and 

how it can help in improving the matching results between 

English and Arabic names. Section V shows the impressive 

result using the proposed framework and also in comparison 

to latest frameworks available. Section VI concludes the 

paper and the future work.  

II. PROBLEM DEFINITION 

Data fusion is one of the biggest problems in providing 

a trusted source of data [2]. Data fusion is needed to achieve 

the main objective of Linked Open Data, which is 

presenting a real-world entity once with a single unified 

resource identity (URI).  

One of the problems of data redundancy over the LOD 

is Person’s data. Person data can be redundant due to 

misspelling or different presentation in different languages 

(English –Arabic) over the LOD [9]. Same person name 

cannot be matched in two different datasets written in 

different languages like (English dataset- Arabic dataset). In 

addition to that datasets can have misspelled person names 

in both languages which increase the difficulty of fusing 

person data.   

Therefore, the contributions of this paper are 

significant for many reasons. Firstly it proposes an 

automated technique that enhances string matching between 

multiple data sources containing redundant data. Secondly 

the framework has the ability to matching person data in 

cross-language (English-Arabic) using person names as 

matching criteria. Finally the framework preforms person 

names matching on different ontology in LOD. 

III. RELATED WORK 

Data fusion is a problem which still needs a lot of work 

to be done [3] [10] [11]. Work has been accomplished to 

propose fundamental techniques for string matching [12] 

[13]. String matching is a classical problem which has been 

there before known in databases integration [1]. For more 

than five decades, the traditional database community has 

discussed this problem and a lot of work has been done [14]. 

String matching techniques can be grouped into three 

classes [13]: global versus local, set versus whole string and 

perfect-sequence versus imperfect-sequence [13], the first 

class refer to the amount of information the technique needs 

to classify a pair of strings as a match or no-match, global 

techniques start with computing information over the string 

labels in ontology triples before it matches any strings, in 

local techniques the string pairs are being considered as the 

only input required, examples of this class are:  

 TF-IDF: this technique is based on that two 

strings are similar if they share a word that is rare 

in the ontology [15]. 
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 Soft TF-IDF: this technique is based on Jaro 

Winkler technique which works on words equality 

rather than exact match. 

The second class consists of two sub-classes, perfect-

sequence which requires characters in the pair of strings to 

occur in the same order so it can be considered as match, 

imperfect-sequence is using the same technique as the 

perfect-sequence with a relaxing condition based on a 

threshold, this condition increases the false match’s rate, 

and examples of this class are: 

 Jaccard: The number of words in pair of strings 

which are having common characters divided by 

the total number of the unique words in each 

string. 

 RWSA (Redundant, Word-by-word, Symmetrical, 

and Approximate): strings characters are replaced 

by their Soundex code, there is a match if each 

word in the shorter string has a weighted edit 

distance less than a threshold from a word in the 

longer string [13].  

The third class works by finding the overlap between 

pair of strings, it works better on long strings, examples of 

this class are: 

 Levenstein [12]: the number of substitutions 

needed to transform one string to another. 

 N-gram [16]: string is converted to a set of n-

grams, the results are compared using similarity 

metric. 

Many techniques are explored including machine 

learning. Some frameworks use training data to semi-

automatically find an entity matching strategy to solve a 

match problem. The quality of the computer string 

matching process is found to be higher than the manually 

linked record (done by humans) [17].  TAILOR [18] is a 

flexible record matching toolbox which allows the users to 

apply different duplicate detection methods on the datasets. 

BigMatch [19] is a duplicate detection program which is 

used by the US Census Bureau. If the sizes of the datasets 

are large, online record linking can be used [10]. FEBRL 

[20] is one of the tools that perform record linkage/duplicate 

detection process. FEBRL includes a new approach for 

improved data cleaning and standardization that support 

parallelization [21]. FEBRL needs to be installed on a local 

machine and configure the operating system and 

prerequisite software to match FEBRL platform 

requirements, which is not suitable for use on the web. 

DRDAA (Duplicate Record Detection with Arabic 

adjustment) is the latest Web-based matching framework 

that supports cross-language string matching [22]. DRDAA 

has predefined rules which have been set by subject expert 

matter in the field of Arabic especially Arabic names. 

DRDAA has the ability to find matching person names from 

two different data sources from different languages (Arabic-

English). DRDAA is based on rules which have been based 

on human experiment, which means that the framework is 

limited to expert’s knowledge. 

Up to our knowledge and experiments with the current 

available frameworks and tools, most of them does not 

support the matching of Arabic names, and none of them 

support matching cross-language names in Linked Open 

Data. 

IV. CROSS-LANGUAGE NAME MATCHING FRAMEWORK 

 

The proposed framework is a Web-based string 

matching based on person names in cross-language. Cross-

language Name Matching Framework is designed and 

implemented to overcome the missing feature of names 

matching in Linked Open Data. The architecture of the 

proposed framework consists of Datasets selection, Names 

Triples Listing, Data cleaning and standardizing, creating 

phonetic coding and finally Name matching and linking as 

shown in Figure 1.  

Datasets from cross-languages (Arabic-English) in 

Linked Open Data are selected as an input for the 

framework. Triples that contain person’s names are used for 

matching. Data cleansing and standardization is required for 

insuring the quality of data for matching. The proposed 

framework provides name matching between Datasets that 

have redundant data about persons. Datasets can be fused 

by matching the names of persons using Soundex and 

ASoundex techniques and creating new triples for Soundex 

code values. Soundex code triples gets compared for 

matching and when a match is found a new SameAs triple 

is created between the two datasets showing the equality 

between the two entities (persons) in both datasets. 
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Fig.1. Cross-language Name Matching Architecture 

 

 

The following sub-sections discuss the framework in 

details. 

A. Data sources 

Person‘s datasets were selected from FOAF:Person and 

yago [23] datasets. Two datasets were used as an input for 

the framework, first in English and second in Arabic. Person 

datasets contain data like (Name, Age, Birthdate, etc.). 

Datasets are converted into RDF Graphs [2] so person data 

is represented in a form of triples as shown in figure 2. 

Person name triples are selected for cleaning and 

standardizing. 

 

 

 

 

 
 

 

Fig.2. Example on RDF Triples 

 

B. Data Cleaning and Standardizing 

The framework uses triples containing person names 

as an input for cleaning process. Data cleaning is the 

process of removing all inconsistent or rubbish data like 

(null triple, “aaaaa”, “___”, “ااااا”), example on inconsistent 

data is finding only numbers in name property or finding 

characters in an integer property like date or age. 

In the datasets names might be stored with prefixes. 

An example for this problem is “prof. ahmed”, these names 

can be represented in different ontology as “ahmed”, “ استاذ

احمد”, “احمد ” and all of them represented the same real-

world object. After studying number of data samples, 

sometimes names are written with a prefix like (“Dr. 

Mostafa”, ”Eng. Magdy”, ”junior”, ”السيد طارق” ,”أ. عماد”). 

Those prefixes were collected in following table: 

Table 1: Names prefixes in English and Arabic 

English Prefix Arabic Prefix 

Dr. دكتور 

Prof Dr استاذ دكتور 

Prof. استاذ 

Prof أستاذ 

Eng. .م 

Eng مهندس 

 

Prefixes are removed from names properties in the 

selected triples so the remaining string in the object is the 

name without any distraction. Finally the name string is 

trimmed to remove any unrequired spaces in the string. 

One of the problems in person names in Latin based 

languages is the multiple representation of a word [12]. In 

Arabic language, the problem may occur in one character 

like “أ” which can be represented as “ا,أ,آ”  and this 

character using will be based on the pronunciation. Data 

standardization is used to unify the Arabic Dataset so that 

misspelling or different pronunciation can be controlled 

and unified. Set of standardization rules shown in Table 2 

are applied on Arabic dataset. 

Table 2: Standardization rules 

Set of characters Equivalent character value 

 ا أ ، إ ، اَ ، ا

 ى ي ، ى

 ه ه ، ة

 و و ، ؤ

 

C. Phonetic coding 

Previous approaches worked on aligning ontology in 

different languages base on translation [24]. Person names 

cannot be translated, if an Arabic name like “سعيد” (Seed) 

was translated into English it would be “happy” which is 

not the same meaning. The proposed framework converts 

names into phonetic code. This phonetic code should be 

Datasets Names Triples Cleaning

Standarization
Phonetic 
coding

Name 
Matching and 

Linking

 

 

http://./vcard 

John Smith 

John Smith 

Vcard:FN 
Vcard:N 

Vcard: Family Vcard: Given 

http://...//JohnSmith 
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equivalent in any language when phonetic technique is 

used. 

Soundex was invented by Russell [25], it is the most 

common phonetic coding scheme for Latin-based 

languages, and it is based on replacing characters with 

phonetic code. ASoundex [26] was introduced later for 

Arabic language which followed the same pattern of 

Soundex with a little bit of tweaks. 

The proposed framework uses Soundex and ASoundex 

for creating the phonetic code. String name value found in 

name, full name or given name property. The selected list 

of triples is converted into Soundex/ASoundex code and 

stored as new triple attached to the person URI, later on 

new Soundex or ASoundex property triples get attached 

back to the original Graph. This Soundex/ASoundex code 

property is used as matching criteria between datasets from 

two different languages (English-Arabic) which may 

contain redundant data about persons. 

Based on the following table the initiation of the 

Soundex code is created: 

Table3: Initiation of Soundex and ASoundex Code 

Code Characters English phonetic 

equivalent 

Category 

 b,f Labial ب،ف 1

 k,q,z,s,c,z,j,kh Guttural and خ،ج،ز،س،ص،ظ،ق،ك 2

sibilants 

  t,d Dental ت،ث،د،ذ،ض،ط 3

 l Long liquid ل 4

  m,n Nasal م،ن 5

 r Short liquid ر 6

 

Problems were found in English names like “Charly”, 

it can be pronounced in Arabic as “شارلي” so that we can 

consider “Ch” as “ش” in Arabic, but when we ran to a name 

like “Christen” we found that “Ch” is considered as “ك” in 

Arabic. Another problem was in an Arabic name like 

 this name can be written in English as “Osama” or ,”اسامة“

“Usama”, both pronunciations are correct. With using 

Soundex technique first character gets reserved which 

mean some times it will be “U” and other times it will be 

“O”. Some conditions needed to be added to the framework 

to solve those problems. 

D. Name Matching  

Soundex code triples from English and Arabic Graphs 

get compared looking for similarities. When equal code 

triples are found a new owl:SameAs triple gets created 

between the two entities from both Graphs (English –

Arabic) as shown in figure 3. 

 

 

 

 

 

 

 

Fig.3.  Example of Name Matching using Soundex and ASoundex 

coding 

V. EXPERIMENT AND RESULTS 

For testing the framework, English and Arabic datasets 

were selected to perform number of experiments to check 

the performance of the framework. Based on the authors’ 

knowledge, DRDAA framework was chosen for 

comparing the performance on the proposed framework. 

A. Experiment 1: Sample of 100 names triples. 

In this experiment we used English and Arabic datasets 

containing 100 person data. The table below shows the 

results of precision and recall for this experiment. 

Table 4: Experiment 1 results. 

Quality metric Proposed Framework 

No. of Entities 100 

True Positives (TP) 79 

True Negatives (TN) 0 

False Positives (FP) 2 

False Negative (FN) 19 

Precision (TP/(TP+FP)) 98% 

Recall (TP/(TP+FN)) 81% 
 

Experiment 1 results 98% in precision and 81% in 

recall. After investigating these results, we found that some 

English names can be pronounced differently if it starts 

with a special sequence of characters. Examples for those 

characters are (“C”+”H”+”R) and (“C”+”H”+”A”).  Some 

tweaks needed to be added to the standard Soundex 

technique to overcome this problem.  

 

 Mostafa       

Soundex 

coding 

owl: SameAs 

    M260     M260 

ASoundex 

coding 
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B. Experiment 2: Sample of 100 names triples 

In experiment 2, same sample of person data used in 

experiment 1 were used in experiment 2. The table below 

shows the results of precision and recall for this experiment 

after modifying the Soundex technique. 

Table 5: Experiment 2 results 

Quality metric Proposed Framework 

No. of Entities 100 

True Positives (TP) 96 

True Negatives (TN) 0 

False Positives (FP) 1 

False Negative (FN) 3 

Precision (TP/(TP+FP)) 98 % 

Recall (TP/(TP+FN)) 96 % 

Experiment 2 gave significant results with 98% in 

precision and 96% in recall. 

C. Experiment 3: Comparison between DRDAA and the 

proposed cross-language name matching framework. 

In this comparison, 3 thousand triples of English and 

Arabic person names extracted from FOAF: Person [27] 

and yugo [23] datasets were used for testing the 

framework. Comparing the proposed framework with the 

latest similar framework for string matching which is 

DRDAA [22] we found an improvement in the results as 

shown in Table 6. 

Table 6: Comparison between results between DRDAA and 

proposed framework 

Quality metric DRDAA Proposed 

Framework 

No. of Entities 3000 3000 

True Positives (TP) 2415 2742 

True Negatives (TN) 0 0 

False Positives (FP) 210 39 

False Negative (FN) 375 219 

Precision (TP/(TP+FP)) 92% 98% 

Recall (TP/(TP+FN)) 86% 92% 

 

Comparing the proposed framework results with DRDAA 

framework which is the state of the art in data fusion and 

record linkage we found that we have the advantage of 

higher matching rate which exceed 6% in precision and 6% 

in recall. The proposed framework is fully automated 

which is an advantage over the DRDAA that is based on 

subject expert matter experience and that can be a 

limitation for this framework. Finally the proposed 

framework is the only person name matching approach that 

is available for data fusion in Linked Open Data. 

 

VI. CONCLUSION AND FUTURE WORK 

 

Data fusion is an important step in Ontology alignment. In 

this paper, a web-based framework for cross-language 

name matching in LOD is proposed with enhanced 

phonetic technique. The proposed framework helped in 

fusing data conflicts and redundancy over LOD Datasets. 

In the future we will work on new phonetic technique that 

takes in consideration the pronunciation and the 

punctuation of names which will increase the precision and 

recall rate and give much better results in cross language 

matching. 
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Abstract— Freebase is intended to be an important component of the Linked Open Data (LOD). The paper presents a graph-driven 

methodology for the analysis and visualisation of Freebase complex schema. First, the methodology utilises Freebase schema types, 

“Included Type” relationships and “Instance Count” properties to construct a directed weighted graph schema. Second, the schema graph 

is employed to conduct modularity-based analysis in order to detect communities underlying Freebase schema. In view of that, the detected 

communities are effectively used for the purpose of revealing unobserved or implicit domain relationships. 

Keywords—Linked Open Data; Community Detection; Freebase  

I. INTRODUCTION 

Freebase is a large, collaboratively database of cross-linked 
data developed by Metaweb Technologies [1]. Freebase has 
incorporated the contents of several large, openly accessible 
data sources, such as Wikipedia and Musicbrainz, allowing 
users to add data and build structure by adding metadata tags 
that categorise or connect items. 

On the other hand, the massive amount of Freebase data 
raises an inevitable demand for effective data analysis and 
visualisation. Unlike other significant endeavours for exploring 
and visualising Freebase data such as “Thinkbase” [2] [3] and 
“GraphCharter” [14], the paper focused solely on Freebase 
schema. The paper adopted a graph-driven approach for 
representing the complex schema of Freebase. Furthermore, 
modularity-based analysis was utilised in order to detect 
communities in Freebase schema. The detected communities 
are used to explore the interrelations among Freebase domains. 
Specifically, we claim the following contributions: 

 Utilising community detection in order to reveal 
unobserved or implicit domain interrelationships in 
Freebase schema, which has not been addressed 
before, to the authors' best knowledge. 

 Exploring the densely connected domain communities 
in Freebase schema, based on the “Included Type” 
relationships. 

 Identifying the highly interrelated domains of 
Freebase schema that tend to be located in numerous 
communities. 

 Furthermore, the study provides methodological 
lessons concerning constructing Freebase schema as 
directed weighted graph using “Included Type” 
relationships and “Instance Count” property. 
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II. METHODOLOGY 

A. Representation of Freebase Schema as Directed Weighted 

Graph 

The Freebase schema was constructed as a graph, where 
the graph is broken down into the following components: 

1. Nodes: Each node in the schema graph represented a 
Freebase type. The total number of graph nodes 
reached 1,659. 

2. Edges: Linking nodes with directed edges was 
realised by using the “Included-Type” relationships. 
For instance, since the “Author” type included the 
“Person” type, therefore a directed edge was 
constructed denoting “Author” as the source node, 
and “Person” as the destination node. The total 
number of directed edges was 2,837. Figure (1) 
depicts an example of the included-type relationship. 

 
Fig. 1.  An Example of how nodes were linked in the schema graph through 

directed edges that represent the included-type relationships. 

3. Assignment of Edge Weights: The edge weight was 
used to indicate the relative influence of a source type 
on its included type. The “Instance Count”, a schema 
property of Freebase, was considered for that purpose. 
Specifically, the edge weight is represented as the 
ratio of the source type instance count to the included 
type instance count. The edge weight is defined in 
equation (1) as follows: 

W= (IC Source Type / IC Included Type)  (1) 
Where 
 W Edge Weight 

IC Source Type Instance Count of the Source Type 

(Source Node) 

IC Included TypeInstance Count of the Included Type 

(Destination Node) 

B. Visualisation of the Schema Graph 

The constructed schema graph was utilised for the purpose 
of visualisation. Figure (2) illustrates the schema graph with 
emphasis on the highest degree nodes. The graph analysis and 
visualisations were conducted using Gephi [5]. 

Gephi is an open-source software for network exploration 
and manipulation. According to [14], Gephi modules can 

import, visualise, spatialise, filter, manipulate and export all 
types of networks. The visualization module uses a special 3D 
render engine to render graphs in real-time, using the computer 
graphic card. It can deal with large networks (i.e. over 20,000 
nodes), because it was built on a multi-task model taking 
advantage of multi-core processors. 

 
Fig. 2. Freebase schema graph with emphasis on significantly high ranked in-

degree nodes. The rank of the node in-degree is represented as the node 

background colour ranging from yellow (lower in-degree) to red (higher in-

degree). The edge directions are highlighted by the colour of source nodes. 

C.  Minimisation of the Schema Graph  

The Schema graph was refined to present a higher view of 
the schema objects relationships, which is domain-based. The 
domain-based schema could provide a less complex graph 
providing an elevated perspective of Freebase schema objects 
interrelations. Moreover, the significantly lower number of 
Freebase domains (82) compared to that of Freebase types 
(1,659) directly contributed to decrease the complexity of the 
problem, and the following graph-based analysis.  

For the purpose of schema minimisation, a new property 
needed to be added to Freebase schema, which is “Collective 
Instance Count”. The collective instance counts were used to 
assign weights to edges of the minimised graph. Collective 
instance count accumulatively summed the instance counts of 
all types associated with a specific domain. For instance, the 
collective instance count of “Film” domain approximately 
reached 4,700,00 by adding up all the instance counts of the 
underlying types such as “Film director” , “Film actor” ,” Film 
producer”. The edge weight is defined in equation (2) as 
follows: 

W = (CID Source Domain / CID Included Domain)   (2) 
Where 

          W Edge Weight 

Book 

Author 

Includes 

Person 

Topic 
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CID Source Domain Collective Instance Count of the Source 
Domain (Source Node) 

CID Included DomainCollective Instance Count of the Included 
Domain (Destination Node) 

As a result, the number of schema graph nodes decreased 
from 1,659 to 82. More importantly, the number of directed 
edges was reduced approximately by 90% from 2,837 to 274. 

D. Visualisation of the Minimised Schema Graph 

The minimised schema graph was re-visualised with 
respect to the domain-based perspective, as shown in figure 
(3). The graph nodes represent Freebase domains, and the 
directed edges represent the included-type relationships. In 
addition, figure (4) demonstrates the top 10 ranked Freebase 
domains by the in-degree measure.  

Fig. 3. Domain-based visualisation of Freebase schema graph, with emphasis 

on significantly high in-degree nodes. The rank of the node in-degree is 

represented as the node background colour ranging from yellow (lower in-

degree) to red (higher in-degree). The edge directions are highlighted by the 

colour of source nodes. 

Fig. 4.  Top 10 ranked Freebase domains by node in-degree. The “Common” 

domain has the significantly highest in-degree. 

 

E.  Normalising the Impact of High-Degree Nodes 

The modularity-based analysis was adopted for detecting 
potential communities in the schema graph. However, the 
measure of modularity [6] is based on a principle that the 
connectivity within a community should be high, and the 
connectivity among communities should be low. Therefore, the 
negative impact of high-degree nodes should be normalised 
first before conducting the modularity analysis. The need for 
removing the higher degree nodes was acknowledged in a 
similar study [4] for summarizing large-scale database schemas 
using community detection as well. 

Accordingly, the highest degree node was excluded from 
the schema graph, which represented the “Common” domain. 
As a result, the number of graph nodes and edges were reduced 
once again. The number of nodes decreased to 71, the 
exclusion of the “Common” domain resulted in the omission of 
other domains that had exclusive links to “Common”. 
Eventually, the number of edges was reduced to 197. 

F. Modularity-Based Analysis 

The paper adopted the algorithm presented in study [7] for 
conducting the community detection, which was based on 
modularity measure. The selected algorithm was applied in 
different studies related to complex network analysis such as 
[10], [11], [12] and [13].  The modularity measure of weighted 
networks, which applies to the constructed Freebase schema 
graph, is defined in equation (3) according to [8]: 

 

Q= 
1

2m
 ∑ (Aij −

kikj

2m
)i,j δ(ci, cj)    (3) 

Where 
Aij The weight of the edge between i and j 

    ki = ∑j Aij The sum of edge weights attached to vertex i 
ci  The community to which vertex i is assigned 
δ(u, v) is 1 if u = v and 0 otherwise, and m = (½)∑ij Aij 

The modularity-based analysis detected five densely 
connected communities. Figure (5) illustrates the five detected 
communities .Table (1) summarises the detected communities, 
the count of domains associated with each community and the 
included domains. 
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TABLE.1 SUMMARY OF DETECTED COMMUNITIES. 

Detected 

Community # 

No. of Included 

Domains 
Included Domains 

1 26 

Architecture, Travel, Amusement Parks, Zoos and Aquariums, Fashion; Clothing and Textiles, 

Military, American football, Olympics, Tennis, Skiing, Cricket, Event, Time, Aviation, 

Transportation, Spaceflight, Automotive, Projects, Theatre, Opera, Books, Law, Religion, 
Conferences and Conventions, Royalty and Nobility, Engineering 

2 21 

Education, Organization, Government, Language, Business, Digicams, Food & Drink, Soccer, 

Sports, Ice Hockey, Baseball, Basketball, Medicine, Computers, Meteorology, Biology, Astronomy, 
Location, Protected Places, Rail, Bicycles 

3 17 
Media, Film, Music, TV, Physical Geography, Visual Art, Video Games, Fictional Universes, 

Internet, Comics, Games, Awards, Hobbies and Interests, Geology, Periodicals, Comedy, People 

4 2 Martial Arts, Boxing 

5 2 Broadcast, Radio 

 

 
Fig. 5. Detected communities according to the modularity analysis. Each 

community is assigned a different colour for the purpose of demonstration. 

G. Measuring Similarity Between Detected Communities and 

Freebase Categories 

Freebase schema already includes a particular object as a 
grouping of related domains, which is “Category”. The 
Freebase categories were considered as explicit communities to 
be compared with the implicit (detected) communities. 
However, the domains underlying Freebase categories could 
not be found explicitly neither on Freebase.com nor other 
reference, to the authors' best knowledge. Therefore, the 
domains of each category had to be extracted using MQL 
queries, below is an example of retrieving domains in “Science 
& Technology” category. Additionally, table (2) demonstrates 
the extracted domains of Freebase categories. 

 

 

 

 

MQL Example: MQL query to retrieve domains of “Science & 
Technology” category: 

[{ 

  "id": null, 

  "name": null, 

  "type": "/freebase/domain_profile", 

  "category": { 

    "id": "/en/science_technology" } 

}] 

TABLE. 2 FREEBASE CATEGORIES AND INCLUDED DOMAINS. 

Freebase Category Name Included Domains 

Science & Technology 
Medicine, Computers, Meteorology, Biology, 
Spaceflight, Internet, Astronomy, Chemistry, 

Geology, Engineering, Physics 

Arts & Entertainment 

Film, Music, Books, TV, Broadcast, Visual 

Art, Video Games, Theatre, Opera, Fictional 
Universes, Comics, Media, Games, Radio, 

Periodicals 

Sports 

Soccer, American football, Basketball, 
Sports, Ice Hockey, Baseball, Tennis, 

Cricket, Martial Arts, Olympics, Skiing, 

Boxing 

Society 

Education, Government, Language, People, 
Organization, Law, Religion, Awards, 

Conferences and Conventions, Influence, 

Library, Exhibitions, Celebrities, Royalty and 
Nobility 

Products & Services 
Food & Drink, Business, Digicams, 

Automotive 

Transportation Aviation, Transportation, Spaceflight, Boats, 
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Time & Space 
Location, Measurement Unit, Physical 

Geography, Time, Protected Places, Event 

Special Interests 

Architecture, Military, Travel, Amusement 

Parks, Zoos and Aquariums, Hobbies and 

Interests, Fashion-Clothing and Textiles, 
Symbols 

Subsequently, the Jaccard similarity coefficient (Jaccard 
Index) was employed to measure the similarity between the 
implicitly detected communities and the explicitly defined 
categories by Freebase. The Jaccard index measures similarity 
between two finite sample sets as defined in equation (4) 
according to [9]: 

𝐽(𝐴, 𝐵) =
|𝐴 ∩ 𝐵|

|𝐴 ∪ 𝐵|
                                    (4) 

 

III. RESULTS 

The similarity measurement produced 40 Jaccard indices. 
Table (3) presents the values of Jaccard indices. In addition, 
figure (6) plots the Jaccard indices against the detected 
communities. 

TABLE. 3 JACCARD SIMILARITY COEFFICIENTS OF DETECTED COMMUNITIES. 

Community 

# 

Jaccard Similarity Coefficients 
 

Sc. & 

Tech. 

Art & 

Ent. 
Sport Soc. 

Prod, 

&Serv. 
Trans. 

Time 

& 

Space 

Spec. 

Intere

st 

1 0.03 0.08 0.15 0.11 0 0.14 0.07 0.22 

2 0.19 0 0.18 0.13 0.14 0.08 0.08 0 

3 0.08 0.45 0 0.07 0 0 0.05 0.04 

4 0 0 0.2 0 0 0 0 0 

5 0 0.13 0 0 0 0 0 0 

 Average Similarity 

0.06 0.13 0.11 0.06 0.03 0.04 0.04 0.05 

 

 
Fig. 6. Plotting Jaccard similarity indices against detected communities. 

IV. DISCUSSION 

Based on the Jaccard similarity measurements, the detected 
communities tended to have higher similarity with the 
categories of “Arts & Entertainment” and “Sports”. However, 
identical or relatively large similarity was not expected, which 
can be justified that domain implicit interrelations are not 
explicitly established within Freebase categories. For instance, 
the first community included diverse domains from different 
Freebase categories, which are “Society”, “Sports”, “Time & 
Space”, “Special Interests”, “Transportation”, “Arts & 
Entertainment”, “Science & Technology”. The diversity of 
domains included in the first community can depict the 
underlying interrelationships originating from the included-
type relationships. However, the similarity indices can be 
considered as an indicator to the highly clustered communities, 
such as the third community. 

Furthermore, the intensity of domain categories located in 
the detected communities could infer the interrelationships 
between Freebase domains. For example, the domains of 
“Sports” and “Society” categories can be considered to be 
highly involved or interrelated with other domains in diverse 
categories. On the contrary, “Products & Services” domains 
are exclusively located in an isolated community. Accordingly, 
the highly inter-linked domains are likely to be included in 
more communities. Figure (7) portrays the overlaps between 
the five detected communities. 

 
Fig.7. Overlaps between the detected communities. Highly-interrelated 

domains are located in intensively intersected areas, while less inter-related 

domains are located in fewer communities. 
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V. LIMITATIONS OF THE METHODOLOGY  

The adopted methodology depended mainly on two 
particular properties of Freebase schema for constructing the 
schema graph, which are “Included Types” and “Instance 
Count”. Therefore, it might not be possible to generalise that 
methodology, to build other schema graphs, unless similar 
schema properties are available. However, the methodology 
can still be useful with Freebase case for the purpose of graph-
based analysis or visualisation. 

VI. CONCLUSIONS 

In the first instance, the paper presents a graph-driven 
approach to analyse and visualise the large-scale schema of 
Freebase. The Freebase schema is represented as a directed 
weighted graph. Initially, the schema graph is constructed 
using Freebase types, included-type relationships and instance 
count property. Afterwards, the schema graph is minimised 
and restructured with respect to Freebase domains. Eventually, 
the impact of high-degree nodes has been normalised by 
excluding those nodes from the schema graph. 

Secondly, modularity-based analysis is utilised to detect 
potential communities in Freebase schema graph.The 
modularity analysis could identify five densely connected 
communities. The Jaccard similarity indices are used to 
measure the similarity between the implicitly detected 
communities and the explicitly defined categories by Freebase. 
The similarity measurements can indicate that “Arts & 
Entertainment” and “Sports” categories have higher similarity 
with the detected communities. Furthermore, the overlaps 
between the detected communities can detect the highly inter-
linked domains in Freebase schema, such as the domains of 
“Society” category. Hence, the community detection is 
demonstrated as an effective method that can reveal 
unobserved or implicit relationships within complex graph-
based schemas, such as Freebase. 
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Abstract—The internet and smartphone penetrations continue to rise reaching large percentages of the world populations. Likewise, 

many Jordanians are actively communicating through the popular social networks and mobile phone messages. There are large 

questions and concerns related to the characteristics and quality of the language used in these forums and how to improve it. This study 

addresses these issues by collecting and analyzing a large sample of text from five sources: Facebook, Twitter, news sites, blogging sites, 

and mobile phone short messages. We analyzed the sample comprehensively including the sender, context, message, channel, and code. 

We present in this paper the results related to the used language, alphabet, dialect, text components, and style.  The study concludes 

that the bilingualism problem is manifested in Twitter and Facebook with 24% and 14% of contributions in English, respectively. 

Moreover, 6.4% of the analyzed Arabic samples have English words and 13.2% are written in Arabizi (Arabic in English letters and 

numerals). The diglossia problem is manifested as 55.4% of the sample is in colloquial Arabic, 36.4% in the standard Arabic, and 8.2% 

in standard with some colloquial words. 

 

Keywords— Arabic language; Jordan; social networks; Facebook; Twitter; blogging; electronic news sites; short messages 

I. INTRODUCTION 

The internet, social networks, mobile phones, and 
smartphone penetrations are increasing year after year globally 
[1-3]. The Arab World and Jordan are no exceptions.  More 
and more people are accessing the internet and social networks 
through their computers and smartphones. In 2014, Jordan has 
reached internet and mobile phone penetrations of 74% and 
147%, respectively [4]. Many Jordanians are actively 
communicating through social networks and mobile phones. 
The penetration of famous social networks in Jordan such as 
Facebook, LinkedIn, and Twitter has reached 47.9%, 5.0%, and 
2.4%, respectively [5]. In fact, Facebook is the top internet site 
visited in Jordan [2] and Jordanians send more than 11 million 
tweets monthly and have exchanged over 2.5 billion short 
messages last year [4]. These rates are expected to continue 
rising due to the rising smartphone penetration and the 
increasing popularity of free messaging services such as 
WhatsApp, Skype, and Viber. 

There are also many indicators that the number and 
percentage of internet contributions in the Arabic language 
through these forums in the Arab World are increasing [5]. 
However, there are concerns about the quality and type of the 
Arabic language used in these forums and how the internet 
affects the language and vice versa [6]. 

This paper summarizes our study of the status of the Arabic 
language that Jordanians use in social networks and mobile 
phone communications. The main objectives of this study are 
to find the main characteristics of the Arabic language used and 
to identify the main problems in the quality of the language 
used. Hopefully, this identification would lead to solutions to 
improve the quality and effectiveness of Arabic language 
communications in these forums. 

This study incorporated Jakobson’s effective 
communication model, including the sender, context, message, 
channel, code, and the receiver [7]. We collected many text 
samples and information about their sender, context, and 
channel from five sources. The five sources are Facebook, 
Twitter, News sites comments, blogging sites, and mobile 
phone messaging. 

There are several studies that have tackled the subjects of 
the Arabic language on the internet and mobile phone 
messaging in several Arabic countries [8-11, 17]. However, 

This study handles these issues more comprehensively in 
Jordan by collecting large sample from five sources and 
analyzing this sample on many aspects as detailed below. 

The details of this study are published in a long technical 
report [18]. This paper summarizes the methodology used in 
collecting fair and representative sample and analyzing this 
sample. Moreover, we present the analysis results related to the 
used language, alphabet, dialect, text components, and style. 

Section II summarizes the methodology used including the 
developed sample collection and analysis application and the 
sample collection methods from the five study sources. 
Section III presents the results of the used language, alphabet, 
dialect, text components, and style. Finally, Section IV 
summarizes and discusses the main results, identifies three 
main problems, and suggests some recommendations and 
future work. 

II. METODOLOGY 

In this section, we introduce the methodology used in this 
study. We describe the application developed to collect and 
analyze samples. We also describe how samples were collected 
from the five study sources. 

A. Sample Collection and Analysis Application 

We have developed a web-based application to facilitate 
and speed up the processes of sample collection and analysis. 
This application supports two main roles: sample collector and 
sample analyzer. Fig. 1 shows the main page used in sample 
collection. For each sample, the collector uses this page to 
specify the following fields. 

 The sample text and topic 

 The URL of the sample source webpage 
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Fig. 1. Sample collection page. 

 Sample source (Facebook, Twitter, News, Blogs, or 
Messages) 

 The author’s age, sex, and education level (if available) 

Fig. 2 shows the main page used by the sample analyzer to 
analyze the lingual characteristics of the collected samples. 
This page shows the sample text, URL, and number of words. 
The analyzer analyzes the sample text and uses the nine 
hyperlinks at the lower right part of this page to enter the 
analysis for the shown sample. 

 
Fig. 2. Sample analysis page. 

These nine hyperlinks allow the analyzer to access nine 
subpages and enter the following analysis information about 
each sample. 

1) Language information (detailed below) 

2) Foreign words present in the text 

3) Common words used in the text 

4) Idiomatic expressions used in the text 

5) Foreign prefixes and suffixes 

6) Hybrid Arabic/English words 

7) Abbreviations 

8) Language quality including quality level and spelling, 
lexical, morphological, and grammatical errors 

9) Morphological features 

Fig. 3 shows the language information subpage. The 
analyzer uses this page to specify the following five 
characteristics of the sample. 

1) Language: Arabic, English, or mixed 

2) Alphabet: Arabic, English, or Arabizi 

3) Dialect: standard, colloquial, or mixed 

4) Text components: letters only or letters and symbols 
used in suggestive writing such as smileys  :)  and long 
laugh ههههههههههه . 

5) Style: normal, metaphor, cynical, vulgar, or other. 
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Fig. 3. Language information subpage. 

This paper concentrates on the analysis results of this 
subpage. More detail about these characteristics is in 
Section III. 

B. Sample Collection Method 

We have collected many samples from the five study 
sources. The collection method aimed at collecting a fair and 
representative sample. The following subsections describe how 
this sample was collected from the five study sources. 

1) Facebook 
Facebook is the top visited Internet site in Jordan [2]. 

Facebook allows its users to update their statuses, upload 
photos or videos, post on the walls of other users, and share 
and comment on almost anything posted by other users. We 
have collected samples of the text of the following Facebook 
contributions. 

 Status update 

 Photo or video upload description 

 Posting on other’s wall 

 Added text of a shared contribution 

 Comment on any of the above contributions 

These contributions are usually related to three sources: a 
user account, a group of users, or a page of some organization, 
product, fans, etc. We have collected 2,507 samples of the 
above contributions as detailed in Table I. 

TABLE I.  FACEBOOK SAMPLES BY SOURCE 

Facebook Source Count Number of Samples 

User accounts 100 users 986 

Groups 27 groups 752 

Pages 7 pages 769 

Total  2,507 

 

The user account samples were drawn from the walls of 
about 100 user accounts of Jordanian users. These accounts 
were randomly selected using the Facebook find friends feature 
by specifying the current city as one of the Jordanian cities. 
However, this search feature is biased to the user’s likely 
connections. To overcome this bias, we created a fresh 
Facebook account filled with minimal information and with no 
connections to get unbiased search results. 

The group samples were drawn from 27 representative 
Jordanian Facebook groups. The interests of these groups 
include academic, family/tribal, cultural, political, religious, 
trading, sports, and hobbies. 

The page samples were drawn from seven Jordanian 
Facebook pages that have large numbers of followers 
according to the lists of the Social Bakers site [12]. As we are 
interested in samples from normal users, we ignored 
contributions from page administrators and only collected 
contributions of posts by others. 

2) Twitter 
Twitter is the second most popular social networking site in 

Jordan [2]. Users in Twitter contribute by sending tweets. Each 
tweet is limited to 140 characters and users view the tweets of 
the users they follow. We have collected the information of 
1,514 tweets using Twitter’s advanced search feature. In order 
to collect fair and representative sample, we collected the 
samples that satisfy the following criteria. 

 Original tweet, not retweet 

 The twitter is a person, not an organization 

 The twitter’s country is Jordan 

 The tweet’s language is Arabic, English, or mixed 

Moreover, the sample collection process extended from Jul 
18, 2013 to Sep 4, 2013 over all week and day times. 

3) News Sites Comments 
There are more than 118 electronic press sites in Jordan 

[19]. Most of these sites allow the visitors to comment on the 
posted news. For some sites, these comments reach hundreds 
of comments for some popular news items. 

We have collected 1,504 samples of these comments over a 
two-month period over all week and day times. We collected 
samples from various news topics including politics, 
economics, sports, society, arts, and culture. The sites from 
where these samples were collected are the sites that are most 
visited in Jordan [2] and allow visitor comments. The sites that 
we have collected samples from are Jfra News, Khaberni, 
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Ammon News, Alghad Newspaper, Assabeel, and Tasweer 
News. 

4) Blogs 
Blogging became popular in Jordan more than 10 years 

ago. Many bloggers use their blogging sites to express their 
views, ideas, and feelings. Many specialists think that some 
blogging sites such as the Black Iris have contributed in raising 
the ceiling of freedoms in Jordan [13]. However, traditional 
blogging is in decline as more and more bloggers are 
expressing themselves through Facebook and Twitter. 
Moreover, many Jordanian blogs are in English and reach 
selected segment of the Jordanian population. 

Most blogging sites allow visitors to comment on the 
posted blogs. We have collected 52 original blogs from 52 blog 
sites and 459 comments on these blogs. These blogs come 
mainly from the most popular Jordanian blog sites according to 
Jordan Blogs and Best Jordanian Bogs [14, 15]. The details of 
these blogs are in [18]. 

5) Short Messages 
Users of mobile phones often communicate through 

sending short text messages to each other. Recently, many 
smartphone users send such messages free of charge through 
specialized services such as WhatsApp, Skype, and Viber. As 
these messages are private from the sender to the receiver(s), 
we cannot collect samples of them through some open source 
venue. Therefore, we invited volunteers to give us samples 
they received on their mobile phones. To improve the fairness 
and representativeness of these samples, we asked each 
volunteer to submit 5-25 message samples that satisfy the 
following criteria. 

 Arabic message or mixed (Arabic and English) 

 Randomly selected without restriction on the message 
topic 

 Not from some organization or some advertisement, 
but must be from a person 

We have collected 2,502 from 141 volunteers most of them 
are male and female students from Jordanian universities. 
However, as the volunteers provided the messages they have 
received (not sent), the sample represents a larger segment of 
the Jordanian population. 

III. RESULTS 

In this section, we present the language information 
analysis of this study. The following subsections present the 
results found about the used language, alphabet, dialect, 
components, and style on the five study sources. We also 
comment on these results and provide some explanations. 

A. Language 

The language of the text Jordanians use in the five study 
sources is Arabic, English, or mixed Arabic and English. This 
study concentrated on the samples that use either Arabic or 
mixed language. However, we have counted the number of 
samples encountered in this study that use pure English. In 

Facebook and Twitter, 14% and 24% of the users’ 
contributions are in English, respectively. 

Fig. 4 shows the distribution of samples that are not in 
English. The figure also shows the average of the distribution 
of the five sources. More than 95% of these samples are in 
Arabic and less than 5% are in Arabic with some English 
words or phrases. The lowest percentages of mixed language 
are observed in the News and Blogs (0.8% and 2.8%) and the 
largest percentages are in Twitter and Messages (7.3% and 
6.4%). 

 

Fig. 4. Language used: Arabic or Arabic with some English words. 

We explain the differences in using the mixed language 
among the five sources by the following points. 

 The generally formal communication using news 
comments and blogs involves better attention to the 
language and using fewer foreign words. 

 As tweets are limited to 140 characters each, the users 
strive to express their ideas with minimal characters 
and often use special Twitter features such as @name 
to draw the attention of some user and #keyword to 
hash tag their post with the intended subject’s 
keyword. 

 The entry difficulties in mobile phones (explained 
further in the next subsection) result in using higher 
percentage of English words in Messages. 

B. Alphabet 

Arabic is usually written using its alphabet that has 28 basic 
letters [20]. However, due to technical issues, some writers 
write Arabic using English letters. Currently, many people 
write Arabic using English letters and numerals. This writing 
style is called Arabizi [16]. Basically, The Arabic letters that 
have English counterparts are written using their English 
counterparts, e.g., ‘s’ for Arabic Seen (س) and ‘b’ for Beh (ب). 
The rest Arabic letters are written using English letter 
combinations, e.g., ‘th’ for Thal (ذ) and ‘sh’ for Sheen (ش), or 
using numerals that are closest to them in shape, e.g., ‘3’ for 
Ain (ع) and ‘7’ for Hah (ح). 
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Fig. 5 shows the distributions of the samples according to 
the alphabet used. On average, 86.8% of the samples are 
written using the Arabic alphabet and 13.2% are written using 
the Arabizi alphabet. Again, News and Blogs have the lowest 
percentages of Arabizi (0.3% and 4.4%) and Messages has the 
largest percentage (31.0%). We explain these results as 
follows: 

 The users involved in News, Blogs, and Twitter are 
usually more sophisticated and have better language 
skills that enable them to express themselves 
effectively in proper Arabic. 

 Communication through Messages and Facebook is 
generally less formal and many users often pay less 
attention to their language especially during casual and 
daily communications. 

 Moreover, entering text through mobile phones is 
harder than through computers. Many young 
Jordanians are skilled in entering fast English 
messages through their mobile phones. They also often 
enter their Arabic messages using the same skills, 
resulting in the high Arabizi percentage. 

 
Fig. 5. Alphabet used: Arabic or Arabizi. 

C. Dialect 

Fig. 6 shows the distributions of the samples according to 
the dialect used. On average, more than one half the samples 
(55.4%) are using the colloquial Jordanian Arabic, above one 
third (36.4%) use the standard Arabic, and the rest (8.2%) use 
the standard Arabic with some colloquial words. 

For the reasons mentioned above, Messages and Facebook 
have the highest percentages of colloquial and mixed dialects 
(79.3% and 75.3%) because they are closer to casual 
communication. Whereas, News and Blogs have the highest 
percentages of standard Arabic (67.2% and 56.9%). Recall that 
the results of the Blogs include the blogs and their comments. 
When concentrating on the blogs without their comments, we 
notice that the percentages of standard, mixed, and colloquial 
are improved at 62%, 27%, and 11%, respectively. 

 
Fig. 6. Dialect used: Standard Arabic, mixed standard and colloquial, or 
colloquial Arabic. 

The relatively high percentage of the mixed language in 
News reflects that the people involved in these comments 
generally prefer using standard Arabic. However, they often 
resort to inserting some colloquial words that they feel will 
enhance conveying their ideas and feelings.  

D. Text Components 

Fig. 7 shows that an average of 79.2% of the samples uses 
standard letters and characters and 20.8% additionally uses 
special symbols and suggestive visual writing. The highest 
percentages of this mixed writing are in Twitter, Facebook, and 
Messages at 37.3%, 22.1%, and 19.2%, respectively. 

 
Fig. 7. Text components used: Letters or letters and symbols. 

This mixed writing includes using special character 
sequences to express feelings such as :) for happy face, :( for 
sad face, and <3 for love heart. Some sites, like Facebook, 
automatically convert such sequences to nice images like , 
, and ♥. Moreover, some applications, like WhatsApp, have 
special menus and keyboard layouts to facilitate entering these 
popular drawings. This mixed writing also includes repeating 
some letters to give some suggestive expression such as هههههه 
for long laugh, خخخ for cynical laugh, and ممم for wonder. 
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This mixed writing allows the users of Twitter, Facebook, 
and Messages to express their feelings efficiently with small 
number of characters. For example, instead of writing “I feel 
happy” one can enter :). 

As the figure suggests, this mixed text is more common in 
personal communication. It complements the text messages 
directed to others to include feelings that the body language 
usually reflects in face-to-face communication. Therefore, this 
mixed text is less common in the formal communication of 
News and Blogs. 

E. Language Style 

Fig. 8 shows the distributions of the samples according to 
the rhetorical style used. On average, 82.6% of the samples use 
the normal or plain style. This is expected as most of these 
samples are related to direct day-to-day communications. 
However, Twitter users that are usually educated and pay good 
attention to their tweets often use the metaphor and cynical 
styles at 17.5% and 17.1%, respectively. 

 

Fig. 8. Language style: normal, metaphor, cynical, vulgar, or other. 

The cynical style is also common in Facebook and News at 
14.1% and 7.6%, respectively. We think that this is an 
interesting phenomenon worth of further investigation. We 
wonder how this phenomenon is related to the hard Jordanian 
political, economic, and social situations. 

Finally, the percentage of the vulgar style is low at an 
average of 1.9%. This indicates that most contributions observe 
politeness and good manners. However, Facebook has the 
highest percentage of this style at 3.8%. 

IV. DISCUSSION AND CONCLUSIONS 

In this paper, we have described the methodology used in a 
comprehensive study of the status of the Arabic language in the 
social networking forums and mobile phone messaging. This 
study collected a large sample of 8,538 Jordanians’ 
contributions in the five study sources: Facebook, Twitter, 
News, Blogs, and Messages. These samples were analyzed 
taking into consideration Jakobson’s communication model.  

This paper presents the study results related to the code and 
some message aspects, specifically the results of the language 
information analysis. We can summarize the results for each 
source as follows. 

 Facebook has significant percentages of messages in 
Arabizi and colloquial Arabic at 8.2% and 67.7%, 
respectively. Users often include symbols in their text 
(22.1%) and mainly use the normal and cynical styles 
(78.9% and 14.1%). 

 Twitter has about 24% of the tweets in English and 
7.3% of the remaining tweets are in Arabic with 
English words. Arabizi and colloquial percentages are 
also significant at 7.9% and 50.1%, respectively. 
Twitter users show the highest use of symbols (37.3%) 
and the highest use the metaphor and cynical styles 
(17.5% and 17.1%). 

 News has the lowest percentages of message in Arabic 
with English words, using Arabizi, and with symbols at 
0.8%, 0.3%, and 6.8%, respectively.  However, it has 
highest percentages of messages in standard Arabic 
and standard Arabic with some colloquial words at 
67.2% and 17.9%, respectively. 

 Blogs also has low percentages of message in Arabic 
with English words, using Arabizi, and with symbols at 
2.8%, 4.4%, and 15.3%, respectively.  And high 
percentages of messages in standard Arabic and 
standard Arabic with colloquial words at 56.9% and 
13.3%, respectively. 

 Messages has the highest percentages of messages 
using Arabizi, in colloquial Arabic, and in the normal 
style at 31.0%, 75.9%, and 93.4%, respectively. The 
use of symbols is also high at 19.2%. 

These results show that there are the following three 
problems related to the status of the Arabic language on these 
forums. 

 Bilingualism Problem: In addition to Arabic, English 
is highly present in these forums. The contributions of 
Jordanians in Twitter and Facebook are 24% and 14% 
in English, respectively. Moreover, the analyzed 
Arabic contributions from the five sources show that 
6.4% of the messages have English words and 13.2% 
are in Arabizi. 

 Diglossia Problem: The colloquial Arabic is common 
in conversation and casual communications. The 
standard Arabic, on the other hand, is used in formal 
communications. These dual dialects were observed in 
the five study sources at averages of 55.4% in 
colloquial Arabic, 36.4% in standard Arabic, and 8.2% 
in standard with colloquial Arabic. 

 Linguistic Weakness Problem: This problem is not 
presented in this paper, but the study shows that there 
is high percentage of contributions that have weak 
Arabic language. This weakness is manifested in large 
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rates of spelling, lexical, morphological, and 
grammatical errors.  

We think that these problems can be mitigated by technical 
and nontechnical solutions, including legislative, informational, 
and educational solutions. The technical solutions should 
concentrate on improving how Arabic text is efficiently 
entered, especially on mobile phones. Moreover, there is a 
great need to improve the operating systems and applications’ 
support of the Arabic language. Arabic spell and grammar 
checkers, for example, are not available or expensive. 
Developing and freely providing such support would definitely 
improve the Arabic language on such communication forums. 

Finally, and as ideas for future work, we are interested in 
studying these issues in other Arabic countries and even for 
Arab communities in foreign countries. Moreover, we are 
interested in monitoring these issues over time and studying the 
effect of technological advancements in smartphones and 
communications on these issues.  
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Abstract— In the study, a search engine log is partitioned into IP classes that differently present audiences of free and busy 

searchers. It is shown that searching behavior of users from different classes is practically identical in all characteristics except their 

click behavior. Differences in click behavior between classes are great. Free users click more frequently than busy users while search in 

the same manner on other counts. 
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I.  INTRODUCTION 

A lot of studies look at click behavior and its uniform 
models. Some studies research individual and task differences 
in click behavior of different users ([3], [4], [5], [9]). Web log 
analysis reveals different manners of real-life search and 
clicking, but the effect of individual/task differences and 
environmental factors on these differences is not clear from 
this analysis. 

Psychological studies (e.g., [8]) investigate the effects of 
work environment on the worker’s performance. Several 
papers investigate web search behavior depending on different 
environmental conditions (e.g., [6], [7]). 

In this web log-based study, we indirectly reveal the 
influence of real-life environmental factors and compare 
search behavior of users who are mainly “stressed-out office 
workers” or mainly “free homebodies”. We can assume that 
when an office worker search is aimed at his office 
responsibilities rather than personal goals he must perform 
other functions and may be overloaded by them. We presume 
that his searching behavior under office stressors differs from 
his behavior in a relaxed atmosphere. We also presume that 
the shift of search behavior under varying environmental 
conditions reflects not so much individual manners but a 
common environmental dependency. 

We investigate not the influence of individual features 
such as “advanced user” or “newbie” but the influence of the 
real-life environmental factors on search behavior of [the 
same] searchers. 

The opportunity of this long-scale real-life comparison is 
provided by the “IP classes” consideration. The IP classes of 
users are defined in the following way: the IP-N class includes 
all users who share the same IP address with (N-1) other users. 
There are two reasons why a search engine detects different 

users operating from the same IP: (1) different browsers on the 
same PC, (2) different PCs sharing the same proxy server. As 
a result, IP-1 corresponds to individual users, IP-2 may 
correspond either to two users who use different browsers on 
the same PC or to a proxy presenting two PCs, and the IP-3+ 
classes mainly correspond to users sharing the same proxy. 

A fraction of (from-)home users among the IP-1 users 
appears to be bigger than among the IP-3+ (i.e. proxy) users. 
Of course, there is no strong relation between home/office and 
IP-1/IP-3+. Some of the IP-99 users may be cliff dwellers 
whilst an IP-1 user may be a small enterprise worker. 
However, the rate of cookies created on weekend (see Table 1) 
is a good indirect indicator of fractions of home/office users, 
and this rate in the IP-1 class is bigger than in IP-3+ classes. 

Also, while there is no a strong relation between an office 
and noisy environment, and home and relaxed atmosphere (the 
counterexamples are obvious just as some fishes can fly and 
some birds cannot fly), we can assume that on average there is 
more stressed-out search behavior at work and more free 
behavior at home [8]. 

In the study, we consider the characteristics of search 
behavior of different IP classes and discover that all of them 
are very similar except that of the click activity. Frequencies 
of clicks per query or per first page of the retrieved results are 
about 30% bigger for the IP-1 users than for the IP-4+ users. 
This difference can be explained neither by the topical 
difference between “home” and “office” queries nor by 
different ways of moving across the pages of the retrieved 
results. Thus, the study discovers a strong non-individual 
difference in click behavior between “free home” users and 
“busy office” ones. However, we do not know whether free 
home squirrels/ birds visit useless sites or busy office workers 
ignore the necessary ones. 
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II. IP CLASSES 

Web users may share the same IP address either if they use 
different browsers on the same PC or they operate via the 
same proxy server. If 3+ users have the same IP address, they 
probably use a common proxy rather than 3+ browsers on the 
same PC. 

IP group. An IP group is a set of users who submit queries 
from the same IP address. 

IP class. If an IP group includes N users, the users are 
attributed to the IPN class. We also refer to queries, sessions, 
clicks, etc. of users belonging to the IPN class as IPN class 
queries, sessions, etc 

III. RESEARCH QUESTIONS AND ASSUMPTIONS 

 Research Question 

Are real-life working conditions stressful enough to 
change user search behavior? In particular, are the following 
features different in (differently stressed) IP classes: 

 A query level: 

o terms per a query, 

o clicks per a query, 

o viewed pages (screens) of the retrieved results 
per a query, 

o clicks per viewed pages, 

o clicks on the first page of the results 

 A search session level: 

o task sessions per a temporal session, 

o queries per a task session, 

o click behavior in different types of task sessions: 

 single-query sessions, 

 sessions with linear query modification, 

 sessions with branching query modification 

o clicks in query narrowing and broadening 
modifications. 

Besides, if the clicks and viewed pages of the retrieved 
results are actually different in the “office” IP-3, 4+ classes 
from the “home” IP-1 class then we should test two 
hypotheses “once started they will continue”: if a user from 
the “office class” made the first click then he will continue 
clicking similarly to a user from the “home” IP-1 class; if a 
user from the “office class” moved to the next page of the 
retrieved results he will continue moving through pages just as 
the user from the “home” class. 

In the study of the environment influence on search, we do 
not focus on “a user as a sequence of his operations during a 
long observation period”. “User” is an irrelevant unit, not in 
the sense that different people can operate from the same UID 
but meaning that the same person may be busy or free. Even 

office work has breaks and pauses and even stay-at-homers 
may be unexpectedly busy. Whereas user is an irrelevant unit, 
query is a minimum unit and task session (and even temporal 
session) is a convenient unit representing stable (“busy” or 
“free”) behavior. 

Assumption 

We assume that: 

 a fraction of home users in the IP-1 class is 
significantly bigger than in the IP-4+ class, and a 
fraction of home users in the IPK class is not smaller 
than in the IP-(K+1) class, 

 home users are less stressed-out by their environment. 

At weekends and on holiday days the degree of activity of 
office workers decreases more than of home users, and it can 
be assumed that the rate of office cookies created at weekends 
is less than that of home users’ cookies. The data in Table 1 
support the first assumption: the rate of cookies created on 
Sunday decreases over the IP classes, and is twice as little for 
the IP-4+ class than for the IP-1 class. 

TABLE I.  FRACTIONS OF COOKIES CREATED ON SUNDAY 

IP-1 IP-2 IP-3 IP-4+ 

8.5% 8.5% 7.5% 4.4% 

 

IV. DATASETS 

We use a complete one-day dataset (March 20, 2007) 
drawn from the logs of the Yandex search engine. The dataset 
combines three logs (a query log, a log of the results and a 
click-through log) and reports queries, retrieved results and 
clicks on them. 

The users in the dataset are represented by unique UIDs 
where UID is a concatenation of <hash (IP address)> and 10-
digit <time_of_cookie_creation>, which allows us to detect all 
users who share the same IP address (the later Yandex public 
datasets formats do not provide this useful feature). According 
to UIDs the dataset was separated into IP-1, IP-2, IP-3, IP-4+ 
sets presenting corresponding IP classes. 

The users who submitted more than 40 unique queries per 
1-hour are eliminated as “robots”. To segment a logged time 
series of transactions into temporal sessions a 30 min cut-off 
was used. Table 2 shows cleaned-up datasets of IP classes. 

TABLE II.  GENERAL CHARACTERISTICS OF IP CLASS DATASETS 

 IP-1 IP-2 IP-3 IP-4+ 

Users 656557 98790 35022 27434 

Temporal sessions 1105496 163021 56064 43464 

Queries unique in a 
temporal session 

2463767 367193 125074 95815 

Task sessions 1632796 241374 82264 63374 
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V. TERMS AND METHOD 

In the paper, we use the notions of: 

— a query skeleton that include only those query terms 
that are nouns, names, acronyms and unknowns which may be 
attributed to these parts of speech, a skeleton includes neither 
features (adjectives, ) nor actions (verbs, adverbs), 

— a query narrowing here denotes an expansion a query 
by additional term(s), and a query broadening here denotes an 
exclusion of one or more terms from a query (e.g., when a user 
submits query <cat> after submission of <red cat> he 
narrows the initial query, a modification of <cat toys> into 
<toys> is a broadening, and a modification of <cat toys> into 
<cat food> is neither narrowing nor broadening), 

— a temporal session as a sequence of the user's 
transactions with the search engine cut from previous and 
successive sessions by a 30 min time gap; 

— a task session as all queries of a task session technically 
defined as a connected component of the similarity graph of 
queries submitted during a time session. To extract task 
sessions (a) a matrix of term-based pairwise similarity of all 
unique queries of the current temporal session is filled (two 
queries are defined as similar if they contain common skeleton 
terms), (b) a transitive closure of this similarity relation is 
made [1]. The method [1] covers misprints in queries. 

VI. FEATURES ON ALL QUERIES 

Query Level Features 

The general query-level features of IP classes are reported 
in Table 3. 

TABLE III.  FEATURES OF IP CLASSES. QUERY-LEVEL 

 IP-1 IP-2 IP-3 IP-4+ 

terms in a query 3.02 3.01 3.01 2.98 

terms in a query skeleton 2.18 2.18 2.19 2.18 

viewed pages per query 1.58 1.57 1.54 1.50 

clicks per query 1.64 1.50 1.35 1.26 

clicks per viewed page 1.04 0.96 0.88 0.84 

clicks on the first page 1.25 1.15 1.05 0.99 

 

Users from all IP classes formulate queries identically (see 
“terms in a query” and “terms in a query skeleton”). The 
number of moves between pages of the retrieved results only 
slightly decreases over IP classes. 

On the contrary, the click-based characteristics 
demonstrate big differences among classes. A number of 
clicks per a submitted query, a number of clicks per a viewed 
page of the retrieved results and a number of clicks on the first 
page of the retrieved results monotonously decreases over IP 
classes. 

Session Level Features 

The general session-level features of IP classes are 
reported in Table 4. While a number of temporal sessions 
during a day steadily decrease over IP classes from 1.68 at IP-
1 to 1.58 at IP-4+, the average numbers of task sessions in a 
temporal session are similar, and the average numbers of 
queries in a task session are practically identical. Thus, users 
in the IP-3+ classes start session less often but once started 
they behave similarly to IP-1 users. 

TABLE IV.  FEATURES OF IP CLASSES. SESSION-LEVEL 

 IP-1 IP-2 IP-3 IP-4+ 

temporal sessions per user 1.68 1.65 1.60 1.58 

task sessions per temporal one 1.48 1.48 1.47 1.46 

queries per task session 1.51 1.52 1.52 1.51 

broadening query reformulation: 

in linear reformulations 

in branching reformulations 

 

11.4% 

23.7% 

 

11.4% 

23.6% 

 

11.4% 

24.1% 

 

11.4% 

24% 

narrowing query reformulation: 
in linear reformulations 

in branching reformulations 

 
38.3% 

14.2% 

 
38.2% 

14.2% 

 
38.5% 

15.4% 

 
38.3% 

13.6% 

 

Fractions of broadening and narrowing query 
reformulations in task sessions are the same across IP classes. 

Different Types of Query Reformulation 

According to [2] a task session may include several 
branches and a complex search task may be decomposed into 
chains which merge in the final step. However, the most 
significant types are linear and branching query modification. 
Here we use Jaccard part-of-speech-based similarity metric to 
detect inter-query dependencies in a task session. For 
example, branching search will be detected in the sequence of 
3 queries <big red cat>, <red cat>, <big cat>, whilst a linear 
modification is detected in the sequence <red cat>, <cats 
food>, <cats veterinary>. 

Table 5 shows practically identical rates of 3 types of 
temporal sessions among temporal sessions of IP classes. 

TABLE V.  TYPES OF TEMPORAL SESSIONS 

 IP-1 IP-2 IP-3 IP-4+ 

Total 1109481 163577 56225 43569 

Single-query 

temporal sessions 
52.14% 51.35% 51.84% 51.73% 

Linear temporal 

sessions 
41.27% 41.95% 41.85% 42.09% 

Non-linear temporal 
sessions 

6.59% 6.70% 6.31% 6.18% 

 

Table 6 shows an average number of clicks per 
components of single-query, linear and branching task 
sessions. We see two sorts of differences: (1) the difference 
between IP-classes and (2) replicated in all IP classes 
differences between different structures of search and between 
query position in the same structure. 
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Clicks dependency on a query position in a search 
structure is near identical among IP classes, but belonging to 
IP class shifts click values. For example, Fig. 1 shows an 
average number of clicks in positions of 2- and 3-query linear 
chains of linear query modification. And IP classes’ plots look 
like results of a parallel shift of the same plot. 

TABLE VI.  CLICKS PER CHAIN OF QUERY REFORMULATIONS IN 3 

STRUCTURES OF SEARCH 

Chain Length IP-1 IP-2 IP-3 IP-4+ 

Single-query task session 1.63 1.53 1.40 1.40 

Linear chain of query modification 

2-query 3.38 3.08 2.70 2.56 

3-query 4.62 4.11 3.72 3.54 

Branches (including a root query) 

First branch     

2-query 3.14 2.84 2.74 2.22 

3-query 4.38 3.81 3.78 3.66 

Last  branch     

2-query 3.74 3.34 3.08 2.52 

3-query 4.92 4.41 4.26 3.45 

 

 

Fig. 1. Average number of clicks in positions of 2- and 3-query linear chains 

Resume 

No noticeable difference in search behavior is observed 
between classes except the only, but great difference in clicks. 
Any click-based query- or session-level characteristic (clicks 
per a query, per viewed pages, per first viewed page, clicks in 
any type of query modification chains) sharply decrease over 
IP classes. 

VII. CLICKS AND VIEWED PAGES OF THE 

RETRIEVED RESULTS 

Differences between IP Classes in Clicks and Viewed Pages 

Distributions. 

Tables 3-6 present mean values. Let’s consider clicking 
and moving in more detail. Distributions of clicks per query 

are reported in Tables 7. Also we consider “clicks per the first 
page of the retrieved results” and “viewed pages per query” 
distributions. 

We compare clicks per query distributions of the IP classes 

on [L, 15+] intervals of clicks per query (L=0,.,14) by χ2 test. 

A log-scaled Fig. 2 shows empirical and critical χ2 values. A 

sample curve in a point L presents empirical χ2 value for the 

interval [L,15+], and a critical curve shows critical χ2 value at 
p=0.05 for degrees of freedom for <4 sets, 15-L set size>. 
Distributions on [L, 15+] are similar beginning with L=3. 

TABLE VII.  CLICKS PER QUERY DISTRIBUTIONS IN IP CLASSES 

 0 1 2 3 ... 15+ 

IP-1 1010108 650483 295077 172617 … 16671 

IP-2 165656 91237 41113 23657 … 2195 

IP-3 61506 29424 12994 7501 … 623 

IP-4+ 49190 22161 9470 5297 … 420 

 

 

Fig. 2. Sample χ2 ([L,15+]) and critical χ2(p=0.05) as functions of the left 
boundary L=0,..,14 

As Fig. 2 shows, click behaviors of IP classes strongly 
differ on the first clicks and are similar for subsequent clicks. 
Distributions of clicks on the first page of the results 
demonstrate just the same incoherence in the first clicks and 
coherence in the following clicks. At the same time, 
distributions of viewed pages are similar on all intervals [L, 
9+], where L=1,,,,8. 

Description in Terms of Transition Probabilities. 

Let’s return to the hypotheses “once started they will 
continue”. As regards to click behavior, it means that 
empirical probabilities of the first click may differ between 
classes but probabilities of transition to the any following 
clicks are very similar. 

Empirical transition probabilities of the next click on the 
results of the query and transition probabilities of the next 
click on the first page of the results are shown in Fig. 3, where 
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p(c) is an empirical probability of the next click when c-1 
clicks are made. 

As Fig. 3 shows, probabilities for different IP classes 
greatly differ for the first click and are very similar for the 
further clicks. The trigger “once started” hypothesis is true for 
click behavior. A mainly stressful environment is not totally 
and continuously stressful and even a normally busy worker 
has some free time. 

0,45

0,55

0,65

0,75

0,85

1 2 3 4 5 6 7 8 9 10 11 click #

IP-1

IP-2

IP-3

IP-4+

 
(a) 

0,45

0,5

0,55

0,6

1 2 3 4 5 6 7 8 9 click #

IP-1

IP-2

IP-3

IP-4+

 
(b) 

Fig. 3. Probabilities of transition to click#  (a) on all viewed pages and (b) on 

the first page 

Empirical transition probabilities of moving to the another 
page of the retrieved results are shown in Fig. 4, where 
p(move#) is an empirical probability of move#-th move to the 
another page (i.e. after viewing move# retrieved pages). The 
probabilities are similar among all IP classes and moving 
across the retrieved results does not depend on the IP class. 
This is not a surprise since viewed pages per query 
distributions are similar among classes. 

 

Fig. 4. Probability of  move#  to the another  page of the retrieved results 

VIII. FEATURES IN TOPIC DIMENSIONS 

Different search topics lead to different search behavior. 
Topics may be differently presented in queries of different IP 
classes and between-class differences may be the result of the 
differences in the topic occurrence. To check a uniformity of 
the discovered dependencies we investigate search behavior 
on three topics. 

We consider two topics – “Travel” and “Education”. We 
choose 20 topic-specific terms for the Travel topic and 10 
topic-specific terms for Education. If a query contains a topic 
term, this query is considered as the “topical” one. If a task 
session contains a topical query than the session is considered 
as a topical session. Table 8 shows the number of topical 
queries, topical sessions and queries belonging to the sessions 
in IP classes. 

TABLE VIII.  TOPICAL QUERIES AND QUERIES IN TOPICAL TASK SESSIONS 

 IP-1 IP-2 IP-3 IP-4+ 

Travel queries 45689 6246 2103 1556 

Education queries 52871 7548 2434 1766 

Queries in Travel sessions 68412 9399 3187 2416 

Queries in Education sessions 79499 11395 3671 2624 

 

The results in Table 9 show the same dependencies that 
were observed on all queries: (1) similar values of queries per 
task session, (2) a slightly decreasing number of viewed pages 
and (3) a sharply decreased number of clicks over IP classes. 

TABLE IX.  QUERIES IN ALL AND TOPICAL TASK SESSIONS 

 IP-1 IP-2 IP-3 IP-4+ 

Queries per task session in:     

All sessions 1.51 1.52 1.52 1.51 

Travel sessions 2.23 2.25 2.25 2.36 

Education sessions 2.45 2.45 2.45 2.37 

Clicks per query in:     

All sessions 1.64 1.50 1.35 1.26 

Travel sessions 1.77 1.65 1.62 1.35 

Education sessions 1.95 1.72 1.56 1.61 

Viewed pages per query in:     

All sessions 1.58 1.57 1.54 1.50 

Travel sessions 1.59 1.57 1.56 1.57 

Education sessions 1.74 1.76 1.66 1.68 

Clicks per viewed pages in:     

All sessions 1.04 0.96 0.88 0.84 

Travel sessions 1.12 1.05 1.03 0.86 

Education sessions 1.08 0.98 0.91 0.96 
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 IP-1 IP-2 IP-3 IP-4+ 

Clicks on the first page in:     

All sessions 1.25 1.15 1.05 0.99 

Travel sessions 1.39 1.29 1.27 1.09 

Education sessions 1.40 1.26 1.18 1.15 

 

IX. CONCLUSION 

The empirical study of IP classes gives answers to the 
questions about the influence of the environmental stressors 
on real-life search and click behavior of the Web user: 

 a query formulation/reformulation does not vary 
across IP classes and does not depend on real-life 
stressors, 

 the number of queries in task sessions, the number of 
task sessions in a temporal session and fractions of 
different types of task sessions do not vary across IP 
classes and do not depend on real-life stressors, 

 the number of the viewed pages of the retrieved 
results decreases slightly over IP classes, 

 the number of clicks (per query, per a viewed page of 
the retrieved results, on the first viewed page) and in 
all types of task sessions decreases over classes along 
with a fraction of free users. 

The first click plays the trigger role: if a user in the 
“office IP class” started clicking he will continue 
clicking similarly to a “home” IP-1 class user (Fig. 3). 
0-click behavior frequent in IP-3+ classes seems to be a 
bit strange: “a busy user” has no time to visit the 
retrieved pages but has enough time to move through 
2+ pages of the retrieved results. Real-life environment 
stressors do not make searchers change query 
(re)formulation or significantly change the number of 

viewed pages but urge them to decrease the number of 
clicks. 

The rates of IP classes have changed since 2007 and the 
fraction of IP-4+ class must have increased. However, it is not 
the IP classes which matter as such but the fact that since 2007 
the share of home users (retired people, home workers), i.e. 
the share of “free users” with their non-stressed behavioral 
patterns has grown. 
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Abstract— Query logs are a huge and solid source for sociological analysis. However, they are insufficiently used in the sociological 

analysis, in particular in the comparative studies of different audiences. The paper presents a study of search images of Japan in queries 

of Russian and U.S. Web searchers. One-day logs of the Yandex, the Russian search engine, and the U.S. Excite were automatically 

analyzed to detect several categories of queries referring to Japan. Users submitting Japan-referring queries were attributed to these 

categorized. The study (a) compares rates of categorized Japan-referring users among Russian and U.S. searchers, (b) analyzes cross-

linking between categories. The findings are: (a1) the Russian searchers are more interesting in Japan-referring topics, (a2) differences 

depend on categories: Russians show much more consumer interests, while U.S. are superior in masscult interests; (b1) the users 

submitting consumer queries less frequently search other topics referring to Japan; (b2) the users submitting queries relating to Japan 

culture more frequently search other Japan-referring topics; (b3) a Russian searcher searches several different Japan topics more 

frequently than U.S. searcher; (b4) the Russian and U.S. audiences significantly differ by the topic co-occurrence. 

 

Keywords— query log analysis; cross-cultural perception 

I.  INTRODUCTION: SOCIOLOGY OF SEARCH 

Among three questions considered by the researchers of 
the Web search, “Who searches the Web?” (subjects), “What 
do they search for?” (objects) and “How do they search?” 
(search tactics) the first two questions primarily relate to the 
applied sociology and should be formulated and answered 
consistently. The Web era has opened not only a new field of 
social activity but also a huge source of the data for 
sociological analysis. Query logs of Web search engines are a 
capacious but very special source of knowledge on public 
interests. Logs as such give no way to reveal either attitudes or 
origins of interests (except when a query is a result of another 
query). 

While sociology of the Web mainly answers “Who 
searches the Web?” (age, gender, education, etc.) and uses 
polls, the query log-based sociology answers “What do they 
search for?” and uses query logs. The common subject of the 
Web log based sociology is a classification of queries by 
searched topics ([1], [2], [4], [5], [7]). More sociologically 
sophisticated query log based studies such as [6], [9] are so far 
rare. 

The paper presents a comparative study based on the logs 
of queries submitted by two national audiences (Russian and 
U.S) searching for the topics related to the third state (Japan) 
and its culture. In the study we use query logs of the Yandex 
(2007) and Excite (2001) search engines. The Yandex is the 

main Russian search engine and the Excite was a popular U.S. 
search engine in the early 2000s. 

We study topic categories of queries related to Japan and 
corresponding categories of users submitting these queries. In 
this study, we compare two collective subjects: population of 
Russian and population of U.S. searchers. First of all, we will 
try to detect differences of search images of Japan among 
these populations. Another question is co-relation between 
searching different Japan-referring thematic classes. 

0
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Russia U.S.A. Germany Japan Italy USSR France Spain U.K.
 

Fig. 1. Rates (%) of countries among 9 states referring to in Yandex-07 

(white) and Excite-01 (gray) logs 

We process the Japan-referring queries. While any country 
may be chosen as a perceived object, the reasonable questions 
are: is a number of queries referring to a country sufficient for 
statistically significant conclusions and how frequent are these 
queries among the queries related to other countries in the 
compared logs? We compare the rates of queries directly 
referring to 9 countries (Fig. 1). Fractions of Japan-referring 
queries are big enough and approximately equal in both logs. 
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II. RESEARCH QUESTIONS 

The subject of the study is a user i.e. a set of all queries 
submitted by him rather than a query or a (task or temporal) 
session. In the study, we investigate fractions of Russian and 
U.S. users submitting Japan-referring queries. The same user 
may submit queries belonging to different Japan-referring 
classes. The research questions are: 

 How frequently do Russian (both Yandex logs) and 
U.S. searchers submit queries of Japan-referring 
classes? 

 How do Japan-referring classes co-occur in a set of 
queries submitted by the same Russian or U.S. user? 

 A comparison of fractions and classes’ co-occurrence 
of Russian and U.S. Japan-referring searchers (Yandex-
07 vs. Excite-01, a cross-time cross-nation comparison) 

III. DATASETS 

In this study we use 24-hour query logs of the Russian-
language Yandex search engine (March 2007, 890,897 users) 
and 24-hour log sample of the U.S. Excite (May 4, 2001, 
305,360 users). The datasets are different: 

(1) in time (2007 vs. 2001; a “search image” varies over 
time). Since observation periods of the both datasets are equal 
to 24 hours we can ignore intraday variations. However, we 
cannot ignore week and season variations (e.g. in tourist 
queries) and we cannot ignore a long-term trend, which is 
particularly important and reflects changes of interests and 
change of the available Web services as alternative ways to 
get Japan-referring information. The datasets which we use are 
spaced far apart in time and search images may be shifted 
considerably over the years. As a result, can the comparison 
be valid? This is a crucial question for any, even time-
synchronized, comparative study. Ideal comparative study of 
parallel social processes should be study of time series rather 
two time slices, even made in the same time. 

(2) in audience (mainly Russian vs. mainly U.S.) and in 
population structure. Of course, not only Russians use Yandex 
and not only U.S. searchers used Excite in 2001. However, we 
can suppose that a majority of the Excite-2001 queries were 
submitted by U.S. searchers because (1) about 90% of queries 
are in English and (2) only 11% of queries are submitted 
during “American day” (0am – 6am, Pacific time zone) when 
non-American users are active. 

(3) in language (mainly Russian in the Yandex log vs. 
mainly English in the Excite log). The queries submitted to the 
Excite are queries in English (~90%), German and Spanish. 
The queries submitted to the Yandex contain words in Russian, 
two other Slavonic languages (Ukrainian and Belorussian) and 
in English. The Yandex users commonly use English spelling 
of Japanese brand names. 

IV. JAPAN-REFERRING 

VOCABULARY CREATION 

To detect and categorize Japan-referring words, queries 
and users we use two crucially different kinds of categories: 

(1) basic categories corresponding to both aspects (a 
general reference to Japan and a certain thematic denotation, 
e.g., culture) and 

(2) two subsidiary categories-filters used to detect those 
Japan-referring queries, which cannot be classified by perfect 
theme. These subsidiary categories are general (corresponding 
queries contain japan* stem, e.g. <Japan>, <Japanese 
culture>) and geography (Japanese geographic and 
administrative names). Queries attributed to subsidiary 
categories should be categorized into basic categories in the 
next steps. 

To detect and categorize Japan-referring queries we use 
the automatic procedure based on the Japan-referring 
vocabulary (hereafter only words from this vocabulary are 
referred to as “vocabulary words”). It contains both Russian 
and English words related to Japan. About 300 word-
combinations, words and stems were selected (both Russian 
and English spelling for each word; and some words in each 
language were presented in different writings, e.g. mitsubishi 
and mičubisi). Table 1 exemplifies initial categories of Japan-
referring words used in the preliminary analysis. Some words 
were attributed to multiple categories during the preliminary 
analysis. 

TABLE I.  EXAMPLES OF JAPAN-REFERRING WORDS 

Category, Number of Words 

and Word-Combinations in 
Examples 

Subsidiary Categories   

General 17 Japan, Japanese, Nippon, Nihon 

Geography 107 Chugoku, Tokyo, Kyoto 

Basic Categories   

Religion & ethic 50 satori, shinto, tsukuyomi, zen, todaiji 

Traditional art, theater 55 hokusai, netsuke, origami, utamaro 

History & interstate 

relations 
85 

edo, hojo, meiji, samurai, taisho, 

tokugawa, yamato 

Traditional lifestyle 45 kimono, ryokan, tatami, yakuza 

Literature 37 
haiku, kanji, mukai, renga, kobo abe, 
miyamoto musashi  

Masscult, movies 16 anime, manga, pokemon 

Martial art 24 
aikido, budo, judo, karate, kendo, 
kyudo, sumo 

Traditional food 26 sake, sashimi, sushi, tsukemono 

Cars 30 mazda, tyota 

Consumer Goods 59 Marubeni, canon 

 

A serious problem in the query processing is a lot of typos 
and a confusing spelling. For example, while a Russian 
spelling of Mitsubishi is Mitsubisi, 433 Russian searches type 
Russian Mitsubisi, 51 searchers use Russian Mitsubishi (and 
909 Russian searchers type Mitsubishi in English). To avoid a 
confusable spelling problem we use all probable variants of 
spelling. 

Multi-categorization of vocabulary words. The original 
categorization allows a multi-valued word attribution, e.g. 
kotatsu belongs to both religion and lifestyle categories. 
However, since one of our goals is a study of cross-category 
dependency among all queries submitted by a user, this 
manifold word attribution is undesirable since it leads to 
artifactual detection of cross-category dependencies. Some 
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words have only one sense in any occurrence but senses of 
different occurrences are different. For example, Hiroshima, 
Nagasaki may occur either as historic or geographic terms, 
while Pearl Harbor is also a 2001 movie and a lot of Excite-
2001 queries refer to the movie and a big fraction of historic 
queries is provoked by the movie. 

V. PRELIMINARY ANALYSIS 

The aims of the preliminary analysis are (1) a rough 
detection of categories among users’ queries, (2) 
disambiguation of variants of words use, and (3) detection of 
necessity and possibility to combine different categories into 
non-overlapping classes. There are 2 reasons to combine 
different categories: (a) irremovable co-occurrence of different 
categories for some words and (b) too small rates of several 
categories among queries. 

Each query are attributed to all categories of the 
vocabulary words contained in the query and a user is 
attributed to all categories of the vocabulary words contained 
in all queries submitted by him. Users submitting queries 
containing multi-attributed vocabulary words are attributed to 
all categories of these words. 29,208 (3.28%) of 890,897 
Yandex users and 4,553 (1.49%) of 305,360 Excite users 
submitting queries containing the Japan-referring words. 
Fig. 2 shows the distributions of the Yandex and Excite users 
among Japan-referring categories. 

 

Fig. 2. Rates (%) of categories of Japan-referring users in the Yandex (black) 

and Excite (gray) logs 

Table 2 shows number and fractions of users submitting 
queries containing words of corresponding categories. To 
compare these fractions in the Yandex and Excite logs we use 
z-test in form of: 
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where pYnadex and pExcite are sample rates for the category in 
each log and p is a sample rate in a combined population. 
Fractions of consuming categories (cars, home electronics, 
other consumer goods) and masscult category are enormously 
different. Fractions of two categories (history and literature) 
are different for z0.95 = 1.96 but we cannot discard the null 
hypothesis at z0.99 = 2.58. Fractions of geography, 
religion&ethics, arts and traditions categories are equal even 
at 0.95. 

TABLE II.  COMPARISON OF FRACTIONS OF USERS ATTRIBUTED TO 

CERTAIN JAPAN-RELATED CATEGORIES AMONG 29,208 YANDEX AND 4,553 

EXCITE USERS SUBMITTING JAPAN-RELATED QUERIES  

Category 
Yandex users Excite users 

z test 

Number 
Fraction 

(%) 
Number 

Fraction 

(%) 

general  
geography  

religion&ethics 

arts 
traditions 

history&interstat

e literature 
masscult,movies 

life 

martial art  
meal  

cars  

electronics  
other goods  

3,158 
812 

125 

247 
120 

643 

159 
1,152 

328 

312 
112 

11,160 

10,485 
1,920 

0.355 
0.091 

0.014 

0.028 
0.013 

0.072 

0.018 
0.129 

0.037 

0.035 
0.013 

1.253 

1.177 
0.216 

820 
272 

35 

71 
43 

185 

37 
585 

74 

76 
20 

1,308 

1,026 
383 

0.269 
0.089 

0.015 

0.023 
0.014 

0.061 

0.012 
0.192 

0.024 

0.025 
0.066 

0.428 

0.336 
0.125 

7.12 
0.33 

1.06 

1.31 
0.25 

2.10 

2.14 
7.80 

3.27 

2.69 
2.73 

38.71 

41.08 
9.80 

 

VI. RE-CATEGORIZATION: COMPOUND CLASSES 

We take into account the preliminary analysis results 
regarding (1) a size of users categories (size of some 
categories is small for statistical inferences) and (2) a 
ambiguous categorization: 

(a) closely related categories are combined into compound 
classes. The resulted 7 classes (5 basic classes and subsidiary 
general and geography) are shown in Table 3. We do not 
change attributes of the vocabulary words assigned in terms of 
12 initial categories. Only processing is changed: if a word 
belongs to any category it accounted as belonging to 
corresponding class. 

(b) vocabulary words belonging to different new classes 
are re-attributed to avoid a multiple categorization in terms of 
classes. (The only exception is Pearl Harbor which is 
frequently used both as masscult (the movie) and as history. 
Queries containing Pearl Harbor are attributed manually 
either to masscult or to history). Since some words and queries 
initially attributed to geography and history were re-attributed, 
data in Table 4 differs from data in Table 3. Now, if a user 
attributed to several classes, queries of this user really contain 
different words belonging to these classes. 

TABLE III.  NON-OVERLAPPED CLASSES OF WORDS 

Class  Categories included into Class 

general  

geography 

culture  
history 

martial ort  

masscult  

goods  

general 

geography 

religion&ethics, arts, traditions, literature, life, food 
history & interstate_relations 

martial art 

masscult, movies 

cars, home electronics, other consumer goods 

 

Fig. 3 and Table 4 show rates of users submitting queries 
containing reclassified Japan-referring words. Now all 
fractions are different at z0.95 for Russian and U.S. searchers 
(cf. Table 2). Fractions of all classes among all Russian 
searchers are bigger than corresponding fractions among all 
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U.S. searchers. At the same time, fractions of all non-
consuming classes among Japan-referring searchers are 
significantly smaller than corresponding fractions among U.S. 
Japan-referring searchers. The Russian Japan-referring search 
is mainly consuming. 

0

0.5

1

1.5

2

2.5

general geography culture masscult history sport goods
 

Fig. 3. Rates (%) of classes of the Japan-referring users among all Yandex 
(white) and Excite (gray) users 

TABLE IV.  COMPARISON OF FRACTIONS OF USERS ATTRIBUTED TO 

CERTAIN JAPAN-RELATED CLASSES AMONG 29,208 YANDEX AND 4,553 

EXCITE USERS SUBMITTING JAPAN-RELATED QUERIES  

Category 
Yandex users Excite users z test 

Number Fraction Number Fraction  

general  

geography  
culture  

masscult 

history 
martial art 

goods  

3,158 

687 
890 

1,152 

606 
312 

23,029 

0.355 

0.077 
0.100 

0.129 

0.068 
0.035 

2.585 

820 

158 
204 

585 

174 
76 

2,663 

0.269 

0.052 
0.067 

0.192 

0.057 
0.025 

0.872 

7.12 

4.55 
5.22 

7.80 

2.06 
2.68 

56.35 

 

Co-occurrence of classes. If a user submits queries of 
several classes he is attributed to all these classes (“multi-class 
user”). A few users were attributed to two classes as a 
maximum. Table 5 shows the contingency table of users 
automatically attributed only to basic classes (as a result, 
diagonal values in Table 5 are less than values in Table 4 since 
users attributed to subsidiary classes are frequently attributed 
to other classes too); users attributed (also) to general and 
geography subsidiary classes are not included and will be re-
attributed in the next chapter. 

TABLE V.  CONTINGENCY TABLE FOR 25,332 YANDEX AND 3,591 

EXCITE “NON-SUBSIDIARY” USERS 

Yandex culture history martArt masscult goods 

history  576 2 10 37 

martial arts   296 1 11 

masscult    1,116 15 

goods     22,705 

Excite culture history martArt masscult goods 

culture 183 1 0 5 2 

history  158 1 5 10 

martial arts   74 0 0 

masscult    564 2 

goods     2,638 

 

VII. RE-ATTRIBUTION OF SUBSIDIARY CLASSES 

Now we should classify users who were automatically 
recognized as belonging to two subsidiary classes (general 
and geography). The rates of these users are big enough 
(Table 4) and they should be automatically or manually 
categorized into basic classes. 

The idea is that non-vocabulary words which co-occur 
with a vocabulary word may be related to the basic class 
assigned to this word. Two types of the co-occurrence were 
considered: (1) a narrow query-based co-occurrence in the 
same query and (2) a wide user-based co-occurrence in a 
whole set of queries submitted by the same user (e.g., if a user 
attributed just to one class martial art submits two queries 
<tortie cat> and <jujutsu>, then words tortie and cat co-occur 
with jujutsu and are considered as possible associated words 
of the martial art class). The first step of the automatic 
classification is mining of non-vocabulary words associated 
with any class. To mine them we use only those items (Japan-
referring queries in the case of the narrow co-occurrence or 
Japan-referring users in the case of the wide co-occurrence), 
which are attributed just to one class. Next, if extracted co-
occurred words more frequently occur in Japan-referring 
queries (a narrow co-occurrence) or in any query of Japan-
referring users (a wide co-occurrence) attributed to the class 
these co-occurred words are considered as associated non-
vocabulary words of this class. Let associated words be 
extracted for each basic class. Then queries attributed to 
subsidiary classes may be re-attributed to basic classes by 
occurrence of associated words. 

To extract the non-Japan-referring terms, which represent 
the classes of queries we use following class-based metrics: 

— tf (term T | item_of_class_Cl) — “class frequencies” of the 
non-vocabulary term T in item_of_class_Cl, i.e. the ratio of 
the number of term T occurrences in item_of_class_Cl to 
the total number of all words occurrences (a total length) in 
all unique queries belonging to item_of_class_Cl. The 
item_of_class_Cl is either any query containing vocabulary 
words belonging to class_Cl (the narrow co-occurrence) or 
any query of a user submitting at least one query 
containing vocabulary words belonging to class_Cl (the 
wide co-occurrence). 

— cf (term T) — “collection frequency” of the non-
vocabulary term T in all unique queries of the query 
collection, i.e. the ratio of the number of term T 
occurrences in all unique queries of the query collection to 
the number of all words occurrences in all unique queries 
of the collection. 

— contrast (term T | item_of_class_Cl) = 

tf (term T | item_of_class_Cl) / cf (term T). If this ratio is 
significantly bigger than 1, then term represents class_Cl. 

We count contrast (term T | class Cl) to detect non-
vocabulary words closely connected to the vocabulary classes: 
terms which occur either (1) in the queries belonging to the 
class more often than to the other queries (narrow co-
occurrence) or (2) in all queries submitted by users attributed 

Page | 466



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0085   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

to the class more often than in the queries of all other users 
(wide co-occurrence). 

Fig. 4 shows results of re-classification of 3195 (of 3845) 
Russian and 703 (of 955) U.S. searchers primarily recognized 
as subsidiary classes (other “subsidiary users” submitted too 
general queries such as <Japan> were not re-classified). 
Fractions of sex and cars classes are enormously different and 
look like mirror images: At first sight it may be interpreted as 
a result of the from-e-sex-to-e-commerce tendency (Spink et 
al., 2002a). However we do not discover this tendency in 
Japan-referring queries comparing the Excite logs (2001 vs. 
1999) or Yandex logs (2007 vs. 2005). Too low fraction of 
Japan-referring sex searchers among Yandex users may be 
partly explained by the fact that Yandex covers only the 
Russian Web domain. 

0
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20

30

 

Fig. 4. Rates (%) of basic classes among Yandex and Excite users initially 

attributed to subsidiary classes 

Even forth query in the general class is <Japanese autos>. 
Topics of history queries are really different between Russian 
and U.S. queries. While the latter are focused on World War 
II, the former practically ignore the WW II period but search 
for such topics as Japanese ethnos forming or constitution of 
1899. 

Let’s present “subsidiary” Japan-referring users in terms of 
basic classes to add these re-classified users to other Japan-
referring users automatically attributed to the basic classes in 
the previous chapter. Namely, we combine culture, education 
and tourism classes into basic culture class, sex is added to 
masscult, cars and restaurants are added to goods. Since any 
user is attributed to two classes as a maximum, to group 
classes we use inclusion-exclusion rule for two sets: 
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Classes co-occurrence. Table 6 presents a contingency 
table of manually re-classified users initially attributed to 
general and geography subsidiary classes. Since not all 
queries containing words of subsidiary classes (general and 
geography) may be recognized in terms of 5 basic classes 
some of “subsidiary users” were not re-attributed. 

 

TABLE VI.  CONTINGENCY TABLE FOR 3,195 YANDEX AND 703 EXCITE 

MANUALLY RE-ATTRIBUTED SUBSIDIARY USERS 

Yandex culture history martArt masscult goods 

culture 1,305 104 15 30 19 

history  234 3 4 6 

martial art   103 0 3 

masscult    543 14 

goods     1,198 

Excite culture history martArt masscult goods 

culture 311 11 1 9 3 

history  108 0 1 0 

martial art   5 0 1 

masscult    225 0 

goods     79 

 

VIII. CONSUMERISM VS. “MASSCULTURISM” 

Now we can add re-classified “subsidiary” searchers to 
searchers classified by the five basic classes (culture, history, 
martial art, masscult and goods). Fig. 5 shows rates of 5 basic 
classes among users classified as Japan-referring rather 
among all users (all rates among all users of the search engine 
are bigger for Russians). 

0

20

40

60

80

100

culture history sport masscult goods
 

Fig. 5. Fraction (%) of users belonging to basic classes among Yandex and 

Excite Japan-referring users 

TABLE VII.  CONTINGENCY TABLE FOR 28527 YANDEX AND 4294 EXCITE 

JAPAN-REFERRING USERS 

Yandex culture history mArts massc goods 

culture 2,100 121 26 43 58 

history  810 5 14 43 

martial arts   399 1 14 

masscult    1659 29 

goods     23903 

Excite culture history mArts massc goods 

culture 494 12 1 14 5 

history  266 1 6 10 

martial arts   79 0 1 

masscult    789 2 

 

The combined categorization of manually and 
automatically classified users shows that Russian searchers 
demonstrate much more consumer interests. This is in 
accordance with the difference between U.S. “teenagers” and 
Russian “steadies” which is enormous among re-classified 
users. While we do not know age of the Excite users and only 
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partly know distribution of the Yandex population by age 
([11]), we suppose the revealed difference of Japan-referring 
searches is not explained by the age difference between 
Russian and U.S. searchers. 

IX. CLASSES CO-RELATION 

Table 7 presents a final contingency table for all users 
attributed to basic Japan-referring classes, i.e. Table 7 is a sum 
of contingency tables of users automatically attributed to basic 
classes (Table 5) and re-attributed users (Table 6). How do 
basic Japan-referring classes co-occur in a set of queries 
submitted by the same user? To detect closely interrelated 
classes we estimate the probability of a random co-occurrence 
of classes among independent classes of Japan-referring users. 
Our goal is to detect such cases of intersections of classes that 
infract the assumption about independency of classes. 

Let ni be the number of users attributed to the class i 
(diagonal elements in Table 7), obs(i,j) be the number of users 
attributed to both classes i and j (non-diagonal elements in 
Table 7), and N be the number of all considered users. To 
measure the strength of the interrelation between two classes 
we use a probably p(k ≥ obs (i, j)) that a number of random co-
occurrences k of independent classes i and j (containing ni and 
nj users) is not less than the observed intersection obs (i, j). 
This measure shows to what extent the observed interrelation 
is incompatible with the assumption of independence of the 
classes. The smaller p(k ≥ obs (i, j)), the stronger the 
interrelation is. 
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where p(k, ni, nj, N) is a hypergeometric probability of k co-
occurrences of ni marks of the type i and nj marks of the type j 
which are independently used to mark N “cells” 
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We consider probabilities of class co-occurrence among all 
users (NYandex=890,897 users, NExcite=305,360 users). This 
approach to class co-relation is absolutely correct but is not 
very expressive. Indeed, we can a priori suppose the co-
relation of Japan-referring classes. As a result, we can expect 
that probabilities p(k ≥ obs (i, j)) that a number of random co-
occurrences k of independent classes i and j is not less than the 
observed intersection are small. Rather, when we consider 
probabilities of co-occurrence among all users, the non-small 
probabilities are surprising and should be of special interest as 
“symptoms of independence” of classes. 

We also consider probabilities of class co-occurrence only 
among the users attributed to Japan-referring basic classes 
(NYandex = 28,527 users, NExcite = 4,294 users). While this 
opposite “over-strong” approach is surplus (in particular, it 
elaborates the same ordering of probabilities), it visualizes 

differences between strong interclass relations. It is very 
expressive when we want emphasize the closest connections 
between classes, i.e. to differ strong co-relations (small 
probabilities of observed co-occurrence) from over-strong 
(“the smallest” probabilities). Tables 8, 9 shows estimations of 
probabilities p(k ≥ obs (i, j)) that a number of random co-
occurrences of independent classes is not less than the 
observed intersection for both considered sets of users. 

1. “Independence criterion” (probabilities of Japan-
referring class co-occurrence among all searchers, Table 8). 
While goods and masscult classes, at first sight, should be 
more co-related than, for example, goods and martial art, 
these biggest classes are practically independent in both 
audiences (more than 0.99 probability of a random co-
occurrence). In general, goods class is the most independent in 
both audiences. The only exception presents the Russian 
audience for which goods and history are strong co-related 
classes (in contrast with independence of these classes in the 
U.S. audience). Co-relations of the martial art significantly 
differ among audiences: this class is more co-related with 
goods, masscult and partly culture classes in the Russian 
audience (0.189 vs. 0.506, 0.524 vs. 1 and 0 vs. 0.12 

TABLE VIII.  PROBABILITIES OF THE RANDOM CLASS CO-OCCURRENCE 

AMONG ALL USERS (INDEP. CRITERION) 

Dataset 890,897 Yandex users, 305,360 Excite users 

Yandex history martial arts masscult goods 

culture 0 0 0 0.42974 

history  0.00004 0 0.00003 

martial arts   0.52473 0.18939 

masscult    0.99503 

Excite history martial arts masscult goods 

Culture 0 0.12008 0 0.64105 

History  0.06654 0.00008 0.90730 

martial arts   1 0.50646 

masscult    0.99305 

 

2. “Over-strong co-relation” criterion (probabilities of 
Japan-referring class co-occurrence among Japan-referring 
searchers, Table 9) reveals the big difference between a strong 
co-relation of the culture and history classes in U.S. audience 
and the strongest co-relation of these classes in the Russian 
audience (0.999 vs. 0). 

TABLE IX.  PROBABILITIES OF THE RANDOM CLASS CO-OCCURRENCE 

AMONG JAPAN-REFERRING USERS 

Dataset 28,527 Yandex users, 4,294 Excite users 

Yandex history martial arts masscult goods 

culture 0 0.76908 1 1 

history  0.98917 1 1 

martial art   1 1 

masscult    1 

Excite history martial arts masscult goods 

culture 0.99999 0.99994 1 1 

history  0.99390 1 1 

martial art   1 1 

masscult    1 
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On all occasions, interdependency between classes is 
stronger in the Yandex audience and this is not an artifact. 

X. CONCLUSION 

We have investigated (1) differences between Russian and 
U.S. search images of Japan and (2) interdependency between 
searching for different Japan-referring classes: how frequently 
searchers of one Japan-referring topic also search for other 
topics. 

1. Fractions of all classes among all Russian searchers are 
bigger than the fractions among all U.S. searchers. At the 
same time, fractions of the non-consuming classes among 
Japan-referring Russian searchers are significantly smaller 
than fractions among Japan-referring U.S. searchers. The 
Russian Japan-referring searchers are mainly consuming, 
whilst the U.S. Japan-referring searchers are much more 
masscult-oriented. A fraction of culture-oriented searchers is 
small in both audiences. 

2. The Japan-referring goods class primary relate to goods 
rather than to Japan, and users submitting Japan goods queries 
do not frequently submit other Japan-referring queries. On the 
contrary, the masscult class is compatible with non-consuming 
classes and surprisingly is not compatible with goods in both 
audiences and sport in the Russian audience. 

3. The Russian searchers submitting queries referring to 
Japan culture relatively frequently submit other Japan-
referring queries, especially queries related to the history of 
Japan. Furthermore, all Japan-referring classes are more co-
related in the Russian audience. 
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Abstract—This paper presents a prototype of an industrial robot monitoring system that is remotely control via internet. The use of 

industrial robot is increasing in small to medium enterprise (SME’s) as low-cost robots are available in market. Productivity can be 

increase by incorporating robots. The limitations of maintenance and troubleshooting personnel to monitor the robot will always exist 

because they are not always being in the robot operation area. Thus, a prototype of a monitoring system was developed and tested in the 

Robotics laboratory of International Islamic University Malaysia, using Denso robots. The remote monitoring system can monitor the 

robot condition by a real time video streaming using internet. Arduino microcontroller was used to send the signal to the robot from a 

computer. This open source software fit the requirement of this project which enable the development to be completed with a low cost 

budget. The user interface program was created using the Guided User Interface which enables the programmer to monitor the robot 

from a remote area by using TeamViewer application. A USB camera was also used to see the real time video of the robot. All the 

subsystem was successfully integrated by Define, Data Gathering and Analysis, Develop, Testing and Improve to accomplish the project 

goals and at the same time becoming a starting point for further development. 

  Keywords—Industrial Robots; troubleshooting; monitoring; Internet-based; SME, Lowcost. 

I.  INTRODUCTION 

The productivity of Small and Medium-sized Enterprise 
(SME) can be increased by using robots. Almost all of the big 
industrial robot makers have or are working on lightweight 
and human-friendly arms, but none are offering them at low 
cost, or with user-friendly training, or the plug and play and 
safety features. There are other robot startups in the SME 
marketplace – and on the horizon – but none are as far along 
in their development and low cost as Rethink 
Robotics and Universal Robots [1]. Some of these SME need 
only one or two robots for the automation process. It is not 
feasible for them to recruit a programmer or another skilled 
technician for troubleshooting those robots. There are after 
sales service provided by the suppliers but down time will be 
high. Thus, a prototype of a monitoring system was developed 
and tested in the IIUM Robotics laboratory by using the 
Denso robots. The remote monitoring system can monitor the 
robot condition by a real time video streaming using internet 
with a low cost budget. Arduino microcontroller was used to 
send the signal to the robot from a computer. 

 Marin et. al. developed user interface program for remote 
programming the robot via internet. Programming language is 
JAVA [2]. Rosado-Muñoz also proposed a web-based remote 
laboratory for the programming of the industrial robot. A 
webcam use to provide a video of the robot movement. Both 
are for educational purposes [3]. 3D modeling of a robot for 
physical assembly using internet application server for image 
processing has been developed by Wang et al. [4]. Their 
experimental result shows that the system is feasible to meet 

industrial assembly by producing a shorter image processing 
time.  

 Interest in the design of Internet-based telelaboratories is 
increasing enormously, and this technique is still very new. 
Most of the systems are cost oriented and need a special 
training [5-6].  Only a low cost and user-friendly system 
provide the realistic solution for SME’s. Therefore an user 
interface program was created using the GUI which enable the 
service provider to monitor the robot from a remote area by 
using TeamViewer application. 

II. SYSTEM OVERVIEW 

A six-axis articulated robot as shown in Fig. 1 was used as a 
target robot. The proposed system consists of four subsystems 
which are:- 

Subsystem 1: Robot controller and server PC interfacing. 

Subsystem 2: GUI for communication. 

Subsystem 3: Camera monitoring. 

Subsystem 4: Interfacing client and server computers. 

 

 
 

Fig. 1. Denso robot, used for the prototype. 
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 Fig. 2. Subsystem development flowchart 

 

All the systems were developed simultaneusly with 

priority given to subsystem 1 and 2. The subsystem 

development flowchart is prensented in Fig. 2. Robot 

controller and server  PC interfacing dominate the system.  

 

Fig. 3 shows the position of the subsystem in the main 

system. All subsystems are mutually dependent. The arrow in 

the figure indicates the relationship of signal transferred.   

 

After indetifing the function of the Denso controller i.e to 

the IO channel of the controller. This input channel is the one 
  

 

Fig. 3. System Overview. 

that is connected to the digital pin of the Arduino. There are 

a total of 24 CN5 pins that successfully been connected to 

the Arduino. By using the GUI, the signal status (high or 

low) of these pins can be controlled. 
 

III. WORKING PRINCIPLE 

In every system, working principle describe the rule that 
enable the system to give a desired output. In this case, the 
input is the command from the programmer that give output in 
terms of robot motions, sensor data, robot image and etc. This 
input and output relation is shown by the system of work 
principle in Fig. 4. It applies that, programmer to sit at the 
client side and operator/supervisor will be at the server side. 
This system is powered by Matlab 2013-a, Arduino 1.0.6, and 
Teamviewer 10. 

 

Fig. 4. Working principle of the system. 
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According to Fig. 4, the triangle in dashed refers to the 

testing area which is the robotics laboratory. The numbers in 

the figure can be described by the following:- 

 

1. Programmer sign-in to TeamViewer account. 

Programmer will then need to connect to the server 

PC to enable the access to the robot. Programmer 

will login to the system and change the mode to 

external mode of operation. It is required that the 

Client computer (programmer PC) to have Arduino 

IDE and Matlab software.  

 

2. The server computer must be turned on all the time. 

TeamViewer applications must be open to enable the 

access form the client PC. Server computer need to 

have Arduino IDE and Matlab software as well. The 

USB of the interface circuit and camera must be 

connected to the USB ports of the server PC. This is 

to ensure the direct signal transfer from the GUI to 

the circuit. An Arduino code to make it as server is 

uploaded during the subsystem 1 development. 

Therefore, Arduino code was written inside the 

Matlab code itself as the Arduino is now become a 

server that can only received a data from Matlab-GUI 

through serial port.  

 

3. TeamViewer will take some time to verify the IP 

address of the server computer. Once the access is 

successful, programmer can view the server PC as if 

they were sitting in front of it.  

 

4. Operator or supervisor that is in the robot operational 

area still can get control over the robot since the 

mode is INTERNAL. Once the programmer runs the 

program sequential in the monitoring window, 

operator/supervisor will not be able to run the robot 

by teaching pendant. It indicates the mode change 

from INTERNAL to EXTERNAL. Meanwhile, at the 

programmer side, they can start to open the Login 

window of the system and start to take over the robot 

operation using the user interface monitoring 

window. 

  

5. Any command from the programmer will be received 

by interface or sequencer circuit.  

 

6. The motion of the USB camera can be controlled by 

adjusting the servo position either to the left or to the 

right. Those two positions will view two different 

robots. The mechanical part for the camera was 

design to be able to monitor two robots. A high 

definition USB camera was used to ensure the quality 

of the robot video and images. This camera 

monitoring system covers subsystem 2 and 3. 

 

7. The additional feature of the system is to put a sensor 

that can detect the distance of the object (for the case 

that robot was design for a pick and place operation 

with a conveyer system). In this project, a SHARP IR 

obstacle detection sensor was used with the 

capabilities to detect object at most 80cm.  

 

8. Data such as the status of the IO pins, sensors value   

is accessible through Matlab-GUI with some delays 

in feedback. Delays can be depending from the speed 

of the internet connection of both server and 

programmer side and any other factor such as the 

computer CPU performances.  

 

The principle of work in this project cannot be accomplish 

without knowing the interface circuit as it is the only medium 

to connect the computer to the Denso robot controller. Fig. 5 

shows the connection done on the interface circuit. The main 

components of the circuit are the Arduino Mega and transistor 

array ULN 2803. According to Fig. 5, three transistor arrays 

were used to drive the signal form the GUI to the Denso robot 

controller. It enables the signal to be passing with a minimal 

input current. The advantage on using transistor array is it can 

simplify the circuit complexity. It composed of multiple 

transistors in one package and helps to improve mounting 

density and reduce the board population costs associated with 

the use of discrete transistors. 

 

 
 

Fig. 5. Circuit connection for one robot attachment. 

 

IV. RESULT 

The following steps and its respective figure are the result 
of integrating the whole system. 

Preparation at the server PC side before the system fully 
tested:  

i. Power on the robot. Robot power on at this time 
indicates the INTERNAL mode of operation.  

 

Page | 472



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0086   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

ii. Open the Arduino>examples>pde>Adioes. Upload 

the Adioes code to the Arduino board. This is to be 

done only once to make the board as the server. All 

the instructions for the board input and output pins 

was done in GUI-Matlab editor file. 

  

iii. Open the Matlab. Matlab should not be open directly 

from the main icon. It must be open through the 

folder of ‘MatDuino’.  
 

Meanwhile, preparation at the programmer side is for the 
programmer to sign in to the TeamViewer account and 
connect to the server PC. After the access successful, 
programmer can initialize the system by running the Matlab 
GUI name ‘Login’. Upon running the login, provide the 
details need in login window such as the programmer ID and 
password as in Fig. 6. If login is successful, the main 
monitoring window will appear. If else,  user cannot be 
allowed to enter the main monitoring window. It works like 
the security for the system from the stranger.  

 

 
 

Fig. 6. Screenshot of login page 
 

 

 

 
 
Fig. 7. GUI window for incomplete subsystem integration (only the sensor is 

tested) 

Monitoring window with the name ‘control2’ will appear 

at a moment after the login is successful. Now, the operation 

on the robot can be monitored from the remote location.  

 

To begin, click on the pushbutton name ‘Begin’ to allow 

control of the robot. The Mode of operation must be in the 

‘INTERNAL’ mode. This is because the startup operation is 

still not executed. Note that when the ‘Startup’ button is 

pushed, operation mode will automatically change to 

‘EXTERNAL’. Fig. 7 shows the feature of the monitoring 

windows. 

 
Monitoring window was tested and is improved in terms of 

programming of the speed of the camera and the status of 

process in the program sequential panel. Fig. 8 shows the 

‘EXTERNAL’ mode of operation for the controlled robot 

while the camera was monitoring another robot operation. 

 

 

 
 

 
Fig. 8. GUI after improvement 
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Running in the External mode of operation will change the 

status of the CN5 start-up input pins of the Denso robot 

controller from low (white) to high (green). Green color on 

the status panel is also indicates the signal is active and being 

sent to the robot controller through the interface circuit. 

Startup operation caused the mode to be change to automatic, 

motors to turn on, and calibrated the robot position.  

 

The startup step is shown in Fig. 9. Program can be run 

right after the startup process is finished which indicate by the 

‘EXTERNAL’ in the operation mode. Simultaneously, the 

camera and sensor can be tested.  

 

 
 

Fig. 9. Robot Startup steps (Signal Operation diagram) 

 

The Digital pins involves are 24(Auto Operate Enable), 

48(Automatic Mode Change),43(Operation Ready Start), 

44(Motor Power On),46(Run CAL), and 52(External Mode 

Change). Firstly, digital pin 24 need to be set high . This is 

followed by pin 48, 44, 46, and 52 and 43. This signal is an 

input to the Denso controller. It is shown by the blue line of 

the diagram in Fig. 9.  

 

According to Fig. 9, the output response of the startup is 

shown by the red colour. Even though the signal is high at the 

same time, the reponse need to wait for the successfullness of 

the previous start up steps to initiated. This means that the 

external mode will not be achieved unless the calibrationof the 

motor is executed and completed. Internal mode light will be 

off to indicates that the external mode is turned on. Since the 

robot is in the external mode, no other instruction from the 

teach pendant will be executed. Therefore, only the instruction 

from the Arduino will be allow to operate the robot. In other 

word, this system will work only when the robot is in 

EXTERNAL mode of operation.  

 

V. DISCUSSION 

It is found that, the duration of startup time for the robot is 
less than that needed to startup using a teach pendant. The 
motor is turned on in much faster  as the system eliminate the 
human command delay of pressing teach pendant buttons. If 
the time taken for a student to program the robot startup 
operation is compared with the time taken for the system 
startup operation, the system will approximately faster at a 
rate of two times  the teach pendant. Testing the overall 
system require about a maximum of 10 minutes just to 
connect the MatlabIO  to the serial port of Arduino. The 
attempt for Matlab to connect to Arduino is always fail 
required a special line of code to be executed on the Matlab 
command window which will delete the currentport and force 
the release at the serial connection. The following code was 
used: 

 

i. To delete the current MATLAB serial connection on 

COM26 : (instrfind({'Port'},{'COM26'})); 

ii. To delete all MATLAB serial connections :  

delete (instrfind('Type', 'serial')); .  

 

 

While the overall system is tested, the status of each pin of 

the input pin CN5 can be checked by the red color to 

indicated the signal is being sent as ‘HIGH’ or ‘1’ to the 

particular pin. These features enable the programmer to 

detect the problem whether any of the pins were caused an 

error to the robot operation. Programmer also may change 

the mode of operation from the ‘EXTERNAL’ operation to 

the ‘INTERNAL’ operation by pressing the pushbutton name 

‘Reset All’. Then all the digital output pins will become low 

as there were no signals being allowed to pass the sequencer 

circuit.  

 

Through the CN5 cable of the Denso robot controller, 

robot fault can be cleared automatically without using the 

teach pendant in the EXTERNAL mode of operation. The 

‘High’ combination of signal of ‘robot error clear (CN5-18) 

and ‘Operation Ready Start (CN5-23) will cause the error of 

the robot to be cleared. CN5-23 must be set into high at least 

1 milliseconds to allow the robot to prepared for the motion 

and to prevent errors. 

 

VI. CONCLUSION 

An Internet based Troubleshooting and monitoring system 
of industrial robot was successfully developing. It is achieved 
by design and implementations of the interface circuit. Result 
shows that signal send by Arduino can be received by the 
Denso Controller perfectly similar to the teach pendant. The 
server computer also can be accessible by the client computer 
by using an internet connection although the quality of the 
controlled windows is not good enough. Finally, the 
programmer that is in remote area is able to see the robot 
status by running some startup operation on the robot. This 
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system will surely can be implemented in a medium or small 
robotics industry. The controlling of the robot in this way 
actually mimic the control system in a large organization 
which to implement a SCADA or DCS. 

 

VII. RECOMMENDATION 

For future improvement of the project, additional features 
of the GUI system can be added such as the error elimination, 
motor gripper control, and getting the current angle of the 
robot actuator by using a feedback sensor. Also, it is found 
that, one Arduino Mega can control up to two Robots and one 
computer can detect for more than one Arduino COM port. 
This makes us able to control many robots just in one 
computer wirelessly. It can be said that the connection made 
between the server computers to the robot is similar to the 
Profibus application as we monitor the robot.  

 

 
 

Fig. 10. Floor plan for future development of the system at the IIUM Robotics 

laboratory. 

 

It is suggested that the system could be expand to multiple 

robots as shown in Fig. 10. It will reduce cost and help both 

operator and programmer give a positive impact for the 

students in terms of demonstrating the online and offline 

programming in Industrial Robotics. Students will then know 

that there are many optional for control the robot wirelessly. 

Furthermore, instead of CN5 input port, there are many other 

ports such as CN6~7 (for output devices) and CN10 (for 

controlling the robots motor). By having access on these ports, 

calibration can be done from the external mode. Other than 

input channel CN5, which allows us to run the calibration 

during robot star-up operation, is the CN6-11 (CAL 

completion). This function enables the programmer to know 

that the calibration is completed. It is done when the CAL and 

operation ready start signal is high. 

 

Another suggestion would be to implement the CALSET 

operation automatically. CALSET refers to the calibration of 

the positional relation between the robot main unit and 

controller. It is performed whenever a mechanical end is 

changed, motor is replaced or the position data of the encoder 

are lost due to a random encoder backup battery. 

 

CALSET can be done either by the mechanical ends or by 

entering XY coordinates. Both calibration methods perform 

almost at the same accuracy but the mechanical end method is 

easier and faster. Mechanical end can be accomplish by, move 

the arm by hand until it touches the mechanical end, and then 

record the position. This requires more operating space to 

allow the robot to travel to its allowable ends. Therefore, it is 

suggest that we could put the displacement sensor at every 

joint of the robots and getting the feedback form it to know 

the position of the motors. 
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Abstract— With trends computer manufacturers to build computers that have Multicore processors, it becomes necessary to study 

the hardware architecture of this processor and the way of manage data between Cores. All the previous researches were designing 

single cycle processors or pipeline processors by FPGA (Field Programmable Gate Array). This is a first research work on parallel 

processing to design and implement a Multicore processor by FPGA. In this work Multicore processor has two Cores and each Core 

consists of 5-stage pipeline MIPS (Microprocessor without Interlocked Pipeline Stages) RISC (Reduced Instruction Set Computer) 

processor. Separated data cache and instruction cache were added to each Core. MESI (Modified, Exclusive, Shared and Invalid) 

protocol is used to manage cache coherence and memory coherence which support Write-back policy where replacement algorithm is 

not needed. Many programs are tested on this design and the correct results were obtained. The VHDL (Very high speed integrated 

circuit Hardware Description Language) of the complete Multicore processor is implemented by using (Xilinx ISE Design Suite 13.4) 

Software and configured on FPGA Spartan-3AN starter kit and results from the kit were obtained. 

Keywords— Multicore; MIPS; RISC; MESI protocol; VHDL; FPGA. 

I.  I.INTRODUCTION 

Computer pioneers correctly predicted that programmers 
would want unlimited amounts of fast memory. An economical 
solution to that desire is a memory hierarchy, which takes 
advantage of locality and trade-offs in the cost performance of 
memory technologies. The principle of locality says that most 
programs do not access all code or data uniformly. Locality 
occurs in time (temporal locality) and in space (spatial locality) 
[1]. The different levels form what is commonly termed the 
memory hierarchy is a tiered description of how the different 
levels compare to and interact with each other. The different 
levels of the memory hierarchy are managed by different parts 
of the system [2].On modern architectures a main memory 
access may take hundreds of cycles, so there is a real danger 
that a processor may spend much of its time just waiting for the 
memory to respond for requests. To alleviate this problem one 
or more caches are logically situated between the processor and 
the memory [3]. 

To get continuing performance gains of Multicore 
processor, it is requisite to use parallel software. Most parallel 
software relies on the shared-memory programming model in 
which all processors access the same physical address space, 
this cause cache coherency problem. To address the cache 
coherency problem, there are many protocols to deal with this 
[4]. In this paper MESI protocol is used.  

Many previous researches have designed single Core 
(single cycle or pipeline processor) that can execution some 
instruction of MIPS processor [5-10]. In this work all 

instructions are designed with extra (hlt) instruction that could 
be used to stop program execution. 

VHDL is a VHSIC Hardware Description Language. 
VHSIC is an abbreviation for Very High Speed Integrated 
Circuit. It describes the behavior of an electronic circuit or 
system, such as ASICs (Application Specific Integrated 
Circuit) and FPGAs as well as conventional digital circuits. A 
fundamental motivation to use VHDL is that VHDL is a 
standard, technology/vendor independent language, and is 
therefore portable and reusable [11]. VHDL has Feature to 
allow the synthesis of a circuit or system in a programmable 
device. This paper studies the designing and prototyping of a 
complete design of Multicore MPIS RISC processor in VHDL. 
FPGA is a digital integrated circuit that contains configurable 
(programmable) blocks of logic along with configurable 
interconnects between these blocks. Design engineers can 
program such devices to perform a tremendous variety of tasks 
[12]. 

II. CACHE MEMORY PRINCIPLES AND DESIGN 

ELEMENTS 

The cache contains a copy of portions of main memory 
[13]. When the processor attempts to read a word of memory, a 
check is made to determine if the word is in the cache. If so, 
the word is delivered to the processor. If not, a block of main 
memory, consisting of some fixed number of words, is read 
into the cache and then the word is delivered to the processor 
[14]. Each Core in the processor has its own cache and the 
cache lies on the same chip of the processor as shown in Figure 
1. The cache has the following design choices: 
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A. Number of Caches 

The cache has been spliced into instruction cache and data 
cache to avoid structural hazards.  These two caches both exist 
in the CPU (Central Processing Unit), typically as two level 
one (L1) caches. When the processor attempts to fetch an 
instruction from main memory, it first consults the instruction 
L1 cache, and when the processor attempts to fetch data from 
main memory, it first consults the data L1 cache. 

B. Cache Addresses 

The cache memory directly receives physical addresses 
instead of virtual addresses from the MIPS processor, for this 
reason there is no need to include a Memory Management Unit 
(MMU) in this design. 

C. Mapping Function 

Direct mapping is used in this design to map each block of 
main memory into only one possible cache line. Direct 
mapping is picked because there are fewer cache lines than 
main memory blocks. 

D. Write policy 

Write policy is needed for data cache only, because the 
processor will not update the program instruction. Write back 
policy is used in this design to minimize memory writes, where 
a copy of the data is written to data cache by the processor and 
not to main memory. When new data is written to cache, a 
MESI state is change to M (Modified) bits associated with the 
line is set. Then, when a block is replaced, it is written back to 
main memory and MESI state get the new line state. 

E. Cache Size 

For this design, each Core has cache size of 64 bytes, 
organized as 4 lines, each line has 4 words, and each word is 4 
bytes in length. Therefore, main memory address is organized 
as shown in Figure 2. 

 

 

III. CACHE COHERENCY MECHANISMS 

To implement cache coherency protocols in the Multicore 
system and managed the consistency of memory, cache 
coherency mechanism is used. In this work Snooping Based 
Coherency is used as a cache coherency mechanism. It allows 
each cache to monitor the address lines so that to gain access to 
main memory which they have cached. Any activity on cache 
line will trigger message, which will be broadcasted to all the 
caches to update the cache line with the activity. 

IV. CACHE COHERENCE PROTOCOL  

In Multicore systems, coherence must occur inside each 
core and among cores through bus system. For this design 
MESI protocol is chosen. It is one of the mostly used cache 
coherency protocol. Any cache line can be in one of 4 states (2 
bits): 

1) Modified (00): cache line has been modified from the value 
in the main memory. 
2) Exclusive (01): cache line is the same as main memory and 
is the only cached copy. 
3) Shared (10): Same as main memory but copies exist in 
other caches. 
4) Invalid (11): Line data is not valid (as in simple cache). So 
it should not be used. 

A state transition diagram in Figure 3 shows what happens 
to a cache line in a processor as a result of memory accesses 
made by that processor (read hit/miss, write hit/miss). Memory 
accesses made by other processors that result in bus 
transactions observed by this snoopy cache (Mem RD, Mem 
WR, Invalidate) as shown in Figure 4. 

 

 

 

 

V. CACHE CONTROLLER  

Cache controller is used to regulate cache memory. When 
Core wants to access memory location for read or write, it is 
first send address to its cache controller which decides this 
address is exists in tag cache or not. If it is, then no memory 
access is needed, the data is provided to Core directly from its 
cache; if not, then the cache controller fetches several words 
from main memory consecutively to fill the corresponding line 

Figure 2 Address bit field format 

Figure 3 MESI – locally initiated accesses 

 

Figure 4 MESI – remotely initiated accesses 
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in the cache. Data cache controller use two bits for MESI 
protocol while instruction cache controller use one bit (valid or 
not valid only), because instruction cache does not make any 
change to instruction program. Also data cache controller has 
extra control signals to manage write-back that requested from 
bus system when a Core need to access a data that modified in 
another Core's cache, however instruction cache controller does 
not have this signals because there is no write-back in 
instruction cache. The cache controller consists of: 

1) Finite State Machine (FSM): the FSM of data cache differs 

from that of instruction cache because data is accessed for read 

or write while instructions are executed without modification. 

FSM of data cache is shown in Figure 5. 

 

 

 

Write back from system has the priority to execute if read 
or write happen at the same time with system write back. Table 
1 explains FSM work, and table 2 describes the function of 
FSM. 

TABLE I.  DATA CACHE FSM TRUTH TABLE 
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idle (st0) x 0 0 0 xx 1 0 0 0 0 x x 1 00 1 

Write cache 

(st1) 
x 0 1 0 

/= 
00 

1 1 0 0 0 0 x 1 00 1 

Read cache 

(st2) 
1 1 0 0 xx 1 0 1 0 0 x x 1 00 1 

WW 0 (st3) 0 
1 or 

1 
0 00 0 0 1 0 1 x 1 0 00 1 

WW 1 (st4) 0 
1 or 

1 
0 00 0 0 1 0 1 x 1 0 01 1 

WW 2 (st5) 0 
1 or 

1 
0 00 0 0 1 0 1 x 1 0 10 1 

WW 3 (st6) 0 
1 or 

1 
0 00 0 0 1 0 1 x 1 0 11 1 

RW 0 (st7) 0 1 0 0 
/= 
00 

0 1 0 1 0 1 0 0 00 1 

RW 1 (st8) 0 1 0 0 
/= 

00 
0 1 0 1 0 1 0 0 01 1 

RW 2 (st9) 0 1 0 0 
/= 

00 
0 1 0 1 0 1 0 0 10 1 

RW 3 (st10) 0 1 0 0 
/= 
00 

0 1 0 1 0 1 0 0 11 1 

WW 0 (st11) x x x 1 xx 0 0 1 0 1 x 1 0 00 0 

WW 1 (st12) x x x 1 xx 0 0 1 0 1 x 1 0 01 0 

WW 2 (st13) x x x 1 xx 0 0 1 0 1 x 1 0 10 0 

WW 3 (st14) x x x 1 xx 0 0 1 0 1 x 1 0 11 1 

TABLE II.  FUNCTION OF FSM SIGNALS 

Signal 

name 

Sign

al 

valu

e 

Signal effect 

stall 

0 
Main memory is accessed and the whole pipeline is 

stalled. 

1 
Cache memory is accessed and the pipelined registers 

are captured on the next falling edge. 

cachewr 

0 None 

1 
When cache hit occurs, data supplied by the processor 

is written into cache memory. 

cacherd 

0 None 

1 
When cache hit occurs, data is supplied to the 

processor from cache memory. 

memrd 

0  

1 
When cache miss occurs, data is supplied to the cache 

memory from main memory. 

memwr 

0  

1 

When cache miss occurs and dirty bit is set, data block 

which is supplied by cache memory is written into 
main memory. 

Cache_dat

a_src 

0 
The value fed to the cache_data_in input of cache 

memory comes from the processor. 

1 
The value fed to the cache_data_in input of cache 

memory comes from main memory. 

Mem_add

r_src 

0 
The address fed to the amem input of main memory 

comes from the processor. 

1 
The address fed to the amem input of main memory 

equals to (tag & I & 0). 

Rst_dly 
0 

The address fed to the amem input of main memory 

equals to (tag & I & 0). 

1 There is no main memory activity. 

wsel 

00 
The first (least significant) word of memory block is 

selected. 

01 The second word of memory block is selected. 

10 The third word of memory block is selected. 

11 
The fourth (most significant) word of memory block is 

selected. 

wb_done_

out 

0 Cache controller is responding to write back request 

from bus system and Core is stall. 

1 Write back is done by cache controller and Core work 
properly. 

 

FSM of instruction cache is part of FSM data cache that 
does not contain the states performing write actions and write 
back system. Figure 6 shows instruction cache FSM, and table 
3 explains its work. 

 

Figure 5 Data cache FSM 
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TABLE III.  INSTRUCTION CACHE FSM TRUTH TABLE 

state 

inputs outputs 

H
it 

M
e
m

_
r
d

y
 

sta
ll 

c
a

c
h

e
w

r 

c
a

c
h

e
r
d

 

m
e
m

r
d

 

R
st_

d
ly

 

w
sel 

idle (st0) x x 1 0 0 0 1 00 

Read cache (st1) 1 1 1 0 1 0 1 00 

Rw 0 (st2) 0 1 0 1 0 1 0 00 

Rw 1 (st3) 0 0 0 1 0 1 0 01 

Rw 2 (st4) 0 0 0 1 0 1 0 10 

Rw3 (st5) 0 0 0 1 0 1 0 11 

 

2) Tag cache: data tag cache contains 26 tag bits, 2 bits for 

MESI protocol for each data cache line. Tag bits are used for 

holding the 26 most significant bits of the address being 

accessed. MESI bits are reset when the machine restarts. 

Instruction tag cache is similar to data tag but does not have 2 

bits for MESI protocol, instead it has 1 bit to indicate the line 

valid or not (valid bit). 

VI. COMPLETE CACHE DESIGN AND MEMORY 

SYSTEM 

For each Core, data cache controller is combined with its 
data cache as shown in Figure 7, while Figure 8 shows 
instruction cache controller that is combined with instruction 
cache. 

 

 

 

Both caches access the main memory that consists of 1 
kilobyte, arranged as 2 segments each one has 512 bytes; one 
segment for data and the other for instruction, each segment 
has 32 blocks, each block consists of 4 words and each word 
contains 4 bytes. Figure 9 shows main memory. 

 

 

Figure 6 Instruction cache FSM 

 

Figure 7 Complete design of data cache 
 

Figure 8 Complete design of instruction cache 
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VII. VHDL TOP- LEVEL IMPLEMENTATION 

Top level of Multicore processor connects two Cores to 
data and instruction memories through bus system as shown in 
Figure 10. Later a test bench is written and used to execute a 
program. 

 

 

VIII. RESULTS  

The test program shown in Figure 11 is stored in main 
memory. This program can be executed as a parallel code to 
get profit of Multicore system.  This program used to find the 
summation of numbers (1 – 10)h plus factorial of number 7. 
The results should be (00001438)h stored in memory location 
(40)h and (00000000)h stored in memory location (44)h . 

 Assembly address discretion machine 

 addi $t0,$0,10 0 $t0 = 10h 20080010 
 addi $t6,$0,0 4 $t6 = 0h 200E0000 

loop: add $t6,$t6,$t0 8 $t6 = $t6 + $t0 01C87020 

 subi $t0,$t0,1 c $t0 = $t0 - 1 2108FFFF 

 bne $t0,$0,loop 10 
if ($t0 != $zero) 

goto loop 
1408FFFD 

 sw $t6,40($0) 14 
mem[$zero + 64] = 
$t6 

AC0E0040 

 addi $t3,$0,7 18 $t3 = 7 200B0007 

 addi $a0,$0,1 1c $a0 = 1 20040001 

loop2: mult $t3,$a0 20 
$hi , low = ($t3 * 

$a0) 
01640018 

 mflo $a0 24 $a0 = $lo 00002012 
 mfhi $a1 28 $a1 = $hi 00002810 

 subi $t3,$t3,1 2c $t3 = $t3 -1 216BFFFF 

 
bne 
$t3,$0,loop2 

30 
if ($t3 != $zero) 
goto loop2 

140BFFFB 

 lw $v0,40($0) 34 
$v0 = mem[$zero + 

64] 
8C020040 

 add $a0,$a0,$v0 38 $a0 = $a0 + $v0 00822020 

 sw $a0,40($0) 3c 
mem[$zero + 64] = 

$a0 
AC040040 

 sw $a1,44($0) 40 
mem[$zero + 68] = 

$a1 
AC050044 

 hlt 44 
stop program 
execution 

F00000000 

 

This program has been executed as a parallel code in 
Multicore processor.  By using VHDL testbench, the right 
results have been gotten as shown in Figure 12 which indicates 
the correctness of the design. When memwrite signal is 1, the 
results are stored in data memory. 

The program shown in Figure 11 is executed in single core 
system and Multicore system to make a comparison in terms of 

Figure 9 Main memory 

 

Figure 10 Multicore processor system 

 

Figure 11 Top level test program 
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performance and speedup between single Core processor and 
Multicore processor as shown in table 4. The CPI (Clock Per 
Instruction) metric is calculated by using equation: 

Program Execution time = Instruction count × CPI × 

Clock period  ………… (1) 

TABLE IV.  PERFORMANCE COMPARISON BETWEEN SINGLE CORE AND 

MULTICORE PROCESSORS 

Processor 
Instruction 

count 

Program 

execution 

time 

No of 

clock 

cycles 

Clock 

period 
CPI Speedup 

Single 

Core 
92 1255 125.5 10 ns 1.36 1 

Multicore 92 865 86.5 10 ns 0.94 1.45 

 
 

This design is configured on Xilinx Spartan-3AN starter kit 
FPGA. To show all results, VGA (Video Graphic Array) 
screen is interfaced with FPGA via a standard high-density 
HD-DB15 female connector VGA display port and driving the 
VGA monitor in 640 by 480 mode. Figure 13 shows results of 
test program on VGA screen. The left column is an assembly 
test program machine code with its locations in instruction 
memory that would the processor fetches it to be execution. 
Drawing in the center is illustration that the Processor is 
connected to data and instruction memories via buses. The 
Right column represents the data memory that would the 

processor uses it to store or load data, results of test program 
are shown in data column with its locations. 

IX. CONCLUSIONS 

VHDL design of Multicore RISC processor has been 
implemented for whole instructions which consist of 49 
instructions. Also hlt instruction was added to stop program 
execution. Each Core was Pipelined to five stages. MESI 
protocol was used to deal with data coherence which represents 
the main problem of Multicore system. On chip cache system 
was added for each Core. Cache system used direct mapping 
function, write back policy. The cache system consists of two 
separated caches; one for data and one for instruction. After all 
system design was completed, various programs simulated and 
results were obtained. It is meaning that design work properly. 
The Xilinx ISE Design Suite 13.4 program is used for design 
synthesis while the Xilinx ISim simulator program is used to 
simulate this design which is then configured on a Xilinx 
Spartan-3AN FPGA starter kit and results from kit were 
obtained. 

 

 

 

 

 

 

 

 

Figure 12 Simulation waveform of test program 
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Abstract— Numerical simulation of coolant flow inside the rod bundle of a nuclear reactor is of great engineering interest. In the 

design of innovative core solutions, such as high conversion tight lattice cores for Light Water Reactors (LWR), as flow distribution 

cannot be calculated with exact analytical methods, numerical modeling plays a vital role. A computational fluid dynamics (CFD) 

methodology is proposed to investigate the thermal–hydraulic characteristics in a rod bundle. Using a three dimensional numerical 

solution, the characteristics of an isotropic k-epsilon turbulence model for use in modeling turbulent interchange mixing within rod 

arrays was investigated. The model used to predict the radial component of turbulent eddy viscosity and wall shear. Existing data of 

Nusselt number distributions in the axial direction obtained by different authors have been employed to validate the CFD model. 

 

Keywords— Coolant flow; Rod bundles; Nuclear; Turbulent; Modeling 
 

I.  INTRODUCTION 

Understanding the physical behavior of the coolant as it 

flows through the fuel bundles is of interest to those analyzing 

reactor operation and safety. An important aspect of 

understanding this behavior is the mixing of coolant 

momentum and heat. Without adequate coolant mixing models, 

the heat removal capabilities and safety margins of the reactor 

cannot be accurately established nor predicted. The nuclear fuel 

assemblies of Pressurized Water Reactors (PWR) consist of rod 

bundles arranged in a square configuration. The constant 

distance between the rods is maintained by spacer grids placed 

along the length of the bundle. The coolant flows mainly 

axially in the subchannels formed between the rods. Most 

spacer grids are designed with mixing vanes which cause a 

cross and swirl flow between and within the subchannels, 

enhancing the local heat transfer performance in the grid 

vicinity. 
Many nuclear subchannel analysis codes adopt the lumped 

parameter approach, where many empirical correlations are 

used to simplify the complex exchange phenomena between 

subchannels. Therefore, the prediction capability of a 

subchannel analysis code depends thoroughly on the pertinent 

usage of the models and correlations [1]. A subchannel is 

defined as the flow area bounded by a cluster of fuel rods. In 

most rod bundle configurations, two basic subchannel 

geometries are found: square and triangular as shown in Fig. 1. 

 
Fig. 1. Schematic view of rod bundle geometry of (a) square array; (b) 

triangular array 

 

There have been several studies on flow mixing and heat 

transfer enhancement caused by a coolant flow in rod bundle 

geometry. Amongst the many studies performed involving 

CFD (Computational Fluid Dynamic) simulations of rod 

bundles with spacer grids some with the most significant 

contributions are: Karoutas et al. [2] and Imaizumi et al. [3] 

that demonstrated the usefulness of single subchannel CFD 

methodologies coupled with experimental results from LDV 

(Laser Doppler Velocimetry) and pressure loss measurements 

on the development of fuel designs for PWR reactors. Navarro 
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et al. [4] used the k-ε model that presents results of flow 

simulations performed with the CFD code in a PWR 5×5 rod 

bundle segment with a split-vane spacer grid. Holloway et al. 

[5] showed that there is a great variation of heat transfer 

distribution along a fuel rod due to the spacer grid type. Wu 

and Trupp [6] clearly demonstrated that flow conditions inside 

the fuel bundles are very different from those in the typical 

pipes. The near-wall turbulence anisotropy results in the 

formation of secondary vortices inside the channel, causing the 

coolant to spiral through the bundle. Liu et al. [7] presented the 

results of numerical issues such as mesh refinement, wall 

treatment and appropriate definition of boundary conditions, 

which exert great influence on the results of a CFD simulation. 

Recently, simulation studies were performed to investigate 

the thermal–hydraulic phenomena within a rod bundle [8-15]. 

Ga’bor [16] demonstrated that the Reynolds stress model 

(RSM) could be a good candidate for the accurate modeling of 

rod bundles. Baglietto and Ninokata [17] show that a quadratic 

k–e model with adjusted coefficients can reproduce the wall 

shear stress and the velocity distributions a fully developed 

flow in a triangular lattice bundle. A CFD model was 

developed by Lin et al. [18] to investigate the flow 

characteristics in the rod bundle with the different pressure–

strain models in RSM, including linear pressure-strain (LPS), 

Quadratic Pressure–Strain (QPS) and low-Re stress-omega 

(LROS) models using ANSYS FLUENT solver. Subchannel 

model was developed and the study of mesh sensitivity was 

performed initially. Most of previous CFD studies for rod 

bundles were focused on the hydraulic simulation. In addition, 

previous simulation works neglect the thickness of vane-pair 

spacer grids for modeling simplification. This simplification 

would increase about 15% flow area in the grid region and 

lower the flow velocity, which may result in different flow and 

heat transfer characteristics. 

This paper introduces a mathematical model to understand 

the physical behavior of coolant mixing within a nuclear fuel 

bundle and assess its applicability to this study. 

II. THE MATHEMATICAL MODEL 

A mathematical model was developed in this paper to 
investigate the flow characteristics in rod bundles subchannels. 
This simulation mathematical model includes the continuity 
equation, momentum equation, energy equation, and k-ε 
turbulence model. 

Continuity equation: 

     
                  (1) 

Momentum equation: 

                     
(2) 

Energy equation: 

        (3) 

k-ε turbulence model: 

The transport of turbulent kinetic energy per unit mass in 

high Reynolds number form can be provided by the following 

equation [19]. 

 
 
  (4) 

 

 

 

Where Pk is the volumetric production of k and can be 

expressed as follow: 

  
  
                       (5) 

 

The high Reynolds number form of the transport equation 

for the turbulence dissipation rate is given by the following. 

  
 
         (6) 

 

 

 

The empirical constants used in the k and ε equations are 

summarized in Table I. 

TABLE I.  K- MODEL CONSTANTS 

cµ cε1 cε2 σk σε Prt 

0.09 1.44 1.92 1.0 1.3 0.9 

 

A. Boundary conditions 

The wall boundary condition must account for the influence 

of the three layers (laminar, buffer, and logarithmic) on 

momentum transport to the wall. This is achieved by using a 

law of the wall for the momentum equation's wall boundary 

condition. 

    

        (7) 

 

The dimensionless distance from the wall, y+, is defined in 

terms of the shear velocity, uτ, and wall distance, y. 

     

                                        (8) 

where, 

     

                                             (9) 

 

A similar law of the wall is used as a boundary condition 

for the energy equation in the turbulent flow. For a specified 

wall temperature, Tw, the wall heat flux, qw, is given by the 

following. 
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k

Dzh
Nu h)(



         (10) 

 

The dimensionless temperature can be evaluated as 

following [20]. 

 

           (11) 

    

   

              (12) 

     

                         (13) 

    

                    (14) 

 

The wall 

boundary 

condition for the k and ε equations is based upon assuming the 

production of turbulence equals dissipation, constant shear 

layer, and the velocity gradient normal to the wall is much 

greater than the gradient along the wall. 

      
                          (15) 

 

The production of turbulent kinetic energy, Pk, can be 

calculated as follow: 

    

                                       (16) 

 

The inlet conditions for the k and ε equations utilize a 

specified turbulence intensity, Tu, and eddy length scale, Lε. 

    

                                     (17) 

     

                (18) 

 

The turbulence intensity is usually specified as 0.05, while 

the eddy length scale is specified as equal to a domain 

characteristic length, such as the radius for flow in a circular 

pipe. 

The average dimensionless Nusselt number (Nuave) offers 

an insight on convective heat transfer that occurs at the surface 

of the rods. The average Nusselt number is defined by the 

following equation: 

    

               (19) 

 

The local Nusselt number and normalized Nusselt number 

around the circumference of the rod bundle at each axial 

location are given by the expressions, 

     

                       (20) 

and 

    

             (21) 

  

The conservation and transport equations are solved on a 

discretized domain by integrating the differential equations 

over discrete control volumes. Flux terms are solved at 

integration points which ensure a strongly conservative 

solution. The weak coupling between pressure and velocity is 

treated by splitting the numerical evaluation of velocity into 

mass-flow and momentum-flow terms. This allows the use of 

collocated grids. A Gauss-Seidel solver is used which has the 

property that high-frequency error components are eliminated 

faster than low-frequency components. 

III. RESULTS AND DISCUSSION 

The measured data of Nu number for a rod bundle obtained 
by Holloway et al. [21] are used to validate the present model. 
Figure 2 shows the comparison of normalized Nu number 
along the axial location of the rod bundle between the 
measured data and the model predictions. The coolant fluid 
was the air in this experiment. The normalized Nu number is 
the average Nu number (Nuavg) divided by Nuavg,∞. The 
predicted Nuavg number is obtained by averaging the local 

Nu number around the azimuthal angle. As clearly revealed 
in Fig. 2, the predicted distribution of normalized Nu 

number agrees well with the measured data. The comparison 
reveals that k-ε turbulence model is suitable to be applied in 
simulating the flow and heat transfer in the rod bundles.  

 

Fig. 2. Comparison between the predicted normalized Nu and the 

experimental data of Holloway et al. [21] 
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Fig. 3. Comparison between the predicted and the experimental data of Trupp 
et al. for normalized axial velocity [22] 

 

A comparison of normalized axial velocity distributions 
(U*) along the normalized distance from the wall (y* = y/L) 
between the measurements data of Trupp et al. [22] and the 
predictions is shown in Fig. 3. As shown in this figure, the 
predicted distributions agree well with the measured data. This 
figure also reveals that the velocity distribution predicted by k-ε 
turbulence model is suitable to be applied in simulating the 
flow in the rod bundles.  

 

Fig. 4. The wall shear around rod, γp = 1.1 

 

The mathematical model predicted variation in wall shear 
around the rod surface with a pitch-to-diameter ratio (γp) of 1.1 
and different Reynolds numbers is shown in Fig. 4. The 
variation in wall shear near the gap is promotional to the 
variation in turbulence kinetic energy. The predicted maximum 
wall shear stress occurs approximately at angle 40 degrees 
from the gap and is constant with respect to Reynolds number. 
The effect of γp on the wall shear at constant Reynolds number 
is shown in Fig. 5. The wall shear distribution is more flat as γp 
increases and there is a definite movement of the location of 
peak wall shear towards the gap (θ = 0). The wall shear is 

proportional to the radial gradient of axial velocity, this leads to 
the movement of the position of maximum wall shear into the 
gap for larger values of γp.  

 

Fig. 5. The wall shear around rod, Re = 50000 

 

Fig. 6. Effect of pitch-to-diameter ratio on eddy viscosity, Re = 100000 

 

The turbulent mixing increases with decreasing the gap size 
as shown in Fig. 6. The observed increase in mixing as γp 
decreases may be due to an increase in turbulence intensity in 
the gap. The predicted variation of turbulent eddy viscosity 
across the gap at different Re and for each of the pitch-to-
diameter ratios are provided in Fig. 7 and Fig. 8. 
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Fig. 7. Normalized eddy viscosity at different Re, γp = 1.1 

 

 

Fig. 8. Normalized eddy viscosity at different pitch-to-diameter ratios, Re = 
50000 

 

IV. CONCLUSIONS 

A mathematical model of steady, three-dimensional 
turbulent fluid flow was presented in conjunction with a 
numerical solution procedure based upon finite volumes. 
Turbulence was modeled using an isotropic, k-ε eddy viscosity 
model. Existing data of Nusselt number distributions in the 
axial direction obtained by different authors have been 
employed to validate the CFD model. Compared with the 
measured Nu distributions for different authors the present 
predicted results show good agreement. These comparisons 
reveal that the k-ε turbulence model can be applied to 
reasonably simulate the flow and heat transfer behaviors for the 
rod bundle. 

Nomenclature 

cp heat capacity at constant temperature, J/kg.K 

Dh equilibrium diameter, m 

E modeling constant 

k turbulence kinetic energy, m2/s2 

P pressure, N/m2 

Prt turbulent Prandtl number 

T temperature, K 

ui velocity vector, m/s 

u'i turbulent fluctuating quantity 

Ub axial bulk velocity, m/s 

xi coordinate vector, m 

 

Greek letter 

β fluid thermal expansion coefficient, K-1 

ε turbulence dissipation rate, m2/s3 

µ dynamic viscosity, kg/m.s 

ρ density, kg/m3 

τij  Reynolds stress tensor, Pa 

τw  wall shear, Pa  
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Abstract— Location-based services (LBS) are important aspects in today business models where a lot of use cases are built around 

the identification of user location such as the advertisements, asset tracking, geo-fence, and a lot of different things that utilize such 

location information. With the maturity of Global Positioning System (GPS) technology many different devices are shipped with built-in 

GPS unit, this enables the Internet of Things (IoT) application to utilize this location information and build many location-based 

business models including health, transportation, marketing and social services. Smart transportation is one of these important IoT 

applications in which LBS play a major role. In this research we built a location-based simulator model that can be used in developing 

internet of things applications. The research focused on developing a generic simulator model that can be customized according to the 

used application, so we can develop IoT location-based application without the need to have hardware components in early research 

phases. We built a train simulator and tested it against a railway control system. This simulator achieved good results in simulating the 

behavior of a moving train using different testing scenarios. 

 

Keywords— Internet of things; location-based services; vehicle simulator model; train simulator. 

I.  INTRODUCTION 

Internet of things starts to affect every life aspect and many 
applications have been implemented in the past few years that 
change people lifestyle. If we categorize the existing devices 
into i) connected-devices; where devices has a way to connect 
and ii) non-connected devices; where devices has no 
connectivity. IoT enables more devices to be transformed from 
non-connected into connected world. 

The concept is wide-spread to cover not only devices but 
also solid objects by injecting the required sensors into these 
objects, for example building a system to monitor the railway 
bridges to ensure early detection of any bridge damages; this 
can be achieved by injecting some sensors in the bridge body 
[1]. The basic concept is the same in all IoT applications; 
converting things into connected objects that have unique 
identifiers and are responsible for sharing information or 
executing an action or both [2]. 

This enables the efficient utilization of these devices and 
opens the door for more business applications and better 
human-machine interactions. If we picked for example the 

location-based services, they enable the location tracking of 
different things that can vary from human beings to vehicles. 
Therefore we can build different business models around such 
information e.g. location-based marketing [3]. 

Other usages such as asset tracking, geo-fencing [4] have 
become essential parts of car security and traffic monitoring. 
The concept spread to cover additional areas such as using 
business intelligent analysis to identify traffic status using the 
collected data from different tracked vehicles and their own 
speed in different roads. 

To develop business intelligent location-based applications 
a need to have vehicle simulators that facilitate the 
development of these applications and testing the business 
model around the proposed services without the need to invest 
in the hardware until a complete and mature model become 
clear, this simulator role is essential before building a new LBS 
system or altering an existing system to reduce the possibility 
of failing to fulfill system specifications and also to optimize 
the system performance [5]. 
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The structure of this paper is as following; in this section 
we provide background information of the current location-
based IoT services, in the next section we will describe the 
problem definition, after that we will move to discuss the 
proposed model for building a location-based simulator, we 
will then discuss the methods and experimental results and we 
will finish the paper with research conclusion. 

II. PROBLEM DEFINITION 

The IoT application has become one of the hottest research 
areas over the past few years and looking at the location-based 
services many applications has been proposed to solve existing 
business problems such as asset tracking, geo-fencing, traffic 
analysis etc. With more involvement of intelligent analysis of 
collected location data a requirement to have location based 
simulators that enable the evolvement of these services using 
pure software model has become clear. 

This can push the creation of more innovative applications 
that utilize the data generated by the vehicle simulators. One 
example is developing a railway control system using the 
location-based services and other services. To simulate such 
railway control system a requirement to deploy a hardware 
device to communicate with this control system in different 
trains to collect the train’s location data. This will not only cost 
us a lot in terms of devices and connectivity in the early stages 
of the research but it will also slow down the research progress 
by the hardware capability constraints. One additional 
challenge here is the need to upgrade of firmware in these 
devices with each change in the system in particular in the 
communication protocol. 

All these reasons can point to a clear requirement to 
develop a location-based simulator so we can speed up the 
research and reduce the time to market in LBS and therefore 
reduce the overall solution cost. It also enables the flexibility of 
developing the communication protocol, hardware and device 
features, etc. The purpose of this research is to develop a 
generic customizable location-based simulator model that can 
be used in developing location-based services and in particular 
for train location tracking. 

III. EXISTING SIMULATION MODELS 

The existence of many location services in the internet 
world such as Google Maps® and the inclusion of these 
services in the smart phone world expanded the application 
domain of LBS. Different simulators exist to simulate these 
services with different level of simulator maturity that varies 
from a simple location output to a very advanced street-viewer 
simulator as in Google maps street viewer. 

If we focus on train simulators as an example, many 
simulators have been developed using different concepts, in the 
early stages of these simulators, the simulator has to contain the 
collection of track geometry and related speed restrictions [6]. 
Because train simulators are much more complex awareness of 
track signaling status is also required, so if we need to build a 
train simulator we need to consider having a messaging system 
to send the signal details to the simulator to reflect the received 
railway signals in its behavior. 

Two simulation models are usually used; time and event-
based models, in time-based models; the time is divided into 
spaced intervals where movement is evaluated at each interval. 
This is near real simulation model and easier for development 
but it needs much more computational power which can be 
reduced by increasing the time intervals. 

While in event-based model, the movement calculations 
occur only in pre-defined events (e.g. train leave or arrive to 
station) which lead to less computation but inconsistent 
movement updates, this ideally fits in timetable or traffic 
control applications [6]. 

Many train simulators exist and can be used to do railway 
simulation if we pick one example as Train Operation Model 
(TOM) which contains three different type of simulation; Train 
Performance Simulators (TPS) which simulate a single train 
movement, Train Movement Simulator (TMS) which simulates 
the performance of multi-train network and Electric Network 
Simulator (ENS) that simulate power flow in the railway 
system [7]. This TOM does the simulation in respect to railway 
system as a whole not only the train as abstract, another 
simulation model called TrainSim which is limited to 
calculating the train speed profiles using different speed 
calculation methods [8], some more advanced 3D simulators 
exist as Open Rail train simulator; which is powerful train 
simulator but doesn’t fit the purpose of this research which is 
providing simulator for IoT applications [9]. 

In our research we used the time-based simulation 
technique with a configurable time slicing that can be tailored 
according to the application nature and we build a model 
around this simulation technique that also supports the 
bidirectional communications (inbound and outbound) to allow 
complete interaction with any LBS system. 

IV. BUILDING VESIMULATOR MODEL 

In order to build the simulation model many steps are 
required; the first step is data collection. Data collection is the 
most important step as it collects the data that will be fed into 
the simulator so it uses it to simulate the vehicle movement. 
The data should be gathered according to the required business 
model. In our research we have selected train location data as 
our source to build a train simulator. The following steps 
describe what we did to develop our location-based simulator: 

A. Gathering vehicle location dataset 

In this step we have collected the railway location dataset 
by using a GPS-enabled device while the train is moving from 
the start station to the destination station. The device logs the 
location periodically and allows the user to mark certain 
location such as starting station, crossing areas, middle stations, 
and final station locations manually. To generate the data for 
our research we developed an Android® application to get the 
train locations and log them into a device local file. Most of 
smart phones have already Assisted-GPS (A-GPS) technology 
which gives a higher GPS location accuracy by integrating 
both mobile network and GPS. The add value from A-GPS is 
that it provides a quick location fix and a better coverage 
especially inside buildings [10]. 
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In Android OS, there is already support for location APIs 
that we can use. The main class here is the LocationManager 
class which is responsible for returning the current device 
location [11]: 

LocationManager  locationManager = (LocationManager) 
getSystemService(Context.LOCATION_SERVICE); 

After initiating this LocationManager class, we can get the 
location by calling getLastKnownLocation() method to get the 
location. 

Location location = locationManager   
.getLastKnownLocation(LocationManager.GPS_PROVIDER); 

We can also get the location with each change in device 
location by registering the application main class to listen to 
these location changes. In the application we have configured 
the location updates to be with each 100 meters in distance; this 
can be configured according to the business model and the 
required location frequency. 

locationManager.requestLocationUpdates(     

 LocationManager.GPS_PROVIDER,  

 10000,   // 10 seconds 

 100,      // 100 meters,  

 this);     // the listener class 

It is important to define this location change sampling 
according to our application requirements for example every 50 
meters, 100 meters, or 500 meters. In this code we have 
configured the location update to be fired every 10 seconds or 
100 meters difference from the previous location. With each 
device location change the onLocationChanged(Location) 
method gets called with the new device location where we need 
to implement the location logging logic (in a local device file). 

public void onLocationChanged(Location location) { 

 double latitude = location.getLatitude(); 

 double longitude = location.getLongitude(); 

 float accuracy = location.getAccuracy(); 

 // logging logic here … 

} 

To run this Android application, it will need the permission 
to access the fine-tuned location of the device as following: 

<uses-permission 
android:name="android.permission.ACCESS_FINE_LOCATION" /> 

Table I contains a sample of collected location data 
formatted in a table. 

 

 

 

 

 

 

TABLE I.  SAMPLE OF COLLECTED DATA 

Latitude (D) Longitude (D) Accuracy Point type 

31.259905 32.300598 30 S 

31.259428 32.300255 45 

 31.258933 32.299912 30 

 31.258492 32.299590 30 

 31.257979 32.299246 30 

 30.604054 32.300908 30 C 

30.603149 32.299878 30 

 30.601930 32.298483 45 S 

 

The file as we can see logs the latitude, longitude and 
accuracy of each location point, the recorded accuracy is very 
important as it describes the pseudo-range of the reported 
location, this value depends on many factors such as 
atmospheric conditions, and GPS device receiver quality, as we 
will see later this value is important and shouldn’t be neglected 
in most of location-based applications. 

The application logs each point with a tag (S, C or nothing) 
by allowing manual marking of the current location position by 
either no-mark for normal position and 2 additional mark types 
either C or S. In our simulator we used C for railway crossing 
location and S for railway stations. All the logged entries by 
default are logged without any flag but if the user clicks on 
station or crossing buttons in the application, the application 
logs the corresponding flag. In our service we didn’t record the 
altitude of the location as it is not required in our railway 
system but we can also record it in the collected data if 
required. 

If we are tracing a bus for example the values would be 
different as we will map the points into bus stations, traffic 
lights (instead of crossings), squares, etc. 

B. Manipulating the location datasets 

In this step we manipulate the application output data file to 
give some meaningful values to the collected data. For instance 
we can add friendly name to railway stations, update stations 
flag to distinguish between start station, middle station and 
final station, add the available number of platforms for each 
station, and add the max speed allowed for each crossing. 

The following three sample lines show the file format after 
adding such information: 

31.259905, 32.300598, 30, SS, Railway Station Name, 3 

31.241799, 32.298023, 30, C, 40 

30.601930, 32.298483, 45, S, Middle Station Name, 2 

… 

The first line describes the station as start station (SS) with 
3 platforms, the second line describes the crossing location 
with maximum speed allowance as 40 Km/Hr, and in the third 
line we have added middle station name and number of 
platforms in this station. 
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Again if we are building simulator for other applications 
such as bus simulator, the points should always correspond to 
our simulation milestones with different meanings: 

 

31.259905, 32.300598, 30, SS, City Central Bus Station, 8 

31.241799, 32.298023, 30, C 

30.601930, 32.298483, 45, S, Town Centre Bus Station, 2 

In the first line we have added the start station name and 
number of bus parking slots as 8. In the third line we have 
added the station name and number of minutes the bus will 
wait there (2 minutes). 

C. Building the simulator data model 

Building the simulation data model is a challenging step to 
ensure that the system is flexible for future changes especially 
to add additional relations in the future. 

The model is composed from different inter-related tables 
where the location table represents the core part and gets 
connected to other tables that represent the purpose and the 
usage of our simulator. In our railway model the location 
dataset is linked to railway data, which is represented by a 
railway database table which in turn get connected to the 
following tables; stations, crossings, switches, maps, 
milestones and events. Milestones represents all the location 
points that are collected in that railway, these points are what 
the simulator will use to simulate the train movements using 
vehicle speed to check-in different points. 

In fig. 1 we can see part of the simulation data model that 
we used in our railway application, the location table is in the 
heart of the application data model and get connected to almost 
all major tables in this model, we have created a simple 
application to import the collected data into our system model; 
during importing the model, the distance between each location 
milestone is calculated. 

 

Fig. 1. Part of train simulator data model 

The import utility uses the following distance calculation 
equation to calculate the distance between any two location 
points A and B using (1). 

 d = r * Math.acos(Math.cos(Math.toRadians(latitudeA)) 
*Math.cos(Math.toRadians(latitudeB)) 

*Math.cos(Math.toRadians(longitudeB) - 
Math.toRadians(longitudeA)) 

+Math.sin(Math.toRadians(latitudeA)) 
*Math.sin(Math.toRadians(latitudeB))) 

Where “r” is the distance from the center to the surface of 
the earth, it is a range not an absolute value because of the 
asymmetry of the earth sphere, but in our system calculations 
we fixed its value as 6,357 Km which is the effective radius of 
the earth at sea-level [12]. 

In this step we need to supply the simulator with vehicle 
data as its unique identifier, maximum speed, acceleration, and 
deceleration as basic information to simulate the vehicle 
movement. In our train simulator example, the train simulator 
needs additional information such as railway, current station, 
train direction, etc.  

For other simulation cases we will need other type of 
information for example in a bus simulator we will need 
information such as bus identifier, traffic average wait time, 
max speed allowed for some streets, etc. 

D. Adding simulator logic 

The simulator initial position is set to the start station 
position, and then it uses the train speed to calculate the run 
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distance. Once the train runs the milestone distance, the 
simulator uses that milestone location as its current location 
while communicating its location to the LBS system. The 
simulator needs to implement a communication protocol with 
the location application. This includes communicating the 
simulator location together with the simulator unique identifier.  

The logic includes implementing different simulator 
scenarios to cover all possible business scenarios, in train 
simulator we built different simulation scenarios such as 
normal scenario, train broken scenario, split car scenario, etc. 

The following train simulation scenarios are built using the 
simulation model by providing different configurations and 
custom business logic as in Table II: 

TABLE II.  SOME GENERATED TRAIN SCENARIOS 

Scenario Business Logic 

Normal scenario No custom logic, the simulator will 

move the train from start station to end 

station passing through middle stations 
and reduce speed at crossings. 

Train broken scenario Keep sending same train location at 

certain point as train speed equals to 

zero (broken start location). 

Train detached cars scenario Keep sending same train back location 
after train passes the split location 

(split start point).  

Train exceed max speed 

scenario 

Exceed train max speed after passing 

certain point. 

 

 

Fig. 2. Simulator inboud/outbound interface 

When we execute the simulator we need to feed it up with 
essential information as initial location, destination location, 
direction, simulation scenario, speed at each point of time, etc. 
In our train system the simulator which represents the train will 
also receives some control agent commands to control the 
simulator behavior (e.g. speed).  

To support this feature we have implemented a messaging 
queue (using Java Message Service – JMS) where these 
commands are sent and the simulator keep listening to this 
messaging queue to execute the received commands, this is 
important feature to support external control feature of the 
simulator as shown in fig. 2. 

V. VESIMULATOR MODEL 

A. The abstract model 

The VeSimulator model is composed of the following main 

components; simulator core, data store (database), controller, 

interfaces (inbound and outbound) and business logic, fig. 3 

shows these different components. 

 

The database contains two main data; the location set and 

the basic simulator information as id, max speed, initial 

position, status, acceleration and deceleration. The controller 

part is responsible for lifecycle management operations such as 

start, stop, pause and resume of the simulator; it exposes these 

methods for external systems to control the simulator behavior. 

The Inbound/outbound connections are the simulator 

interfaces with the LBS application, the simulator sends the 

agreed information in JSON object format to the LBS 

application and receives the agree action JSON object format. 

The remaining part in the model is the business logic which is 

the application specific business logic. The simulator core is 

responsible for retrieving database data, process the simulator 

logic and any custom business rules, inbound/outbound 

connections and applies controller commands. This controller 

component enables the building of a control dashboard to 

control the simulator.  

 

Fig. 3. VeSimulator model 

B. Simulator speed calculation 

As the simulator simulate the movement speed, some points 
need to be considered here while calculating the final speed at 
any moment including acceleration and deceleration power, 
where both are fed to the simulator according to the average 
values of our simulator model (e.g. average train acceleration 
and deceleration). 

Also supplying the maximum allowed speed on different 
situations, so for example we have the following speed 
limitations; train maximum-allowed speed, crossing speed 
limit, curvature speed limit, switch maximum speed, external 
speed limit command, etc. and these different speed limitations 
may overlap pushing the simulator to pick the minimal allowed 
speed at any point [8]. 

As the simulator is configured to run each n seconds, the 
average speed over that period is used to calculate the vehicle 
run distance (2) and using this distance the existing location 
point is determined and sent as the current vehicle location. 
This means the actual point has a rough margin of error that is 
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merely dependent on the frequency of location point sampling 
rate. 

       run_distance = direction * abs(Vf + V0) * n / 2 

Where “V0“ is the speed at the beginning of n period, “Vf“ 
is the speed at end of the n period and “direction” is the vehicle 
direction either forward=1 or backward=-1. 

C. Using the simulator 

When we deal with location-based services we have to be 
cautious with the location accuracy. The simulator will keep 
the accuracy for each location when it communicates it with 
the application. We should consider the location accuracy and 
latency in conjugation with current object speed. Having a 
scenario as we can see in fig. 4; if we have two reported points 
P1 and P2, both points have an accuracy reported from the GPS 
device [13]. When we calculate the actual distance between 
both points we need to consider the worst-case scenario, so for 
instance if two running vehicles are facing each other the actual 
distance “d” calculated using (3). 

 d = abs (P1 – P2) – (P1accuracy + P2accuracy)     

 

Fig. 4. Total distance between 2 points. 

Having IoT location-based applications we need to add one 
or two additional parameters to our equation to calculate the 
actual distance; the latency and error buffers. Both values could 
be configurable and calculated based on the worst-case 
scenario as well. For example latency buffer which is added to 
compensate the time spent in device connection to the 
application, processing time, respond time and execute the 
action by the device. We can assume this will take 1 second in 
the average, in that case if the movement speed is 100 Km/Hr 
the latency is: 100000/3600 = 28 meters. This value represents 
the run distance by the moving object in that second using its 
current speed; we need to set this value to a value calculated 
from the max allowed speed in our business domain to add 
more safety to the system (e.g. train system). 

The error buffer or safety margin is added to the 
calculations as well to increase the safety of the system or we 
can combine both in one value. The final equation should looks 
like (4). 

 d = abs (P1 – P2) – (P1 accuracy + P2 accuracy + latency_buffer + 
error_buffer)  

VI. RESULT AND DISCUSSION 

We have used VeSimulator to create different train 
simulators and using these simulators in railway control 
system, we build different test scenarios to test the application 
ability to control the train in these different running situations. 
The control system is validated by testing it with different test 
cases that are constructed using different combination of these 
scenarios. The system achieved the required target by 
simulating the train different scenarios and responding back to 
the railway control system [14]. 

According to the application nature these scenarios need to 
be created with different custom logic inside the simulator 
model so we can cover many real simulation tests to test our 
application efficiently. 

The VeSimulator supports bi-directional interaction so it 
sends the location position and receive the response back from 
the tested system; this enables the implementation of different 
interactive location-based services. 

The simulator was tested as an isolated system using the 
following aspects; simulator controls (start, stop, pause), 
simulator custom logic scenarios (scenario execution at specific 
location) and simulator distance against time; all the simulator 
test cases passed successfully. 

Comparing the VeSimulator features with other existing 
simulators such as TOM can identify the following aspects as 
shown in table III. 

TABLE III.  COMPARISON BETWEEN TOM AND VE-SIMULATOR 

Aspect VeSimulator TOM 

Scope Vehicle location 

movement simulator 

Whole railway 

system simulator 

Speed calculations Parameters are 

externally fed 

Parameters are 

calculated according 

to the given data 

External interface Available N/A 

Outbound data Yes Yes 

Inbound data Yes No 

Configurable Yes Yes 

Support business 

rules 

Yes 

No 

Application IoT LBS Railway simulation 

 

The simulation model is simple and flexible to be adapted 
as we did in adapting it for train simulation, it is also 
configurable system so it can be configured in terms of the 
selected simulation points distance, simulator accuracy is high 
as being generated from actual collected data, the simulator 
uses the time based simulation technique to determine the 
location and finally data re-calibrations can be done without 
impacting the built system model by re-importing the data 
again into the model. 

VII. CONCLUSION 

The location-based simulator is essential part of developing 
IoT location-based services; the simulator can improve the 
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speed in developing different location services especially that 
require business intelligent analysis. It is a generic simulator 
that can be simply adapted to any LBS applications. 

Using the VeSimulator to develop a railway control system 
achieved the required bi-directional interaction between the 
simulator and the control system and enabled us to evolve the 
system to a mature level with less cost and time. 
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Abstract- In this paper, we simulate the numerical solutions of fuzzy Fredholm integral equations based on the reproducing 

kernel algorithm. Using parametric form of fuzzy numbers we convert a linear fuzzy integral equation into a linear system of 

integral equations in crisp case. The solution methodology is based on generating the orthogonal basis from the obtained kernel 

functions; whilst the orthonormal basis is constructing in order to formulate and utilize the solutions with series form in terms of 

their parametric form in an appropriate space. Numerical example is provided to illustrate potentiality of our algorithm for solving 

such fuzzy equations. 

Keywords- Fuzzy Fredholm integral equations; Reproducing kernel algorithm 

I. INTRODUCTION 

The fuzzy Fredholm integral equations (FFIEs) are 

important part of the fuzzy analysis theory and they have 

the important value of theory and application in control 

theory, measure theory, and radiation transfer in a semi-

infinite atmosphere. Generally, many real-world problems 

are too complex to be defined in precise terms; uncertainty 

is often involved in any real-world design process. Fuzzy 

sets provide a widely appreciated tool to introduce 

uncertain parameters into mathematical applications. In 

many applications, at least some of the parameters of the 

model should be represented by fuzzy numbers rather than 

crisp numbers. Thus, it is immensely important to develop 

appropriate and applicable algorithm to accomplish the 

mathematical construction that would appropriately treat 

FFIEs and solve them. 

The aim of this paper is to extend the application of the 

reproducing kernel Hilbert space (RKHS) method to 

provide numerical solution for the linear FFIEs of the form 

𝑥(𝑡) = ∫ ℎ(𝑡, 𝜏)𝑥(𝜏)𝑑𝜏
1

0

, 0 ≤ 𝜏, 𝑡 ≤ 1, (1) 

where ℎ(𝑡, 𝜏) is continuous arbitrary crisp kernel functions 

over the square 0 ≤ 𝜏, 𝑡 ≤ 1. Here, ℝℱ  denote the set of 

fuzzy numbers on ℝ. 

Reproducing kernel theory has important application in 

numerical analysis, computational mathematics, image 

processing, machine learning, finance, and probability and 

statistics [1-4]. Recently, a lot of research work has been 

devoted to the applications of the RKHS method for wide 

classes of stochastic and deterministic problems involving 

operator equations, differential equations, integral 

equations, and integro-differential equations. The RKHS 

method was successfully used by many authors to 

investigate several scientific applications side by side with 

their theories. The reader is kindly requested to go through 

[5-13] in order to know more details about the RKHS 

method, including its history, its modification for use, its 

scientific applications, its symmetric kernel functions, and 

its characteristics. 

The RKHS method possess several advantages; first, it 

is of global nature in terms of the solutions obtained as 

well as its ability to solve other mathematical, physical, 

and engineering problems; second, it is accurate and need 

less effort to achieve the results; third, in the RKHS 

method, it is possible to pick any point in the interval of 

integration and as well the approximate solution will be 

applicable; fourth, the method does not require 

discretization of the variables, and it is not effected by 

computation round off errors and one is not faced with 

necessity of large computer memory and time. 

Recently, the numerical solvability of FFIEs has been 

studied by several authors using different numerical or 

analytical methods. The reader is asked to refer to [14-17] 

in order to know more details about these analyzes and 

methods, including their kinds and history, their 

modifications and conditions for use, their scientific 

applications, their importance and characteristics, and their 

relationship including the differences. 

The organization of the paper is as follows. In the next 

section, we present some necessary definitions and 

preliminary results from the fuzzy calculus theory. The 

Page | 497

http://science.ju.edu.jo/Home.aspx
http://science.ju.edu.jo/Home.aspx
http://science.ju.edu.jo/Home.aspx


ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0090   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 
 

procedure of solving FFIEs is presented in section III. In 

section IV, reproducing kernel algorithm is built and 

introduced. Numerical algorithm and simulation results are 

presented in Section V. This article ends in section VI with 

some concluding remarks. 

II. FUZZY CALCULUS THEORY 

Fuzzy calculus is the study of theory and applications of 

integrals and derivatives of uncertain functions. This 

branch of mathematical analysis, extensively investigated 

in the recent years, has emerged as an effective and 

powerful tool for the mathematical modeling of several 

engineering and scientific phenomena. In this section, we 

present some necessary definitions from fuzzy calculus 

theory and preliminary results. 

Let 𝑋 be a nonempty set, a fuzzy set 𝑢 in 𝑋 is 

characterized by its membership function 𝑢: 𝑋 → [0,1]. 

Thus, 𝑢(𝑠) is interpreted as the degree of membership of 

an element 𝑠 in the fuzzy set 𝑢 for each 𝑠 ∈ 𝑋. A fuzzy set 

𝑢 on ℝ is called convex, if for each 𝑠, 𝑡 ∈ ℝ and 𝜆 ∈ [0,1], 

𝑢(𝜆𝑠 + (1 − 𝜆)𝑡) ≥ min{𝑢(𝑠), 𝑢(𝑡)}, is called upper 

semicontinuous, if {𝑠 ∈ ℝ: 𝑢(𝑠) > 𝑟} is closed for each 

𝑟 ∈ [0,1], and is called normal, if there is 𝑠 ∈ ℝ such that 

𝑢(𝑠) = 1. The support of a fuzzy set 𝑢 is defined as 

{𝑠 ∈ ℝ: 𝑢(𝑠) > 0}. 

Definition II.1 [18] A fuzzy number 𝑢 is a fuzzy subset of 

the real line with a normal, convex, and upper 

semicontinuous membership function of bounded support. 

For each 𝑟 ∈ (0,1], set [𝑢]𝑟 = {𝑠 ∈ ℝ: 𝑢(𝑠) ≥ 𝑟} and 

[𝑢]0 = {𝑠 ∈ ℝ: 𝑢(𝑠) > 0}. Then, it easily to establish that 

𝑢 is a fuzzy number if and only if [𝑢]𝑟 is compact convex 

subset of ℝ for each 𝑟 ∈ [0,1] and [𝑢]1 ≠ 𝜙 [19]. Thus, if 

𝑢 is a fuzzy number, then [𝑢]𝑟 = [𝑢1(𝑟), 𝑢2(𝑟)], where 

𝑢1(𝑟) = min{𝑠: 𝑠 ∈ [𝑢]
𝑟} and 𝑢2(𝑟) = max{𝑠: 𝑠 ∈ [𝑢]

𝑟} 

for each 𝑟 ∈ [0,1]. The symbol [𝑢]𝑟 is called the 𝑟-cut 

representation or parametric form of a fuzzy number 𝑢. 

Theorem II.1 [19] Suppose that the functions 

𝑢1, 𝑢2: [0,1] → ℝ satisfy the following conditions; first, 𝑢1 

is a bounded increasing and 𝑢2 is a bounded decreasing 

with 𝑢1(1) ≤ 𝑢2(1); second, for each 𝑘 ∈ (0,1], 𝑢1 and 𝑢2 

are left-hand continuous at 𝑟 = 𝑘; third, 𝑢1 and 𝑢2 are 

right-hand continuous at 𝑟 = 0. Then 𝑢:ℝ → [0,1] defined 

by 𝑢(𝑠) = sup{𝑟: 𝑢1(𝑟) ≤ 𝑠 ≤ 𝑢2(𝑟)}, is a fuzzy number 

with parameterization [𝑢1(𝑟), 𝑢2(𝑟)]. Furthermore, if 

𝑢:ℝ → [0,1] is a fuzzy number with parameterization 

[𝑢1(𝑟), 𝑢2(𝑟)], then the functions 𝑢1 and 𝑢2 satisfy the 

aforementioned conditions. 

In general, we can represent an arbitrary fuzzy number 

𝑢 by an order pair of functions (𝑢1, 𝑢2) which satisfy the 

requirements of Theorem II.1. Frequently, we will write 

simply 𝑢1𝑟 and 𝑢2𝑟 instead of 𝑢1(𝑟) and 𝑢2(𝑟), 

respectively. 

The metric structure on ℝℱ  is given by 𝑑∞: ℝℱ ×

ℝℱ → ℝ+ ∪ {0} such that 𝑑∞(𝑢, 𝑣) = sup
𝑟∈[0,1]

  max{|𝑢1𝑟 −

𝑣1𝑟|, |𝑢2𝑟 − 𝑣2𝑟|} for arbitrary fuzzy numbers 𝑢 and 𝑣. It is 

shown in [20] that (ℝℱ , 𝑑∞) is a complete metric space. 

Definition II.2 [19] Suppose that 𝑥: [0,1] → ℝℱ, for each 

partition ℘ = {𝑡0
∗, 𝑡1

∗, … , 𝑡𝑛
∗} of [0,1] and for arbitrary 

points 𝜉𝑖 ∈ [𝑡𝑖−1
∗ , 𝑡𝑖

∗], 1 ≤ 𝑖 ≤ 𝑛, let ℜ℘ = ∑ 𝑥(𝜉𝑖)(𝑡𝑖
∗ −𝑛

𝑖=1

𝑡𝑖−1
∗ ) and Δ = max

1≤𝑖≤𝑛
|𝑡𝑖
∗ − 𝑡𝑖−1

∗ |. Then the definite integral 

of 𝑥(𝑡) over [0,1] is defined by ∫ 𝑥(𝑡)𝑑𝑡
1

0
= lim

Δ→0
ℜ℘ 

provided the limit exists in the metric space (ℝℱ , 𝑑∞). 

Theorem II.2 [19] Let 𝑥: [0,1] → ℝℱ  be continuous 

fuzzy-valued function and put [𝑥(𝑡)]𝑟 = [𝑥1𝑟(𝑡), 𝑥2𝑟(𝑡)] 

for each 𝑟 ∈ [0,1]. Then ∫ 𝑥(𝑡)𝑑𝑡
1

0
 exist, belong to ℝℱ , 𝑥1𝑟  

and 𝑥2𝑟 are integrable functions on [0,1], and 

[∫ 𝑥(𝑡)𝑑𝑡
1

0
]
𝑟

= ∫ [𝑥(𝑡)]𝑟𝑑𝑡
1

0
= [∫ 𝑥1𝑟(𝑡)𝑑𝑡

1

0
, ∫ 𝑥2𝑟(𝑡)𝑑𝑡

1

0
]. 

III. SOLVING FFIEs 

In this section, we study FFIEs using the concept of 

Riemann integrability in which the FFIE is converted into 

equivalent system of crisp integral equations (CIEs). 

Furthermore, an efficient computational algorithm is 

provided to guarantee the procedure. 

Next, FFIE (1) is first formulated as an ordinary set of 

integral equations, after that, a new discretized form of 

FFIE (1) is presented. Anyhow, in order to apply our 

RKHS algorithm, we set 𝐻(𝑡, 𝜏, 𝑥(𝜏)): = ℎ(𝑡, 𝜏)𝑥(𝜏), 

further, we write the fuzzy function 𝑥(𝑡) in term of its 𝑟-

cut representation forms to get [𝑥(𝑡)]𝑟 = [𝑥1𝑟(𝑡), 𝑥2𝑟(𝑡)]. 

By considering the parametric form for both sides of FFIE 

(1), one can write 

  [𝑥(𝑡)]𝑟 = ∫ [𝐻(𝑡, 𝜏, 𝑥(𝜏))]
𝑟
𝑑𝜏

1

0

, 

where [𝐻]𝑟 = [𝐻1𝑟 , 𝐻2𝑟] in which 𝐻1𝑟 , 𝐻1𝑟  are given in the 

form of 𝐻1𝑟 = min{ℎ(𝑡, 𝜏)𝑥1𝑟(𝜏), ℎ(𝑡, 𝜏)𝑥2𝑟(𝜏)} and 

𝐻2𝑟 = max{ℎ(𝑡, 𝜏)𝑥1𝑟(𝜏), ℎ(𝑡, 𝜏)𝑥2𝑟(𝜏)}. 

Prior to applying the RKHS methods for solving FFIE 

(1) in its parametric form, we suppose that the crisp kernel 

function ℎ(𝑡, 𝜏) is nonnegative for 0 ≤ 𝜏 ≤ 𝑐1 and 

nonpositive for 𝑐1 ≤ 𝜏 ≤ 1. Therefore, according to the 

previous results the FFIE (1) can be translated into the 

following equivalent form: 

 

𝑥1𝑟(𝑡) = ∫ ℎ(𝑡, 𝜏)𝑥1𝑟(𝜏)𝑑𝜏
𝑐1

0

+∫ ℎ(𝑡, 𝜏)𝑥2𝑟(𝜏)𝑑𝜏
1

𝑐1

,

𝑥2𝑟(𝑡) = ∫ ℎ(𝑡, 𝜏)𝑥2𝑟(𝜏)𝑑𝜏
𝑐1

0

+∫ ℎ(𝑡, 𝜏)𝑥1𝑟(𝜏)𝑑𝜏
1

𝑐1

.

 (2) 
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 Definition III.1 Let 𝑥: [0,1] → ℝℱ  be continuous fuzzy-

valued function. If 𝑥 satisfy FFIE (1), then we say that 𝑥 is 

a fuzzy solution of FFIE (1). 

The object of the next algorithm is to implement a 

procedure to solve FFIE (1) in parametric form in term of 

its 𝑟-cut representation, where the new obtained system 

consists of two CIEs. 

Algorithm III.1 To find the fuzzy solution of FFIE (1), we 

discuss the following main steps: 

Input: The independent interval [0,1], and the unit truth 

interval [0,1]. 

Output: The fuzzy solution of FFIE (1) on [0,1]. 

 Step 1: Set [𝐻]𝑟 = [𝐻1𝑟 , 𝐻2𝑟], 

Step 2: Solve the following system of CIEs for 𝑥1𝑟(𝑡) and 

𝑥2𝑟(𝑡): 

    

𝑥1𝑟(𝑡) = ∫ ℎ(𝑡, 𝜏)𝑥1𝑟(𝜏)𝑑𝜏
𝑐1

0

+∫ ℎ(𝑡, 𝜏)𝑥2𝑟(𝜏)𝑑𝜏
1

𝑐1

,

𝑥2𝑟(𝑡) = ∫ ℎ(𝑡, 𝜏)𝑥2𝑟(𝜏)𝑑𝜏
𝑐1

0

+∫ ℎ(𝑡, 𝜏)𝑥1𝑟(𝜏)𝑑𝜏
1

𝑐1

.

 

 Step 3: Ensure that the solution [𝑥1𝑟(𝑡), 𝑥2𝑟(𝑡)] are valid 

level sets for each 𝑟 ∈ [0,1]. 

 Step 4: Construct the fuzzy solution 𝑥(𝑡) such that 

[𝑥(𝑡)]𝑟 = [𝑥1𝑟(𝑡), 𝑥2𝑟(𝑡)] for each 𝑟 ∈ [0,1]. 

 Step 5: Stop. 

IV. REPRODUCING KERNEL ALGORITHM 

In this section, we utilize the reproducing kernel concept 

in order to construct the reproducing kernel Hilbert space 

𝑊2
𝑚[0,1]. 

Prior to discussing the applicability of the RKHS 

method on solving FFIEs and their associated numerical 

algorithms, it is necessary to present an appropriate brief 

introduction to preliminary topics from the reproducing 

kernel theory. 

Definition IV.1 [4] Let ℋ be a Hilbert space of function 

𝜙:Ω ⟶ ℱ on a set Ω. A function 𝐾:Ω × Ω ⟶ ℂ is a 

reproducing kernel of ℋ if the following conditions are 

satisfied. Firstly, 𝐾(. , 𝑡) ∈ ℋ for each 𝑡 ∈ Ω. Secondly, 

〈𝜙, 𝐾(. , 𝑡)〉 = 𝜙(𝑡) for each 𝜙 ∈ ℋ and each 𝑡 ∈ Ω.  

The second condition in Definition IV.1 is called “the 

reproducing property” which means that, the value of the 

function 𝜙 at the point 𝑡 is reproduced by the inner 

product of 𝜙 with 𝐾(. , 𝑡). Indeed, a Hilbert spaces ℋ of 

functions on a nonempty abstract set Ω is called a 

reproducing kernel Hilbert spaces if there exists a 

reproducing kernel 𝐾 of ℋ. 

Definition IV.2 The inner product space 𝑊2
𝑚[0,1] is 

defined as 𝑊2
𝑚[0,1] = {𝑧: 𝑧, 𝑧′, … , 𝑧(𝑚−1) are absolutely 

continuous real-valued function on [0,1] and 𝑧(𝑚) ∈

𝐿2[0,1]}. The inner product and the norm in 𝑊2
𝑚[0,1] are 

defined as 〈𝑧1(𝑡), 𝑧2(𝑡)〉𝑊2𝑚 = ∑ 𝑧1
(𝑖)(0)𝑧2

(𝑖)(0)𝑚−1
𝑖=0 +

∫ 𝑧1
(𝑚)(𝑡)𝑧2

(𝑚)(𝑡)𝑑𝑡
1

0
 and ‖𝑧1‖𝑊2𝑚 = √〈𝑧1(𝑡), 𝑧1(𝑡)〉𝑊2𝑚 , 

respectively, where 𝑧1, 𝑧2 ∈ 𝑊2
𝑚[0,1]. 

The Hilbert space 𝑊2
𝑚[0,1] is called a reproducing 

kernel if for each fixed 𝑡 ∈ [0,1] and any 𝑧(𝑠) ∈

 𝑊2
𝑚[0,1], there exist 𝐾(𝑡, 𝑠) ∈ 𝑊2

𝑚[0,1] (simply 𝐾𝑡(𝑠)) 

and 𝑠 ∈ [0,1] such that 〈𝑧(𝑠), 𝐾𝑡(𝑠)〉𝑊2𝑚 = 𝑧(𝑡). 

Theorem IV.1 The Hilbert space 𝑊2
𝑚[0,1] is a complete 

reproducing kernel and its reproducing kernel function 

𝑅𝑡
𝑚(𝑠) can be written as 

  𝑅𝑡
𝑚(𝑠)|𝑠≤𝑡 = ∑

1

(𝑖!)2
𝑡𝑖𝑠𝑖

𝑚−1

𝑖=0

 

                        +
1

((𝑚 − 1)!)
2∫(𝑡 − 𝜏)

𝑚−1(𝑠 − 𝜏)𝑚−1𝑑𝜏

𝑠

0

 

  𝑅𝑡
𝑚(𝑠)|𝑠>𝑡 = ∑

1

(𝑖!)2
𝑡𝑖𝑠𝑖

𝑚−1

𝑖=0

 

                        +
1

((𝑚 − 1)!)
2∫(𝑡 − 𝜏)

𝑚−1(𝑠 − 𝜏)𝑚−1𝑑𝜏

𝑡

0

 

Definition IV.3 The inner product space 𝑊𝑚[0,1] is 

defined as 𝑊𝑚[0,1] = {𝑧 = (𝑧1, 𝑧2)
𝑇: 𝑧1, 𝑧2 ∈ 𝑊2

𝑚[0,1]}. 

The inner product and the norm in 𝑊𝑚[0,1] are building 

as 〈𝑧(𝑡), 𝑤(𝑡)〉𝑊𝑚 = ∑ 〈𝑧𝑖(𝑡), 𝑤𝑖(𝑡)〉𝑊2𝑚
2
𝑖=1  and ‖𝑧‖𝑊𝑚 =

√∑ ‖𝑧𝑖‖𝑊2𝑚
22

𝑖=1 , respectively, where 𝑧(𝑡), 𝑤(𝑡) ∈ 𝑊𝑚[0,1]. 

To deal with System (2) in more realistic form via the 

RKHS approach, define the linear operator 𝑣𝑖𝑗 : 𝑊2
2[0,1] →

𝑊2
1[0,1], 𝑖, 𝑗 = 1,2 such that 

  𝑣𝑖𝑗𝑧(𝑡) =

{
 
 

 
 𝑧(𝑡) − ∫ ℎ(𝑡, 𝜏)𝑧(𝜏)𝑑𝜏

𝑐1

0

, 𝑖 = 𝑗,

          −∫ ℎ(𝑡, 𝜏)𝑧(𝜏)𝑑𝜏
1

𝑐1

, 𝑖 ≠ 𝑗.

 

Put 0 = [
0
0
], 𝑋𝑟 = [

𝑥1𝑟
𝑥2𝑟
], 𝑉 = [

𝑣11 𝑣12
𝑣21 𝑣22

], and define the 

mapping 𝑉:𝑊2[0,1] → 𝑊1[0,1]. Then, System (2) can be 

written in a new form equivalent to 𝑉𝑋𝑟(𝑡) = 0. 

V. SIMULATION RESULT 

To show behavior, properties, and applicability of the 

present RKHS method, linear FFIEs will be solved 

numerically in this section. In the process of computation, 

all the symbolic and numerical computations are 

performed by using MAPLE 13 software package. 

Algorithm V.1 To approximate the solution 𝑥𝑛(𝑡) of 𝑥(𝑡) 

for FFIE (1), we do the following main steps: 

Input: The dependent interval [0,1], the unit truth interval 

[0,1], the integers 𝑛,𝑚, the kernel functions 𝑅𝑡
1(𝑠), 𝑅𝑡

2(𝑠), 

the linear operator 𝑉, and the crisp kernel functions ℎ(𝑡, 𝜏). 
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Output: The RKHS solution 𝑋𝑟
𝑛(𝑡) of 𝑋𝑟(𝑡) for System 

(2) and thus the RKHS solution 𝑥𝑛(𝑡) of 𝑥(𝑡) for FFIE 

(1). 

 Step 1: Write 𝑋𝑟 = [
𝑥1𝑟
𝑥2𝑟

] and 𝑋𝑟
𝑛(𝑡) = [

𝑥1𝑟
𝑛

𝑥2𝑟
𝑛 ]. 

 Step 2: Fixed 𝑡 in [0,1] and set 𝑠 ∈ [0,1]; 

             If 𝑠 ≤ 𝑡, set 𝑅𝑡
2(𝑠) = 1 + 𝑡𝑠 −

1

6
𝑡2(𝑡 − 3𝑠); 

                   Else set 𝑅𝑡
2(𝑠) = 1 + 𝑡𝑠 −

1

6
𝑠2(𝑠 − 3𝑡); 

             For 𝑖 = 1,2, . . . , 𝑛, ℎ = 1,2, . . . , 𝑚, 𝑗 = 1,2: 

                   Set 𝑡𝑖 =
𝑖−1

𝑛−1
; 

                   Set 𝑟ℎ =
ℎ−1

𝑚−1
; 

                   Set 𝜓𝑖𝑗(𝑡) = [
[𝑣𝑗1𝑅𝑡

2(𝑠)]|
𝑠=𝑡𝑖

[𝑣𝑗2𝑅𝑡
2(𝑠)]|

𝑠=𝑡𝑖

]; 

             Output: the orthogonal function system 𝜓𝑖𝑗(𝑡). 

 Step 3: For 𝑙 = 2,3. . . , 𝑛, 𝑘 = 1,2. . . , 𝑙: 

                   Set 𝑑𝑙 = √‖𝜓𝑙‖𝑊2
2 −∑ 𝑐𝑙𝑝

2𝑙−1
𝑝=1 ; 

                   Set 𝑐𝑙𝑘 = 〈𝜓𝑙 , �̅�𝑘〉𝑊2; 

                   If 𝑘 ≠ 𝑙, then set 𝛽𝑙𝑘 = −
1

𝑑𝑙
∑ 𝑐𝑙𝑝𝛽𝑝𝑘
𝑖−1
𝑝=𝑘 ; 

                    Else set 𝛽𝑙𝑙 =
1

𝑑𝑙
; 

                    Else set 𝛽11 =
1

‖𝜓1‖𝑊2
; 

Output: the orthogonalization coefficients 𝛽𝑙𝑘. 

 Step 4: For 𝑙 = 2,3. . . , 𝑛 − 1, 𝑘 = 1,2. . . , 𝑙 − 1: 

                   Set �̅�𝑙(𝑡) = ∑ 𝛽𝑙𝑘𝜇𝑘(𝑡)
𝑙
𝑘=1 ; 

Output: the orthonormal function system �̅�𝑙(𝑡). 

 Step 5: Set 𝑋𝑟ℎ
0 (𝑡1) = 0; 

                   For 𝑖 = 1,2, . . . , 𝑛: 

                        Set 𝛼𝑘 = {

𝑥1𝑟 (𝑡𝑘+1
2

) , 𝑘 is odd,

𝑥2𝑟 (𝑡𝑘
2

) , 𝑘 is even;
 

                        Set 𝑋𝑟ℎ
𝑖 (𝑡𝑖) = ∑ (∑ 𝛽𝑖𝑘𝛼𝑘

𝑖
𝑘=1 )�̅�𝑖(𝑡)

𝑖
𝑖=1 ; 

Output: the RKHS solution 𝑋𝑟
𝑛(𝑡) of 𝑋𝑟(𝑡). 

 Step 6: Write [𝑥𝑛(𝑡)]𝑟 = [𝑥1𝑟
𝑛 , 𝑥2𝑟

𝑛 ] to get the RKHS 

solution in which [𝑥(𝑡)]𝑟 = [𝑥1𝑟 , 𝑥2𝑟]. 

 Step 7: Stop. 

Here, we taking 𝑡𝑖 =
𝑖−1

𝑛−1
, 𝑖 = 1,2, … , 𝑛 and 𝑟ℎ =

ℎ−1

𝑚−1
, 

ℎ = 1,2, … ,𝑚 with the reproducing kernel functions 𝑅𝑡
1(𝑠) 

and 𝑅𝑡
2(𝑠) on [0,1] in which Algorithms III.1 and V.1 are 

used throughout the computations. 

Example V.1 Consider the following FFIE: 

  𝑥(𝑡) =
1

3
𝜋 sin(𝜋𝑡) 𝑢 + ∫ 𝜋 sin(2𝜋𝜏) sin(𝜋𝑡) 𝑥(𝜏)𝑑𝜏

1

0

, 

where 0 ≤ 𝜏, 𝑡 ≤ 1. The exact solution is 𝑥(𝑡) =
𝑣𝜋 sin(𝜋𝑡). Here, [𝑢]𝑟 = [−5𝑟3 − 2𝑟2 − 7𝑟 + 20,2𝑟3 +
5𝑟2 + 7𝑟 − 8] and [𝑣]𝑟 = [−𝑟3 − 𝑟 + 4, 𝑟2 + 𝑟]. 

Anyhow, for approximating the fuzzy solution, we 

have the following system of CIEs taking into account that 

the crisp kernel function ℎ(𝑡, 𝜏) = 𝜋 sin(2𝜋𝜏) sin(𝜋𝑡) is 

nonnegative on 0 ≤ 𝜏 ≤
1

2
 and nonpositive on 

1

2
≤ 𝜏 ≤1, 

regardless the effect of the independent variable 𝑡 on [0,1]: 

  𝑥1𝑟(𝑡) =
1

3
𝜋 sin(𝜋𝑡) 𝑢1𝑟

+∫ 𝜋 sin(2𝜋𝜏) sin(𝜋𝑡) 𝑥1𝑟(𝜏)𝑑𝜏

1
2

0

+∫ 𝜋 sin(2𝜋𝜏) sin(𝜋𝑡) 𝑥2𝑟(𝜏)𝑑𝜏
1

1
2

, 

  𝑥2𝑟(𝑡) =
1

3
𝜋 sin(𝜋𝑡) 𝑢2𝑟

+∫ 𝜋 sin(2𝜋𝜏) sin(𝜋𝑡) 𝑥2𝑟(𝜏)𝑑𝜏

1
2

0

+∫ 𝜋 sin(2𝜋𝜏) sin(𝜋𝑡) 𝑥1𝑟(𝜏)𝑑𝜏
1

1
2

. 

The absolute errors of numerically approximating 

𝑥1𝑟(𝑡) and 𝑥2𝑟(𝑡) for the corresponding CIE system have 

been calculated for various 𝑡 and 𝑟 as shown in Tables 1 

and 2. Anyhow, it is clear from the tables that, the 

approximate solutions are in close agreement with the 

exact solutions. 

VI. CONCLUSION 

The study of FFIEs forms a suitable setting for the 

mathematical modeling of real-world problems in which 

uncertainty or vagueness pervades. The aim of this paper is 

to propose a numerical method and the corresponding 

algorithm to solve linear FFIEs. Numerical results show 

that the presented method is of higher precision and is easy 

to apply in programming. 
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Table 1: The absolute errors of approximating 𝑥1𝑟(𝑡) using RKHS method. 

𝑡𝑖   𝑟 = 0  𝑟 = 0.25  𝑟 = 0.5  𝑟 = 0.75  𝑟 = 1 

0.16  2.2167 × 10−8  2.0686 × 10−8  2.7409 × 10−8  2.7281 × 10−8  2.3836 × 10−8 

0.32  3.6612 × 10−8  4.9143 × 10−8  4.7620 × 10−8  3.2652 × 10−8  3.6097 × 10−8 

0.64  7.3751 × 10−8  6.6190 × 10−8  6.3982 × 10−8  6.7446 × 10−8  6.5208 × 10−8 

0.96  8.3262 × 10−8  7.9022 × 10−8  8.1784 × 10−8  7.2881 × 10−8  8.0809 × 10−8 
 

Table 2: The absolute errors of approximating 𝑥2𝑟(𝑡) using RKHS method. 

𝑡𝑖   𝑟 = 0  𝑟 = 0.25  𝑟 = 0.5  𝑟 = 0.75  𝑟 = 1 

0.16  2.3445 × 10−8  2.1964 × 10−8  2.8124 × 10−8  2.3027 × 10−8  2.6190 × 10−8 

0.32  3.7027 × 10−8  3.7379 × 10−8  3.5536 × 10−8  3.3262 × 10−8  3.4584 × 10−8 

0.64  6.8755 × 10−8  6.9376 × 10−8  6.2167 × 10−8  6.7450 × 10−8  6.4224 × 10−8 

0.96  7.6651 × 10−8  8.8084 × 10−8  7.5751 × 10−8  8.6631 × 10−8  8.1507 × 10−8 
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Abstract— Flexible snake robotic actuator inspired by the performance of snakes together with muscular and vertebrate, well in 

obstacle constrained rough environment and are capable of complex motions. These types of actuator possess a wide range of motion 

while also achieving complex geometrical configurations. Although, flexible structures that mimic muscular actuation like the snake 

links have been attempted in the literature by using shape memory alloys (SMAs), or strings and cables, light-weight, relatively power-

dense dielectric electroactive polymers (EAP) can also be used in unison with a flexible snake robot actuator structure to provide 

actuation. This paper presents a theoretical and experimental study of the Dielectric EAP (DEAP) actuator for designing flexible snake 

robot actuator. DEAP is silicon artificial muscles that will actuated by applying voltage which perform a great actuation due to its 

linear large deflection. Preliminary efforts have been made to develop a prototype actuator design as well as learn about the EAP 

material properties through experimentation.  

 

Keywords—electroactive polymer; robot; actuator; muscle. 

I.  INTRODUCTION 

Snake robots are of special interest to both robotics 
engineers and materials scientists because they combine 
extreme flexibility (they can bend at any point) with a 
capability for executing various sophisticated tasks, such as 
small hole navigation, manipulating small objects etc [1,2]. 
Engineered flexible structures that mimic muscular robots have 
been attempted in the literature, an actuator was demonstrated 
[3,4], by using pneumatic air muscles (PAM), which exhibits 
disadvantages of less precision, actuation delays, and a bulky 
compressed air generator. Also, PAM-based actuators cannot 
be used for light-weight robots. In essence, artificial muscles 
can rival biological counterparts have yet to be reported.  

In an attempt to mimic the functionality of a muscular body 
by achieving similar high local curvature and complex 
configurations, different designs for a articulated snake robot 
actuator design that utilizes dielectric electro-active polymers 
(EAPs) as the artificial muscles have been explored. Compare 
with other materials used in the literature, EAPs are the only 
viable option to build a lightweight actuator for highly 
compliant artificial muscles. Polymer-based actuator materials 
are expected to work better than piezoelectric ceramic (PZT) 
actuators and shape-memory alloys (SMAs) in terms of the 
amount of strain achieved during actuation (0.1% for PZTs [5]) 
and the electromechanical coupling that limits the large-scale 
maneuverability respectively [6]. They can also provide power 
densities within a factor of 3-5 of the electric motors but with 
the added flexibility of their muscle-like nature. Furthermore, 

dielectric EAPs are good candidates for actuation because they 
exhibit quick response times and are capable of relatively large 
strains (10-100%). DEAPs are commercially available in the 
form of ribbons and sheets, and are typically prestrained on 
compliant frames (up to 500%) to reduce the actuation voltage. 
Prestraining is the act of stretching the elastomer, in either a 
unilateral direction or bilaterally, to reduce the thickness of the 
material.  

Significant work has been done to explore the potential of 
the EAPs in actuator technologies while attempting to model 
the behaviour of this material. Out-of-plane actuation has been 
looked at and implemented using an agonist-antagonist 
configuration of the EAPs [7], and finite element methods 
(FEM), as well as analytical modelling of a circular in-plane 
EAP actuator has been examined [8]. The viscoelastic 
properties of VHB4910, a commercially available dielectric 
EAP, have also been characterized in the modelling process 
[9]. Different actuation methods like the spring roll actuator, 
and the contractive EAP actuator have been designed, 
developed, and manufactured to show their effectiveness 
[9,10,11]. Although there is extensive prior work in developing 
and modelling actuators separately, few works have been done 
to consolidate this technical know-how to design a truly 
flexible and complaint robotic actuator that resembles an 
flexible snake robot.  

In this paper, preliminary steps have been taken in this 
direction of a design concept for this type of flexible actuator 
while utilizing a hyper-elastic material model to assist in the 
design process. 

This research is supported by Science grant, Ministry of Science, 
Technology and Innovation (MOSTI) Malaysia. 
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II. EAP BACKGROUND 

A number of conventional actuator technologies are being 
used today which include hydraulic, pneumatic, and 
electromechanical actuators. However, one common drawback 
that conventional actuators have is that the actuator itself or the 
power source is bulky and heavy. The need for light-weight, 
compliant, small-sized actuators yet having high power to 
weight ratio has driven research into active materials. 
Dielectric EAP consist of a thin film of elastomer sandwiched 
between to compliant electrodes and essentially are compliant 
capacitors that actuate when a DC voltage potential shown in 
Fig. 1 is applied across the electrodes. The electrodes have 
opposite charges hence attracted each other and thereby 
squeezing the thin film of elastomer. Since the elastomer is 
incompressible, it expands in the planar direction and thins in 
the thickness direction. Also, the same charges on an electrode 
repel each other leading to further expansion in the planar 
direction. This squeezing stress is called a compressive 
Maxwell stress. The areas that are covered in electrodes are 
called the active zones. This actuation strain is the source of 
motion for any actuator made from EAPs. However, most 
actuators must also utilize the prestrain of the EAP to allow for 
more efficient use of the motion. Generally, the larger the 
prestrain is, the lower the voltage required to activate the EAP. 
The tension-compression type of actuation can be seen from 
various actuators like a push-pull actuator, and a hinge actuator 
[7]. 

 

 

 

Fig. 1. Dielectric EAP actuator in deactivated (left) and activated state 

(right). 

The previously mentioned actuators all use the extension of 
the EAPs to provide actuation; however, some actuators are 
designed to take advantage of the reduction in thickness of the 
EAP to provide actuation. These actuators require multiple 

layers of the elastomer to visibly observe the contraction. The 
active zones alternate in polarity for each layer so that each 
layer of the actuator is squeezed. Widely-used dielectric 
elastomers (DEs) are made out of either silicone or acrylic. 
VHB 4910 is acrylic EAPs that can strain more and are capable 
of more tensile stress during Prestraining (increased elastic 
energy density) when compared to silicone EAPs, however, 
silicone EAPs have a faster response time and are more 
efficient mechanically [12].  

 

III. ANALYSIS OF DEAP 

A. Constitutive Models 

The purpose of the tensile tests were to determine the 
material parameters of the VHB 4910 DEAP that would be 
used in the modelling the behaviour of the material and will 
provide vital information on designing and predicting the 
movement of specific snake robot link designs. These material 
parameters are constants in the strain energy function denoted 
by W. The general form of the strain energy function of a 
hyper-elastic material subject to a axial stress is denoted by 
equation (1) [13]. 

W = ∑ ∑ Cab(I1 − 3)a(I2 − 3)b3
b=0

3
a=0      (1) 

 

I1 = λ1
2 + λ2

2 + λ3
2                                          (2) 

 

I2 = λ1
2λ2

2 + λ2
2λ3

2 + λ1
2λ3

2                             (3) 

 

I1 and I2 denote the first and second invariant of the so-
called left Cauchy-Green stress tensor. λi (i = 1; 2; 3) are the 
principal strain ratios. Note that I1 and I2 are functions of the 
principal strain ratios. 1; 2; or 3 denotes the direction on the 
local elastomer sample in which the strains and stresses act. 1 
denotes direction in which the tensile stress for the uniaxial test 
acts, 2 is the direction perpendicular to 1 in the plane of the 
material, and 3 is the direction resulting from the cross product 
of 1 and 2 is shown in Fig. 2. Cabs are the material parameters 
in which the uniaxial tests were performed to determine. Based 
on the strain-energy function, equations (3) and (4) are used for 
an incompressible, hyperelastic material to determine the 
principal stresses in terms of the principal strain ratios. 

 

σ11 = λ1
2 ∂W

∂I1
+ λ1

2(λ2
2 + λ3

2)
∂W

∂I2
+ Phydro               (4) 

σ22 = λ2
2 ∂W

∂I1
+ λ2

2(λ3
2 + λ1

2)
∂W

∂I2
+ Phydro               (5) 

σ33 = λ3
2 ∂W

∂I1
+ λ3

2(λ1
2 + λ2

2)
∂W

∂I2
+ Phydro               (6) 

λ1λ2λ3 = 1                                                                    (7) 
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Fig. 2. Elastromer sample (a) Long and thin, (b) Wide-strip 

σ11, σ22, σ33 denotes the normal stress acting on the 
material in the 1, 2, and 3 directions and Phydro is the 
hydrostatic pressure. Equation (7) is the incompressible 
material condition which can be assumed for the VHB4910 
elastomer. For boundary conditions specific to the uniaxial test, 
the experimental data was fitted to the first equation (4) in the 1 
direction. For instance, for a long, thin elastomer strip, the 
boundary conditions were σ22= 0, σ33= 0. Figure 1(a) shows 
what a uniaxial test with a long, thin elastomer sample would 
look like. 

Long, thin elastomer samples are samples in which the 
original, unprestrained length is much greater than the width. 
This was done to reduce the amount of necking in the sample 
so that the assumptions for the boundary conditions of the 
simulation would be a good approximation (i.e. σ22= 0). Wide-
strip elastomer samples are samples in which the original, 
unprestrained width is much greater than the length. The 
assumptions for the boundary conditions of this sample are that 
the prestrain in the 2 direction remains constant (λ2= const) and 
σ33= 0. Based on the correct boundary conditions, the stress-
to-strain relationship was derived using equations (7) and (8) 
and simplified to equations (5). 

 

σ11 = (λ1
2 −

1

λ1
2λ2

2)
∂W

∂I1
+ (−

1

λ1
2 + λ1

2λ2
2)

∂W

∂I2
           (8) 

 

σ22 = (λ2
2 −

1

λ1
2λ2

2)
∂W

∂I1
+ (−

1

λ2
2 + λ1

2λ2
2)

∂W

∂I2
            (9) 

 

 

Equation (5) is used to analyze both the long, thin 
elastomer and wide-strip elastomer samples, however, the 
correct boundary conditions need to be applied. For instance, 
when determining σ11 in terms of λ1 for a long, thin elastomer 
sample, σ22 was set to zero and λ2 was solved for to get an 
expression in terms of λ1. This was plugged back into the σ22 
equation to get an expression only in terms of λ1. For analyzing 
a wide-strip sample, the σ22 equation was ignored because the 
σ11 equation is already in terms of λ1. λ2was simply the 
prestrain of the sample in the 2 direction since it was assumed 
to be constant. Both types of samples were tested and 
simulated. Once the experimental data was collected, the data 
was fitted to a stress-strain model and the material parameters 
were determined. Then, simulations using these material 
parameters were done to examine the disparity between the 
simulation results and the experimental data. 

 

B. Theoretical Analysis of Linear EAP Actuators 

 

In the designs of snake robot actuator, a linear EAP 
actuator is utilized or the actuation can be approximated by a 
linear EAP actuator. This means that upon activation of the 
EAP, the resulting strain that occurs is dominated in one 
direction (denoted by the 1 direction). Equations (11) show the 
constitutive model of the linear EAP actuator and were used to 
draw some insight on the design of an actuator. 
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This model includes the compressive stress that effectively 
"squeezed" the EAP together in the thickness direction which is 
denoted by the right hand side of the third equation. yI is the 
width of the actuator after prestrain, ϵr is the free-space 
dielectric permittivity (ϵr = 8.85 10.12 F/m), ϵ0 is the relative 
permittivity of the dielectric material (ϵ0 = 4.7 for VHB 4910 
[14]), V is the voltage difference supplied to the electrodes, and 
z0 is the original thickness of the actuator when it is not 
activated. For some linear actuator designs, there may be free 
edges such that the actuator is not attached to a rigid structure 
at every edge. This causes necking and, as a result, the width of 
the actuator varies along the actuation direction. Solving for the 
hydrostatic pressure, the following equation is obtained. 
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This expression is substituted back into the first equation to 
yield the following: 
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Since the stress invariants can be written in terms of just λ1 
and λ2 from the incompressible assumption, the force of the 
linear actuator in the 1 direction (direction of dominate strain) 

is only a function of yI, z0, λ1 and λ2 for a given material and a 

given activation voltage (F1  =  f(yI, z0, λ1, λ2)). Equation (14) 
also tells that the force of the EAP actuator will vary linearly 
with the width and the thickness of the actuator. Also, the 
width of the actuator is determined by the prestrain in that 
direction so the force is also implicitly dependent in the 
prestrain in this manner. This physically means that the width, 
thickness, and prestrain of the actuator determines how much 
force is available for the arm to utilized, but the length of the 
actuator (dimension of the actuator in the activation direction) 
has no effect. However, if the linear actuator has free edges, 
then the length will have an effect on the force of the actuator. 
For instance, longer actuators for a given width would have a 
less significant necking effect. The necking of the free edges 
effectively decrease the prestrain of the actuator in that 
direction and since the force is a function of prestrain, the force 
would change with different degrees of necking. 

Examining equation (14), the stress in the activation 
direction is solely a function of prestrain given an activation 
voltage and thickness. It is not a function of the size of the 
actuator therefore; theoretically, a large EAP actuator and a 
small EAP actuator, regardless of the width to length ratio, 
with equal prestrain and thickness should have the same 
internal stresses during activation or inactivation. However, for 
linear actuators with free edges and using the same analysis as 
previously mentioned, the internal stresses would be different 
for a longer actuator (for a given width) because of a decreased 
necking effect. This leads to the conclusion that only linear 
EAP actuators subject to free edges with the same width-to- 
length ratio and same prestrain can have equal internal stresses 
given a specific strain. Furthermore, this leads to the fact that 
the coefficients of the strain energy function, also known as the 
material parameters of the material, should be the same for 
these actuators. As a consequence, determining these material 
parameters with uniaxial tests will allow for stress and strain 
prediction of different sized but similar-shaped EAP actuators. 

 

C. Theoretical Data Analysis for Long, Thin Elastomer 

Sample 

First, uniaxial tensile simulation were done, thin strip of 
elastomer (refer to Fig. 1 (up)). From the gathered data points, 
the deflection measurements and loads needed to be converted 
into principal strains and stresses in order for the first equation 
in (8) to be fitted and the material parameters to be determined. 
So, for the experimental data analysis, the principal stress in 
the 1 direction was calculated by equation (9). 

σ11 =
P

A
                                                 (16) 

A denotes the cross sectional area of the sample in the non-
necking region, and P denotes the amount of force acting on 
the sample in the elongation direction calculated by P =  mg. 
The cross sectional area was calculated by multiplying the 
measured width of the non-necking region and the thickness. 
The thickness was calculated using the incompressible 

assumption equation (7). The principal strain (λ1) is equal to 
x

x0
 

where x is the instantaneous length of the elastomer sample in 
the 1 direction and x0 is the initial length of the elastomer in 
the elongation direction corresponding to the zero prestrain.  

The theoretical data was converted from force to stress and 
from deflection to strain, Matlab's curve-fitting toolbox was 
used to determine the material parameters corresponding to the 
first equation in (8). For one experiment with initial prestrain of 
λ1 = 1:1389, λ2 = 1 and an initial length in the 1 direction of 
6.75 mm, the material parameters for the strain energy model 
were determined and are shown in Table 1.  

The simulation process is done with the boundary 
conditions (σ22 = σ33 = 0) for long, thin elastomer strip 
samples. The superscript I refers to the pre-strained 
configuration whereas the II  refers to the loaded configuration. 

yI is the width (in direction 2). z0 is the original thickness of 
the elastomer sample prior to prestrain which is 1 mm. This 
simulation process was performed for loads ranging from the 
minimum to maximum load. The nominal strain was calculated 
using equation (17). 

s = (
λ1

II

λ1
I − 1) 100%                                                      (17) 

 

TABLE I.   MATERIAL PARAMETERS FOR A LONG, THIN ELASTROMER 

SAMPLE 

Material Parameter Fitted Value (Pa) 

C01 -9.215 

C02 274.9 

C03 -1.264 

C10 -6.944 

C11 -50.02 

C12 267.6 
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C13 0.4922 

C20 165.9 

C21 0.432 

C22 -19.28 

C23 -0.01165 

C30 300.1 

C31 -0.8353 

C32 0.2947 

C33 6.147e-1 

 

 
Fig. 3. Simulation process 

 
Fig. 4. Pictorial representation of the necking approximation 

D. Theoretical Data Analysis for Wide-Strip Elastomer 

Samples 

The wide-strip elastomer sample was analyzed differently 
from the long, thin elastomer because the boundary conditions 
are different. The pre-strained length of the wide-strip 
elastomer sample was much smaller than the pre-strained 
width. On the other hand, the pre-strained length of the long, 
thin elastomer was much greater than the pre-strained width. 
This was the fundamental difference. It was a good 
approximation in the long, thin elastomer case to assume that 
the stress in the 2 direction (σ22) was negligible and can be set 
to zero. This was not a good assumption in this case. However, 
assuming that the principal strain in the 2 direction (λ2) was 
constant turned out to be a much more reasonable assumption. 
Therefore, only the first equation in equation (8) was needed. 
To determine the principal stresses and strains from the 
experimental data, some approximations were made. The 
necking was approximated geometrically by a parabolic shape 
determined by the minimum width of the elastomer sample at 

each data point. An average width would then be calculated 
from that parabolic width distribution and this width would be 
assumed to be constant along the elongation direction of the 
elastomer sample. This product of the average width and the 
corresponding thickness calculated by the incompressible 
assumption equation (4) was the approximated cross sectional 

area. Fig. 4 shows this approximation. yavg
I  would be less than 

yI . This approximation was then made for each data point and 

the yavg
I   for each data point was different because the 

minimum width was different for each data point. The principal 
stress was then calculated by equation (14). The principal 

strains (λ1) were calculated by 
x

x0
 where x is the current length 

of the elastomer sample in the elongation direction and x0 is 
the initial length of the elastomer corresponding to the zero 
prestrain. Table 2 shows the material parameters for a wide-
strip elastomer samples with initial lengths of 21.7 mm, 25.4 
mm, 33.8, and widths of 63.5 mm, 76.2 mm, and 101.6 mm 
respectively. The samples were subject to an initial prestrain of 
λ1 = 3, λ2 = 5 (3 in the actuation direction) with an equal 
width-to-length ratio of about 3. It was evident from the 
uniaxial tests that the stress-strain curves for all three samples 
are similar and warrants the fact that the material parameters 
are the same for different sized actuators with equal width-to-
length ratios and equal prestrains (given the error in 
measurement). The 3 by 5 prestrain of the sample was chosen 
as it is the prestrain configuration that has shown the best stress 
and strain properties in terms of using the elastomer as a linear 
actuator [8]. The material parameters were determined by 
fitting experimental data to the first equation in (8).  

 

TABLE II.  MATERIAL PARAMETERS FOR A WIDE STRIP ELASTROMER 

SAMPLE 

Material Parameter Fitted Value (Pa) 

C01 1.2738 

C02 2.1262 

C03 0.8228 

C10 -3.774 

C11 1.5459 

C12 -4.1087 

C13 0.0033 

C20 8.1668 

C21 -2.7571 

C22 -14.3687 

C23 -0.0264 

C30 0.2192 

C31 1.1898 

C32 0.6432 

C33 1.0505e-5 
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IV. RESULTS AND DISCUSSIONS 

The design of dielectric elastomer is such a way that it can 

perform large variety of motions depends on the different 

arrangements of dielectric elastomer strip. We proposed a 

novel design of elongating elastomer ribbon that will be used 

as the tendon. The model exhibits linear motion along the axis. 

The elongating characteristics appear once the dielectric 

elastomer is electrically activated. The VHB 4910 transparent 

polymer from 3M, an available EAP for commercial purpose, 

is found in the market. The ribbon of DE tendons is 

considered 30 mm long in length. The stress-strain 

investigation of the material is shown in Fig. 5 (a), (b).   

  

  
 (a)   (b) 

Fig. 5. Elongation test for VHB4910 ribbon: (a) initial length without (b) 

final length with 380 gm load 

The elastomer ribbon's actuation properties are elaborated 

as stress and strain function of the applied voltage as shown in 

Fig. 6. Besides the quadratic dependency on the applied 

voltage and the intrinsic non-linear stress-strain characteristic, 

the actuator performance is increased by the applied prestrain 

increases for the development of the displacement range and 

force. 

 

Fig. 6. Voltage-elongation relationships of one of the elastomer actuators. 

V. CONCLUSIONS 

A variety of designs for flexible snake robot actuator while 
utilizing an EAP model-guided approach to assist in actuator 
design is analysed in this paper. Though both long, thin 
samples and wide-strip samples were characterized, it was later 
determined that only the wide-strip elastomer configuration 
was practical for use as an actuator to produce force and stroke. 

Therefore, most of the subsequent designs for a flexible arm 
were based on a wide-strip EAP as its main actuator.  

Dielectric elastomer EAPs are promising robotics actuators 
in bio-inspired artificial robot. They show good mechanical 
performance, are very low weight, simple and low cost. An 
important characteristic of DEs is that their polymeric nature 
makes their performance, reliability, and efficiency highly 
stretch rate dependant. In particular, the best material known to 
date for DEAs, VHB 4910, shows improved performance and 
reliability when operating at high stretch rates. Furthermore, 
An investigation has been made here are for the tendon driven 
platform. This step requires further developments, but at the 
very least, what is evident is the viability, to a limited degree of 
the proposed design. As the guiding priority is to keep the 
design small and simple, a successful experimental test would 
certainly be promising. This development will enhance the 
inspiration of the researchers to produce more lightweight 
micro scale actuator in future. 
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Abstract— Fuzzy Cognitive Maps (FCM) have found favor in a variety of theoretical and applied contexts that span the hard and 
soft sciences. Given the utility and flexibility of the method, coupled with the broad appeal of FCM to a variety of scientific disciplines, 
FCM have been appropriated in many different ways and, depending on the academic discipline in which it has been applied, used to 
draw a range of conclusions about the belief systems of individuals and groups. In scenario planning, causal mapping has long been 
used as a means to elicit the worldviews of multiple experts, facilitate discussion, and challenge and improve mental models. Large and 
complex causal maps, however, are difficult to analyze. The strength of FCM approach lies in its capacity not only to comprehensively 
model qualitative knowledge which dominates strategic decision making but also to stimulate and evaluate several alternative way of 
using IT in order to improve organizational performance. This approach introduces computational modeling, as well as it supports 
scenarios development and simulations. In this paper the authors focus on the investigation of two possible applications: waste 
management system and stakeholder management system. The common features of these systems are that both systems are complex 
and comprehensive.

Keywords—Fuzzy Cognitive Maps, Simulation, Integrated Waste Management Systems, Stakeholder Relationship Management

I. INTRODUCTION

Modeling dynamic systems can be hard in a computational 
sense and many quantitative techniques exist. Well-understood 
systems may be open to any of the mathematical programming 
techniques of operations study. First, developing the model 
usually requires a big deal of effort and specialized knowledge 
outside the area of interest. Secondly, systems involving 
important feedback may be nonlinear, in which case a 
quantitative model may not be possible [1].

This paper presents Fuzzy Cognitive Maps as an approach 
in modeling the behavior and operation of complex systems. 
This technique is the fusion of the advances of the fuzzy logic 
and cognitive maps theories, they are fuzzy weighted directed 
graphs with feedback that create models that emulate the 
behavior of complex decision processes using fuzzy causal 
relations.

Fuzzy Cognitive Maps are fuzzy structures that strongly 
resemble neural networks, and they have powerful and far-
reaching consequences as a mathematical tool for modeling 
complex systems. 

The purpose of this article is to suggest the use of FCM as 
an alternative approach to existing strategic planning models 
used in different fields of management. The article suggests 
that FCM can be a useful tool to facilitate creativity and 
synergy. There is a wealth of literature from the fields of 
cognitive science, psychology, and systems science that 
discusses the use of individuals’ knowledge structures as 
representations or abstractions of real world phenomena [2].

First the description and the methodology that this theory 
suggests is examined, also some ideas for using this approach 
in the management area, and then the usage of this tool is 
described. The application of this approach in the field of 
system management might contribute to the progress of more 
intelligent and more objective evaluation of the systems. Fuzzy 
Cognitive Maps have been fruitfully used in decision making 
and simulation of complex situation and analysis.

II. FUZZY COGNITIVE MAPS (FCM)

Decision makers usually face serious difficulties when 
approaching significant, real-world dynamic systems. Such 
systems are composed of a number of dynamic concepts or 
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Fig. 1. Example of a simple Fuzzy Cognitive Map
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actors which are interrelated in complex ways, usually 
including feedback links which propagate influences in 
complicated chains [3].

In the development of the FCM, in the first step of the 
design process the number and features of constituting factors 
are determined by the relevant literature. These concepts are 
supposed to be combined all together in a single system, with 
mutual interactions. 

Modern technological systems are complex and they are 
usually comprised of a large number of interacting and 
coupling entities that are called subsystems and/or components. 
These systems have nonlinear behavior and cannot simply be 
derived from summation of analyzed individual component 
behavior [4]. Feedback mechanisms are important in the 
analysis of vulnerability and resilience of social-economic-
technical systems. But how to evaluate systems with direct 
feedbacks has been a great challenge. FCM was derived from 
the fusion of fuzzy logic and theory of cognitive maps. Kosko 
[5] developed the fuzzy signed directed graphs with feedback 
in order to represent knowledge in a comprehensive way. Since 
the FCM is formed for a selected system by determining the 
concepts and their relationships, it is possible to quantitatively 
simulate the system considering its parameters. It has to be 
noted however, that a FCM is suitable for short term time 
series analysis and prediction. A FCM is a dynamic modeling
tool in which the resolution of the system representation can be 
increased by applying a further mapping. The resulting fuzzy 
model can be used to analyze, simulate, and test the influence 
of parameters and predict the behavior of the system [6].

According to [6], the design of a FCM is a process that 
heavily relies on the input from experts and/or stakeholders. 
This methodology extracts the knowledge from the 
stakeholders and exploits their experience on the system’s 
model and behavior. A FCM is fairly simple and easy to 
understand for the participants. With the use of a participatory 
process it should be ensured that different interests are used to 
build up synergies as well as partnerships and hence find 
sustainable solutions as a joint decision [7]. Even though, the 
cognitive nature of a FCM makes it inevitably a subjective 
representation of the system. The model is not arbitrary as it is 
built carefully and reflexively with stakeholders [8]. 

On the basis of a FCM’s development, during the first step 
in the designing process, the number and features of concepts 
are determined by a group of experts. After the identification of 
the main factors affecting the topic under investigation, each 
stakeholder is asked to describe the existence and type of the 

causal relationships among these factors and then assesses the 
strength of these causal relationships using a predetermined 
scale, capable to describe any kind of relationship between two 
factors, positive and negative. 

Starting from the primary elements of a FCM, the ith 
concept denotes a state, a procedure, an event, a variable or an 
input of the system and is represented by Ci (i = 1, 2, . . ., n). 
Another component of a FCM is the directed edge which 
connects the concepts i and j. Each edge includes a weight wij

which represents the causality between concepts Ci and Cj. The 
values of the concepts are within the range [0, 1], while the 
values of the weights belong to the interval [−1, 1]. A positive 
value of the weight wij indicates that an increase (decrease) in 
the value of concept Ci results to an increment (decrement) of 
the concept’s value Cj. Similarly, a negative weight wij

indicates that an increase (decrease) in the value of concept Ci

results to a decrement (increment) of the concept’s value Cj, 
while a zero weight denotes the absence of relationship 
between Ci and Cj (Fig. 1). Considering the interrelations 
between the concepts of a FCM, the corresponding adjacency 
matrix can easily be formed. Usually it is accepted that 
causality is not self reflexive, i.e., a concept cannot cause itself, 
which means that the weight matrix always has ‘0-s’ in its 
diagonal [9]. Otherwise the component values may be unstable.

The description of the inference mechanism, which 
represents the behavior of the physical system, lies in the 
interpretation of FCM’s mathematical formulation. After the 
initialization of the FCM and the determination of concept 
activation values by experts, concepts are ready to interact. As 
it is obvious, the activation of a concept influences the values 
of concepts that are connected to it. At each step of interaction 
(simulation step), every concept acquires a new value that is 
calculated according to equations (Equation 1 and 2) and the 
interaction between concepts continues until a fix equilibrium 
is reached; a limit cycle is reached; or a chaotic behavior is 
observed [10].

The mathematical description of our FCM system is a 
simple loop:

  

Where 
kV is the state k of the system; N is the matrix of 

the system which contains the weight jiw , , and

  

where λ > 0 determines the steepness of the of the 
continuous function f. 

The FCM is a very convenient and simple tool for 
modeling complex systems. It is rather popular due to its 
simplicity and user friendliness. According to [11], human 
experts are generally rather subjective and can handle only 
relatively simple networks therefore there is an urgent need to 
develop methods for automated generation of FCM models. 
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An FCM is a fuzzy graph structure representing causal 
reasoning. Causality is represented here as a fuzzy relation of 
causal concepts. The FCM may be used for dynamic modeling
of systems. The FCM approach uses nodes corresponding to 
the factors and edges for their interactions, to model different 
aspects in the behavior of the system. These factors interact 
with each other in the FCM simulation, presenting the 
dynamics of the original system [4]. The FCM has been 
described as the combination of neural networks and fuzzy 
logic. Thus, learning techniques and algorithms can be 
borrowed and utilized in order to train the FCM and adjust the 
weights of its interconnections [12]. 

III. INTEGRATED WASTE MANAGEMENT SYSTEMS

The treatment of waste became one of the most important 
assignments of today. Several cultural, social, industrial and 
financial phenomena are responsible for the increasing amount 
and the more and more diverse types of waste. Many problems 
of waste processing can be avoided by the consistent usage of 
source control and appropriate treatment of waste. This way the 
ratio of reused and recycled waste can be increased. The goal 
of sustainable waste management is to decrease the amount of 
waste placed at landfills by e.g. recycling and composting. This 
part of the paper describes and models the Integrated Waste 
Management Systems (IWMS) on regional level applying 
Fuzzy Cognitive Maps (FCM).

During the research process the main factors, the key 
drivers of a sustainable IWMS were identified at first. After the 
throughout study of literature [16-21] it can be stated now that 
a wide-ranging consensus took shape in this topic. The factors 
are the following: environmental, economic, social, 
institutional, legal and technical. These factors determine the 
operation and behavior of such a system. This approach was 
accepted by the authors and taken into consideration as well-
founded.

During the last decades several kinds of models were 
developed [22] to monitor the processes of waste management, 
to support decision making and to foresee the possible future 
outcomes of these decisions. Models based on expert 
knowledge can help to solve several environmental problems, 
including IWMS, too. The applied method makes possible to 
extract the cumulative knowledge and exploit the experiences 
of stakeholders in order to model the system and its behavior.

The authors' intention was to model an IWMS using FCM. 
An FCM needs the description of causal relationships among 
the factors. The factors were already identified using the 

literature, as it was mentioned before, but the strengths and 
directions of interactions were unknown. In order to solve this 
problem, a questionnaire was created. All stakeholders 
participated in this on-line survey was asked to describe the 
relationships (directions and weights) between factors using a 
predetermined simple scale. The applicable values could be 
both positive and negative. A guideline was also created to 
support the work of the stakeholders, i.e. to describe the terms 
of concepts and the goal and basics of research. Finally, 75 
different connection matrices were created on the basis of the 
stakeholders' answers. They were merged into a single but 
representative map (see Table 1) by averaging source matrices. 
The factors were denoted in the following way: C1) technical 
factor, C2) environmental factor, C3) economic factor, C4) 
social factor, C5) legal factor and C6) institutional factor.

The description of causal relationships among factors is not 
enough to begin the simulation of IWMS using FCM, however. 
The other input of the model is the initial state vector of the 
factors. The data originates from literature [14-21] and 
represented by real numbers between 0 and 1 (see Table 2).

Several simulations were made with different λ (threshold 
function parameter) values, but it affects only the values of 
factors at the end of simulation, not the order of them. This can 
be an important issue in practice, however, because an 
unfavorably selected λ results in almost equal factor values that 
makes really hard to determine the real order of factors. The 
presented simulation contained 10 iterative steps, but in most 
cases less iteration would be enough. Fig. 2 shows that factor 
values converged really fast to their final, stable values. The 
values of factors in the last simulation step and their order are 
presented in Table 3. The members of the set containing the 

TABLE II. THE INITIAL DRAFT OF THE CONNECTION MATRIX

C1 C2 C3 C4 C5 C6

C1 0 0.8 0.6 0.6 0.4 0.4
C2 0.6 0 0.6 0.6 0.4 0.4
C3 0.8 0.6 0 0.6 0.4 0.4
C4 0.4 0.6 0.4 0 0.4 0.4
C5 0.6 0.6 0.4 0.6 0 0.6
C6 0.4 0.4 0.4 0.4 0.4 0

TABLE I. THE INITIAL STATE VECTOR

Factor t0

C1 0.20
C2 0.15
C3 0.10
C4 0.10
C5 0.10
C6 0.10

Fig. 2. The model simulation with λ = 0.8
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highest factor values are C1 (technical factor), C3 (economic 
factor) and C5 (legal factor). Their values are almost the same. 
They are followed by factor C2 (environmental factor), C4 
(social factor) and C6 (institutional factor) is the last in order.

An important result of the simulation is that the order of 
factors defines the priority of factors in the IWMS on regional 
level. The technical factor defines how and what materials are 
managed, treated and disposed of. This field covers the 
attributes of collection, transfer and treatment systems, e.g. 
organic material treatment, thermal treatment, materials 
recovery and final disposal.

The economic issues (available funding, system costs and 
revenues, etc.) have practically the same importance. The third 
component is the relevant legislation, e.g. prescriptive or 
enabling legislation; EU, national, and municipal level 
legislation; legal definition of municipal solid waste. The next 
factor in the order of importance is the environmental factor. It 
covers e.g. the livability of the settlements, the pollution in 
different areas. The following element in the list is the social 
factor. The main issue here is to minimize the risks to public 
health, adapting the system to the local demands and 
requirements and to willingness and ability to pay. The final 
element of the list is the institutional factor. It includes the 
fields of accountability, stakeholder involvement, transparency 
and professionalism.

It must be emphasized again that the validity of the results 
and their applicability in practice depends on the input data. 
Because the data is collected from a wide range of well-known 
experts, we are convinced that it is usable to plan or establish
new IWMSs at least in a more or less closed geographical area, 
even if it always could contain subjective convictions.

IV. STAKEHOLDER RELATIONSHIP MANAGEMENT

Authors investigated the applicability of FCM method to 
analyse the interconnections between the main factors of 
Stakeholder Management System. The investigation showed 
practical usability of the method for the desired purpose.

Stakeholders influence the operation and the decisions of an 
organization, but they play also a determinative role during a 
project, a program or even during various activities. The 
influence made by stakeholders can be very different. All of the 
stakeholders are actors who are linked with the organization. 
These actors can be identified by their interest regarding the 
operation and decisions. Beside that also the attitude of the 

stakeholders is determinative for this group of actors. 
Stakeholders can influence the success of the activity in diverse 
ways, the influence made by them can be in definite cases 
absolute decisively. Stakeholder management has the aim to
deal with stakeholder issues and so it can contribute to the 
successful operation or to an effective completion of a project. 
Grouping and identifying the stakeholders by definite 
parameters is the baseline for all further measures [23]. Well-
founded management of stakeholders contributes to the success 
of the company and long-term sustainability of the organization 
[24].

Every organization has interested parties also from intern 
and from extern. Different categories of stakeholders can be 
identified such as e.g. professional associations, other 
companies, shareholders, authorities, employees, or even the 
customers.

The connection of stakeholders with the organization is two
sided: on the one hand they have great information demand 
about the operation, on the other hand they are influencing the 
operation. It is not extraordinary that they are communicating 
and cooperating with each other. Other effect of the 
stakeholder’s activity is that they can form the circumstances of 
the operation. 

Establishing an effective stakeholder management system 
needs deeper knowledge about the interested parties. This 
knowledge helps the decision makers to set up the main 
elements of a management approach, which can contribute to 
the more effective operation. The most important topic is to get 
a detailed picture. For that there is a need of deeper assessing 
the stakeholder structure of an organization. Identifying the 
main actors is very important but the priority ranking of them
plays also a determinative role. The need of effectivity 
necessitates the priority ranking of the stakeholders because 

organizations have limited resources to deal with that issues 
and that’s why it is essential to know the most significant ones.

The commonly used methods of stakeholder analysis used 
by companies are mainly inquiry techniques or checklist-
surveys. With them decision makers can get a more accurate 
level of information about the stakeholders or even about the 
organizational attitude and activities regarding management 
processes in the organization.

These techniques are mainly suitable to outline the structure
of stakeholders in a static way. With the help of these methods
the experts are not able to get information about the dynamics 
within the system and the interconnections between the main 
drivers.

The authors investigated in former research the opportunity 
of the dynamic modeling of a mapped stakeholder system [25].
The aim of these research was to develop a stable methodology 
for that. Analyzing the interconnections between the driver 
elements and the causality as well as the weights of them can 
help in better understanding of a SRMS.

The research stated that the Fuzzy Cognitive Map 
methodology (FCM) is suitable for this modelling purpose. For 

TABLE III. THE ORDER AND FINAL VALUES OF VECTORS

Factor Order Value
C1 2 0.8685
C2 4 0.8530
C3 1 0.8688
C4 5 0.8173
C5 3 0.8675
C6 6 0.7970

Page | 511



ICIT 2015 The 7th International Conference on Information Technology
doi:10.15849/icit.2015.0092   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)

the analysis the authors used expert based data on identifying 
factors of the SRMS.

Traditionally stakeholder analysis is made in two steps. The 
purposes of this phase of the analysis are the following: (a) to 
identify the stakeholders; (b) to analyze the relationship with 
them [26].

The first purpose can be reached by using different 
management techniques (e.g.: brainstorming of the experts). 
For the second purpose there are different methods available.  
Different matrix approaches are used frequently for this 
analysis. These matrix approaches traditionally investigate two 
different dimensions, namely the degree of involvement of the 
stakeholder (from low to high) or their type of influence 
(opposing or supporting).

This two-dimensional approach of the interconnections 
between the interested parties gives sufficient information for 
setting up suitable management strategies. The picture resulting 
from such static analysis is shows the attitudes of the actors in 
a definite time moment. The nature of these connections, the 
casual correspondences of the system and its cross cutting 
connections are however hidden. 

Researches investigating stakeholder management in 
respect of mainly on the ideal strategies set up on the basis of 
the two dimensional approach, the concrete activities and 
applicable management techniques in connection with them. 

Stakeholders are differentiated usually by their attitudes. 
Fig. 3. shows a classic representation of stakeholder groups 
with different attitudes. Letters from A to J are representing 
hypothetic stakeholders of an organization. The main strategy
in connection with the stakeholders is to manage the group 
with the greatest influence and with the greatest interest. It 
means that the focus area of the management activities is the 
upper right section of Fig. 3.

Current research does not face with the analysis of causal 
relations between the stakeholders and the characteristics of 
this system is not in the focus.

The SRMS gives the frames and the main strategic ways of 
the management actions mentioned before. Effective solution 
of the problems regarding stakeholder management can be 
defined also with the help of the SRMS. Other benefit of such 
an approach, that this gives the possibility of standardized 
solutions. Knowing the interactive connections between these 
main driving elements and the dynamics of such connections 
gives a detailed picture about the whole system.

The authors investigated the applicability of FCM to model 
the interconnections between the main criteria of the SRMS 
and to make conclusions for the application of effective 
methods to manage the regarding issues.

As the first step the main driver elements of a SRMS were
defined. These elements have the biggest influence on the 
operation efficiency of a SRMS and so they are subject of the 
management investigations. For this step results of scientific 
examinations and notions of practitioner business managers 
was used. The 10 main identified categories were the 
following: C1: importance of the stakeholder management; C2: 
allocation of resources; C3: involvement of employees; C4: 
organization culture; C5: internal regulations; C6: 
organizational strategy, policy; C7: internal expectations; C8: 
external expectations; C9: external regulatory instruments; 
C10: activity of internal stakeholder parties. The categories 
were also broken down into 48 subcategories to get in the 
future more appropriate information. 

The possible causality and the weights of the connections 
were measured by interviewing company and scientific experts 
in Hungary and in Lithuania. The results of the investigation 
were used as one input data for the FCM-model.

The first detailed analysis was made by using the 
Hungarian results, where representatives of the private sector
and researchers of this field were asked (more than 15 
representatives of different business sectors – e.g.: machine 
manufacturing, service sector and governmental sector).

TABLE IV. IDENTIFIED CAUSAL CONNECTIONS BETWEEN MAIN 
CONCEPTS (EXAMPLE OF HUNGARY)

W
ei

gh
ts

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C1 0.9 0 2 0 6 3 2 9 10 10 8
C2 0.5 10 0 2 9 8 8 2 7 8 4
C3 0.6 5 8 0 9 7 6 6 3 4 6
C4 0.9 6 0 8 0 9 10 4 2 3 3
C5 0.6 7 4 3 -1 0 8 9 8 9 8
C6 0.8 4 1 3 4 2 0 3 9 10 7
C7 0.7 0 8 -2 3 4 4 0 3 3 10
C8 0.9 3 6 0 4 2 2 0 0 9 1
C9 1.0 0 0 0 1 0 1 0 6 0 0

C10 0.4 6 7 1 5 1 3 10 3 4 0
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The results were averaged and can be seen in Table 
(values are varying between [−10; 10]).

For the first model the authors used a fix connection.
initial weighting of the factors were also obtained by expert 
questioning (see in the second column of Table 
information describes the initial state vector of the factors

Table 5 shows the results of the analysis, namely the 
priority order of the concepts (with λ = 1; from the most 
determinative one to the less). The most determinative driver of 
the SRMS is the availability of the resources (C2) for 
stakeholder issues. The next two factors both are internal 
drivers, namely: involvement of employees (C3) and the state 
of internal regulations within the organization (C5). As fourth 
and fifth the importance of this topic (C1) and the 
organizational culture (C4) are playing important role. The 
strategy and policy of the organization (C6) influences only the 
sixth important role. The last four drivers are the activity of 
internal parties (C10), the internal expectations (C7) regarding 
SRMS, in connection with it the external expectations (C8) and 
the regulatory instruments of external parties (C9).
ranking gives sufficient information to propose new 
management strategies for stakeholder issues.

Simulations were made by using different λ parameter 

Fig. 3. Classic approach of the stakeholder analysis

TABLE VI. VALUES OF FACTORS WITH OPTIMAL LAMBDA (

Factor Value

C1 0.941

C2 0.967

C3 0.962

C4 0.938

C5 0.958

C6 0.915

C7 0.877

C8 0.817

C9 0.610

C10 0.913

TABLE V. PRIORITY LIST OF THE CONCEPTS ON THE BASIS OF MODEL 
RESULTS (HUNGARIAN VALUES; WITH λ=1)

Ranking Hungarian values

C2 0.9956

C3 0.9944

C5 0.9937

C1 0.9893

C4 0.9870

C6 0.9794

C10 0.9777

C7 0.9585

C8 0.9162

C9 0.6784

International Conference on Information Technology
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be seen in Table 4

For the first model the authors used a fix connection. The 
also obtained by expert 

questioning (see in the second column of Table 4). This 
information describes the initial state vector of the factors.

shows the results of the analysis, namely the 
priority order of the concepts (with λ = 1; from the most 

The most determinative driver of 
the SRMS is the availability of the resources (C2) for 
stakeholder issues. The next two factors both are internal 

(C3) and the state 
ations within the organization (C5). As fourth 

and fifth the importance of this topic (C1) and the 
organizational culture (C4) are playing important role. The 
strategy and policy of the organization (C6) influences only the 

our drivers are the activity of 
internal parties (C10), the internal expectations (C7) regarding 
SRMS, in connection with it the external expectations (C8) and 
the regulatory instruments of external parties (C9). This 

o propose new 

Simulations were made by using different λ parameter 

(threshold function parameter). The results showed that the 
data were inconclusive showing almost the same factor value 
for different drivers. These values made the practical 
evaluation practically impossible. Several empirical attempts 
were made in [27] to find an appropriate value for λ, but the 
more thorough definition and analysis of this parameter was 
lacking until now.

Authors looked for the maximal spread out value of them 
because factor values can be then easier differentiated
spread will be quantified in the rule of the standard deviation 
function borrowed from statistics. Different λ values result in 
different factor values. The standard 
calculated with different λ values is depicted by Fig. 
maximum of the standard deviation is 0.103 at λ = 0.664. This 
result was calculated numerically with the Golden Section 
Search algorithm, a well-known and rather simple kind of line 
search methods. Using the optimal λ value authors remodeled 
the causal interconnections. The stable values are listed in 
Table 6.

Authors used a novel approach to 
values for analyzing management problems. The presented 
method makes possible to achieve the most easily interpretable 
simulation results at the cost of executing a computationally 
inexpensive local search algorithm.

V. FURTHER RESEARCH

Our intention is to validate the developed models by 
experts of the fields. The expected results of these 
investigations may help to determine the essential steps 
towards solving these complex problems on the long term and 
obtain techniques for the sustaina
maintenance of the systems.
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Abstract—The use of UML Activity Diagrams for modeling global dynamic behaviors of systems is very widespread. UML diagrams 

support developers by means of visual conceptual illustrations. However, the lack of firm semantics for the UML modeling notations 

makes the detection of behavioral inconsistencies difficult in the initial phases of development. The use of formal methods makes such 

error detection possible but the learning cost is high. Integrating UML with formal notation is a promising approach that makes UML 

more precise and allows rigorous analysis. In this paper, we present an approach that integrates UML Activity Diagrams with 

Rewriting Logic language Maude in order to benefit from the strengths of both approaches. The result is an automated approach and a 

tool environment that transforms global dynamic behaviors of systems expressed using UML models into their equivalent Maude 

specifications for analysis purposes. The approach is based on Graph Transformation and the Meta-Modeling tool AToM3 is used. The 

approach is illustrated through an example. 

Keywords— UML Activity Diagrams; Rewriting Logic;Maude language; Meta-Modeling; Graph Grammars; Graph Transformation; 

AToM3.

I. INTRODUCTION  

The Unified Modeling Language (UML) [1] has become a 
widely accepted standard in the software development industry. 
Some diagrams are used to model the structure of a system 
while others are used to model the behavior of a system. UML 
Statecharts, UML collaboration diagrams, UML Sequence 
Dsiagrams and UML Activity diagrams are used to model the 
dynamic behavior in UML. UML State chart diagrams model 
the lifetime (states life cycle) of an object in response to events. 
A UML Collaboration diagram models the interaction between 
a set of objects through the messages (or events) that may be 
dispatched among them. UML Sequence Diagrams describe an 
interaction by focusing on the sequence of messages (or 
events) that are exchanged, along with their corresponding 

occurrence specifications on the lifelines. UML Activity 
diagram model the global dynamic behavior of systems in term 
of control flow or object flow with emphasis on the sequence 
and conditions of the flow. UML Activity diagrams are widely 
used to model workflow systems, service oriented systems and 
business processes. Control flow includes support for 
sequential, choice, parallel and events. Activities may be 
grouped in sub-activities and can be nested at different levels. 
However, the UML is a semiformal language which lacks 
rigorously defined constructs. 

Rewriting logic has sound and complete semantics [2] and 
it is considered as one of very powerful logics in description 
and verification of concurrent systems. Also, the rewriting 
logic language Maude [3] is considered as one of very 
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powerful languages based on Rewriting logic. However, 
Maude system offers textual way to the user to create and deal 
with systems. Execution under Maude system is done by using 
command prompt style. In this case, the user looses the 
graphical notations which are important for the clarity, 
simplicity and readability of a system description. 

In this context, UML and Maude language have 
complementary features: UML can be used for modeling while 
Maude can be used for verification and analysis. Thus, 
developing a tool support for modeling and analysis of 
complex concurrent systems is significant to modelers who use 
UML to model their systems. UML behavioral models are 
projected automatically into Maude specifications for analysis 
and verification to detect behavioral inconsistencies like 
deadlock, imperfect termination, etc. Then, the results of the 
formal analysis can be back-annotated to the UML models to 
hide the mathematics from modelers. 

In this paper, we propose a modeling tool and Graph 
Transformation approach for modeling and verification of 
global dynamic behavior in UML models using Maude 
language. Building a modeling tool from the scratch is a 
prohibitive task. Meta-Modeling approach is useful to deal 
with this problem, as it allows the modeling of the formalisms 
themselves [4]. A model of formalism should contain enough 
information to permit the automatic generation of tool to check 
and build models subject to the described formalism’s syntax. 
In order to get a more general transformation approach 
between UML and Maude, we research the transformation at 
the Meta-Model level. And for reaching an automatic and 
correct process, we use Graph Transformation Grammars and 
Systems to define and implement the transformation. Using our 
approach, the modelers specify the global dynamics of a 
system by means of UML Activity diagrams. Then, the 
modelers transform automatically their behavioral specification 
into its equivalent Maude specification. From the obtained 
formal specification, they can use Maude Model Checker to 
verify their models. 

With this end, we have defined a simplified Meta-Model 
for UML Activity diagrams using AToM3 tool [5]. Then, we 
have used this Meta-Modeling tool to automatically generate a 
visual modeling tool for UML Activity diagrams according to 
its proposed meta-model. For the transformation process, we 
have defined a graph grammar to translate the UML Activity 
diagrams created in the generated tool to a Maude 
specification. Then the rewriting logic language Maude is used 
to perform the verification of the resulted Maude specification. 

The rest of this paper is organized as follows. Section 2 
outlines the major related work. In section 3, we review the 
main concepts of UML Activity diagrams, Rewriting logic, 
Maude language and graph transformation. In section 4, we 
describe our approach that transforms a UML Activity 
diagrams to Maude specification. In section 5, we illustrate our 
approach using an example. The final section concludes the 
paper and gives some perspectives. 

II. RELATED WORKS  

In the literature, several research works has been done 
about the integration of different UML diagrams and formal 
methods such as Petri nets [6] [7] [8], Colored Petri nets (CPN) 
[9], Object-Z [10], B method [11], LOTOS, Communicating 
Sequential Processes (CSP) [12] and Maude [13].  

For the formalization of UML Activity Diagrams, the most 
important approaches use CSP or CPN formalisms. In [14], the 
authors present a case study of UML Activity Diagram to CSP 
transformation using graph transformation. In [15], the authors 
describe how an UML activity diagram can be transformed into 
a corresponding CSP expression by using the graph rewriting 
language PROGRES. In [16], the author explains how activity 
semantics are translated into colored Petri net semantics.  

On the other hand, the rewriting logic language Maude 
offers the advantage of its sound and complete semantics [2] 
and it is considered as one of very powerful languages in 
specification, programming and verification of non-
deterministic concurrent systems. In this paper, UML Activity 
Diagram semantics are defined in terms of rewriting logic. 

Rewriting logic gives to UML Activity Diagram a simple, more 
intuitive and practical textual version to analyze, without losing 
formal semantic (mathematical rigor, formal reasoning). 

III. BACKGROUND  

A. UML Activity Diagrams 

UML Activity Diagram is one of the important UML 
models. It is utilized to describe an operation step by step in a 
system. Moreover, it models the overall control flow between 
activities and its relationships among several objects with a lot 
of parallel process. It supports the following concepts: choice, 
iteration and concurrency.  Its structure is a connected graph in 
which the nodes are represented by icons and the edges by 
connections. An Activity Diagram includes the following 
constructs: Initial Node, Flow Final node, Activity Final node, 
Decision Node, Merge Node, Fork Node Join Node and 
transition. Only the last construct is represented by a 
connection; the others are represented by icons. These 
constructs are shown in Figure 1. 

 
Fig. 1. UML Activity Diagram constructs. 

B. Rewriting Logic & Maude Language 

In Rewriting Logic, each concurrent system can be 
specified by a rewriting theory. A rewrite theory is defined as a 
4-tuple (Σ, E, L, R), where the signature (Σ, E) is an equational 
theory, L is a set of labels and R is a set of possibly conditional 
labeled rewrite rules that are applied modulo the equations E. 

Initial Node 

Action Object 

Flow Final Activity Final Decision Node 

          & 

Merge Node 

Fork Node 

       & 

Join Node 

Transition 
Pin 
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An important consequence of the RL definition is that the 
rewrite theory can be viewed as an executable specification of 
the concurrent system that it formalizes. The state is 
represented by an algebraic term, the transition becomes a 
rewriting rule and the distributed structure is expressed as an 
algebraic structure. For more information on the subject see 
[17]. 

Maude is a specification and programming language based on 

Rewriting Logic [18]. It integrates an equational style of 

functional   programming with Rewriting Logic computation. 

Maude’s implementation has been designed with the explicit 

goals of supporting executable specification and formal 

methods applications. Three types of modules are defined in 

Maude specification: The functional modules, the system 

modules and the object oriented modules. In this work, we 

will use only functional and system modules 

Functional Modules: Functional modules define data types 

and operations on them by means of equational theories. In 

other words, Functional modules can be seen as an equational-

style functional program with user definable syntax in which a 

number of sorts, their elements, and functions on those sorts 

are defined.  

System Module: The system module defines the dynamic 

behavior of a system. It augments the functional modules by 

the introduction of rewriting rules. A rewriting rule specifies a 

local concurrent transition which can proceed in a system. The 

execution of such transition, specified by the rule, can take 

place when the left part of a rule matches to a portion of the 

global state of the system and the condition of the rule is valid. 

This type of module augments the functional modules by the 

introduction of rewriting rules.  

In addition, Maude integrates a model checker. Model-

checking is an automatic method for deciding if a specification 

satisfies a set of properties (for more details, see [19]). 

C. AToM3 & Graph Grammar  

AToM3 [5] is a visual tool for Multi-formalism Modeling 
and Meta-Modeling. By means of Meta-Modeling, we can 
describe or model the different kinds of formalisms needed in 
the specification and design of systems. Based on these 
descriptions, AToM3 can automatically generate tools to 
manipulate (create and edit) models in the formalisms of 
interest [20]. 

AToM3’s capabilities are not restricted to these 
manipulations. AToM3 also supports graph rewriting system, 
which uses Graph Grammar to visually guide the procedure of 
model transformation. Graph Grammar [21] is a generalization 
of Chomsky grammar for graphs. It is a formalism in which the 
transformation of graph structures can be modeled and studied. 
The main idea of graph transformation is the rule-based 
modification of graphs as shown in Fig.1. 

 
Fig. 2. Rule-based Modification of Graphs. 

 

 

Graph Grammars are composed of production rules, each 
having graphs in their left and right hand sides (LHS and 
RHS). Rules are compared with an input graph called host 
graph. If a matching is found between the LHS of a rule and a 
subgraph in the host graph, then the rule can be applied and the 
matching subgraph of the host graph is replaced by the RHS of 
the rule. Furthermore, rules may also have a condition that 
must be satisfied in order for the rule to be applied, as well as 
actions to be performed when the rule is executed. A graph 
rewriting system iteratively applies matching rules in the 
grammar to the host graph, until no more rules are applicable. 

IV. OUR APPROACH  

The proposed approach consists of transforming a UML 
Activity diagram to Maude specification. To reach this 
objective, we have proposed a meta-model for UML activity 
diagram and a graph grammar that performs automatically the 
transformation of a UML Activity diagram. In this work, we 
focus on control flow which addresses the control part of UML 
Activity diagram, and we leave the object flow for future 
works. In the following, we describe in details our approach.  

A. Meta-modeling 

To Meta-model Activity diagrams, we proposed the 
simplified meta-model containing thirteen classes linked by 
seven associations and twelve inheritances as shown in Figure 
3. Each association of this meta-model links an instance of the 
source class with a single instance of the destination Class. 
Some classes are described as follows: 

ActionNode Class: represents the Action constructs of the 
diagram. Graphically it is represented by a rectangle with 
rounded corners.  An Action node has Name attribute, and it 
can be connected with all control nodes, others Action nodes, 
Object nodes or Pin nodes. 

InitialNode Class: represents the beginning of an activity 
diagram. Graphically it is represented by a small solid circle. It 
has a constraint which prohibits the existence of incoming 
Arcs.  

To fully define our meta-models, we have also specified the 
graphical appearance of each entity of the formalisms 
according to its appropriate graphical notation (shown in 
Figure 1). Given our meta-model, we have used AToM3 to 
generate a palate of buttons allowing the user to create the 
constructs defined in meta-model (see Figure 5).  
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Fig. 3. Simplificed UML Activity Diagram Meta-Model 

B. Representation of UML Activity Diagram in Maude 

In this section, we will explain how to express a UML 
Activity Diagram in Maude language by using two Modules. 
We define first a Basic_ActivityDiagram functional module 
that describes basic operations of Activity Diagram. This 
module is described as follows: 

fmod Basic_ActivityDiagram is 

 

sort CONFIGURATION . 

sorts InitialNode ActivityFinal FlowFinal Action . 

subsorts InitialNode ActivityFinal FlowFinal Action < CONFIGURATION . 

op null : -> CONFIGURATION . 

op _ _ : CONFIGURATION CONFIGURATION -> CONFIGURATION [assoc comm 

id:null] . 

op Isin : ActivityFinal CONFIGURATION -> Bool . 

vars E E’ : ActivityFinal . 

vars S conf : CONFIGURATION . 

eq Isin (E, Null) = false . 

eq Isin (E, E’ S) =  E==E’ or Isin (E, S)  . 

 

endfm 

It contains the declaration of new type called 
CONFIGURATION which represents the current configuration 
of an Activity diagram instance. The configuration of an 
Activity diagram consists of Initial Node, Activity Final, Flow 
Final and/or Actions which are declared as subsorts of 
CONFIGURATION. In addition, this module defines 
operations used for manipulating configuration elements, as 
well as equations implementing these operations. For example, 
The Isin operation returns a Boolean value which indicates if 
Activity Final sub-configuration is in a configuration. 

 

 

TABLE I.  REPRENTATION OF CONTROL STRUCTURES IN MAUDE 

Activity Diagram Control 

Structures 

Corresponding Maude Rewriting 

Rules 
Initial to Action 

 

rl  [Initial]:  Initial =>  Act1 

Action to Action 

 

rl  [Transition]:  Act1  =>  Act2 

Action to Final Flow 

 

rl  [FinalFlow]:  Act1  =>  FinalFlow 

Action to Final Activity 

 

rl  [FinalAction]:  Act1  =>  FinalActivity   

Merge Node 

 

rl  [Merge]:  Act1  =>  Act4  

rl  [Merge]:  Act2  =>  Act4   

rl  [Merge]:  Act3  =>  Act4   

Join Node 

 

rl [Joint]:  Act1  Act2  Act3  =>  Act4   

Decision Node 

 

rl  [DecisionC1]:  Act1  =>  Act2  

rl  [DecisionC2]:  Act1  =>  Act3   
rl  [DecisionC3]:  Act1  =>  Act4 

Fork Node 

 

rl  [Fork]:  Act1  =>  Act2  Act3  Act4   

The second module is ActivityDiagram system module that 
describes transitions firing and control nodes with their 
conditions (if any) by rewriting rules as shown in Table I.  

We note that all rewriting rules (except Initial rewriting 
rule) are enabled when the Activity Final is not in the current 
configuration of Activity diagram. 

C. Automatic Translation (Graph Grammar) 

To generate automatically Maude specification from a 
UML Activity diagram, we have proposed a Graph Grammar 
(GG) to traverse the Activity diagram and generate the 
corresponding code in Maude. The advantage of using a graph 
grammar to generate the textual code is the graphical and high-
level fashion.  

The graph grammar has an initial Action which opens the 
file where the code will be generated and decorates all the 
elements in the model with temporary attributes to be used in 
the conditions specified in the GG rules. For each element, we 
use two attributes: Current and Visited. The Current attribute is 
used to identify the element in the model whose code has to be 
generated, whereas the Visited attribute is used to indicate 
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whether code for the element has been generated yet. In our 
GG, we have proposed sixteen rules which will be applied in 
ascending order by the rewriting system until no more rules are 
applicable. We are concerned here by code generation, so none 
of these GG rules will change the Activity diagram models. For 
lack of space, we only describe the following rules (see Figure 
4): 

Rule1: Gen_Rule_InitialNode2Action (priority 1): is applied 
to locate the initial node which is related to an Action node, 
and generate the corresponding Maude specification. 

Rule5: Gen_LeftPartOfForkNodeRule (priority 3): is applied 
to locate a Fork node which is related to current Action node 
with an incoming transition, and generate the left part of the 
corresponding rewriting rule in Maude.  

 

Fig. 4. Graph Grammar to generate Maude specification from an Activity 

Diagram 

 

Rule6: Gen_RightPartOfForkNodeRule (priority 3): is 
applied to locate an Action node related to the current Fork 
node with an incoming transition, and generate its name in the 
right part of the corresponding rewriting rule in Maude.  

Rule7: EndOfForkNodeTranslation (priority 6): is applied to 
locate the current Fork node whose processing has been 
terminated, and mark it as Visited. In addition, it generates the 
condition of the rewriting rule. 

The graph grammar has also a final action which erases the 
temporary attributes from the entities and closes the output file. 

V. CASE STUDY 

To evaluate the practical usefulness of the proposed 
approach, we consider a simple example of order processing 
application. In this diagram, the first action is to receive 
requested order. After order is accepted and all required 
information is filled in, payment is accepted and order is 
shipped. We Note that this example allowing order shipment 
before invoice is sent or payment is confirmed. The Figure 5 
presents the UML Activity diagram of the Process Order 
created in our tool. 

To analyze this behavioral specification of the order 
processing application, we have to transform this specification 
into its equivalent Maude specification. To realize this 
transformation in our tool, we have to execute the proposed 
Graph Grammar. The resulted Maude specification of the 
automatic transformation is shown in Figure 6. 

In order to perform the analysis by simulation of the 
resulted Maude specification, we have invoked the rewriting 
logic Maude system. Simulation consists of transforming the 
initial state to another by doing one or many rewriting actions. 
Therefore, in addition to generated file, the user may give to 
the Simulator the number of rewriting steps if (he/she) wants to 
check intermediary states. If this number is not given, the 
Simulator continues the simulation operation until reaching a 
final state. The Result configuration (final state) of the 
simulation is given in the same manner as configuration. In our 
example (see Figure 7), we have asked the application to 
perform the simulation from the initial node. 

 

LHS 

1.- Gen_Rule_InitialNode2Action: 

 RHS 

:: 

CONDITION 

              (Node (3). Current  = = 0) And (Node (3). Visited = = 0) 

ACTION 

              Node (3). Current  = 1; Node (3). Visited =  0; 

             WriteInFile ( 'rl  [IntAct]:  Initial => ' + Node (3).Name); 

<ANY> <COPIED> 

LHS 

5.- Gen_LeftPartOfForkNodeRule: 

 RHS 

:: 

CONDITION 

              (Node (1). Current  = = 1) And (Node (1). Visited = = 0) 

              (Node (3). Current  = = 0) And (Node (3). Visited = = 0) 

ACTION 

              Node (1). Current  =  0; Node (1). Visited = 1; 

              Node (3). Current  = 1; Node (3). Visited = 0; 

             WriteInFile ( 'crl  [ForAct]: ' + Node (1).Name + '=> '  ); 

 

<ANY> <COPIED> 

LHS 

6.- Gen_  RightPartOfForkNodeRule: 

 RHS 

:: 

CONDITION 

              (Node (1). Current  = = 1) And (Node (1). Visited = = 0) 

              (Node (3). Current  = = 0) And (Node (3). Visited = = 0) 

 

ACTION 

              Node (1). Current  = 1; Node (1). Visited = 0; 

              Node (3). Current  = 1; Node (3). Visited = 0; 

             WriteInFile ( Node (3).Name  ); 

 

 

<ANY> <COPIED> 

LHS 

7.- Gen EndOfForkNodeTranslation : 

 RHS 

:: 

CONDITION 

              (Node (1). Current = = 1) And (Node (1). Visited = = 0) 

ACTION 

             Node (1). Current  = 0 ; Node (1). Visited = = 1; 

             WriteInFile ('   if (not Isin ( Final_Action, conf)) ); 
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Fig. 5. UML Activity diagram created in our tool 

 

Fig. 6. Generated Maude specification  

 

Fig. 7. Execution of order processing example under Maude system. 

VI. CONCLUSION 

In this paper, we have presented a formal framework and an 
environment tools based on the combined use of Meta-
Modeling and Graph Grammars for the Modeling and analysis 
of global dynamic behavior in UML models using Maude 
language. With Meta-modeling, we have defined the syntactic 
aspect of UML Activity Diagrams, and then we have used the 
meta-modeling tool AToM3 to generate its visual modeling 
environment. By means of Graph Grammar, we have extended 
the capabilities of our framework to transform UML Activity 
Diagrams into an equivalent Maude specification. The resulted 
specification can be used to verify system properties using 
Maude model checking. 

In a future work, we plan to transform composite action nodes 

and complexes links in Maude specification. We plan also to 

perform some verification of properties using Maude model 

checking. 
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Abstract— This paper introduces a novel technique for efficiently combining Particle Swarm Optimization (PSO) with method of 

moments (MOM) for computing the resonant frequency and bandwidth of rectangular microstrip antenna. In this technique, the problem is 

formulated in terms of an integral equation which is the kernel of a dyadic Green’s function. After this PSO which will be introduce to 

determinate antenna parameters by optimizing the impedance matrix |Z|. The resonant frequency results obtained by using (PSO/MOM) 

algorithm are in very good agreement with the experimental results available in the literature. The computation time is greatly reduced as 

compared to the classical MOM. 

Keywords-component—particle swarm optimization (PSO); method of moments (MOM); microstrip antenna; modeling; optimization. 

I.  INTRODUCTION  

Due to their many attractive features, microstrip antennas 
have drawn the attention of researchers over the past decades. 
Microstrip antennas are used in an increasing number of 
applications, ranging from biomedical diagnosis to wireless 
communication. Research on microstrip antenna in the 21st aims 
at size reduction, high gain, resonant frequency, wide bandwidth, 
multiple functionality, and system-level integration [1]. Several 
methods are available in the literature for computing the resonant 
frequency of patch antennas. These methods can generally be 
divided into two groups: simple analytical methods and rigorous 
numerical methods. For rigorous methods like the moment 
method (MOM) the exact mathematical formulations involve 
extensive numerical procedures. This technique need an 
important time for calculation. A new methods the evolutionary 
algorithms, in particular the genetic algorithms (GA), have been 
widely used in electromagnetic applications in the last years [2]. 
More recently, a new stochastic optimization technique has 
rapidly gained popularity in the Electromagnetic Community: the 
Particle Swarm Optimization (PSO). PSO can be understood as a 
modeling via an analogy similar to the social activities of a bird 
flock, or a bee swarm. The PSO is a powerful technique that 
greatly simplifies the optimization process compared to ANN and 

GA [3].In this paper, the combination of Particle Swarm 
Optimization (PSO) and moment method (MOM) is presented for 
the calculation of the resonant frequency and bandwidth. This 
combination is intended to reduce the computation time, and at 
the same time keep the quality of the results obtained by the 
moment method. The same algorithm can be also used for the 
optimization of geometrical parameters of microstrip antennas. 

II. ANALYSIS METHOD 

The problem to be solved is illustrated in figure 1. We have a 

rectangular patch antenna with dimensions (a × b), is printed on 

a dielectric substrate isotropic of thickness d, is characterized by 

the free space permeability μ0 and a permittivity ε. The ambient 

medium is air with constitutive parameters μ0 and ε0. Assuming 

an eiωt time variations and starting from Maxwell’s equations in 

the Fourier transform domain, we can show that the transverse 

fields inside the j layer (Zj-1 < Z < Zj) can be written in terms of 

the longitudinal components zE  and zH  as [4-5]. 
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magnetic fields in the (TM, TE) representation, and 
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Writing (4) and (5) in the planes 1  j -z z   and   jz z , and 

by eliminating the unknowns A and B, we obtain the matrix 

form 
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Which combines e and h on both sides of the jth layer as input 

and output quantities. The matrix T j  is the matrix 

representation of the jth layer in the (TM, TE) representation. 

The boundary conditions for the considered structure presented 

by (fig.1) in the spectral domain  
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Fig. 1 .Geometrical structure of a rectangular microstrip patch. 

 

The transformed components of the tangential electric field are 

expressed as function of the transformed current density 

components on the patch, as 

.
xx xyx x

yx yyy y

G GE J

G GE J

    
    

          

The Galerkin moment method is implemented in the Fourier 

transform domain to reduce the integral equation to a matrix 

equation. The surface current J on the patch is expanded into a 

finite series of known basis functions Jxn and Jym 
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Where n and m are the mode expansion coefficients to be 

sought. Substituting the vector Fourier transforms. Next, the 

resulting equation is tested by the same set of basis functions 

that was used in the expansion of the patch current. Thus, the 

integral equation is discredited into the following matrix 

equation: 
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The system of linear equations given in Eq. 14 has non-trivial 

solutions when 

 Z 0det       

Equation 15 is an eigen equation for ω, from which the 

characteristics of the stacked structure of Figure1 can be 

obtained. In fact, let ω=2π(fr+ifi) be the complex root of Eq. 15. 

In that case, the quantity fr stands for the resonant frequency, the 

quantity BW = 2fi/fr stands for the bandwidth. In our case eq. 15 

represent the fitness function that will be optimized by using 

PSO algorithm.  

III. PARTICLE SWARM OPTIMIZATION 

The Particle Swarm Optimization is an evolutionary 

optimization technique, which is a local to global search method 

based on particle search. It follows the optimization process by 

means of local best (pbest), global best (gbest), particle 

displacement and particle velocity. In this paper, all these 

features have been applied on the determination of the resonant 

frequency (fr) and bandwidth (BW), function of geometric 

parameters and dielectric constants of rectangular microstrip 

antenna. The global function approximation capability and 

generalization capability of Particle Swarm Optimization in the 

modeling of microstrip antenna have also been studied. This 

method is used for particles from landing on any solution instead 

of just the best solution. This is where the social aspect of mind 

and intelligence comes into play. The particles are considered to 

move through co-ordinates of N-dimensional space. When 

particle moves, it sends its co-ordinates to a function and 

measures its "fitness" value, close to a best solution for the 

problem. The evolutions of particles, guided only by the best 

solution, tend to be regulated by behavior of the neighbors. In 

the simplest form, the position Sand velocity ‘v’ of each particle 

are represented by the following equations considering pbest 

rather than gbest as the best position of the particle referred to 

the neighbors. The particle velocity is expressed as [7]. 

1 1

2 2

( ) ( 1) ( ( 1))

( ( 1))

i i i i

i

v k wv k C r pbest S k

                 C r gbest S k

      

  
 

where,   vi(k) : velocity of agent i at iteration k, 

 w : weighting function, 

 C1,C2 : weighting factor, 

 r1 ,r2 : random number between 0 and 1, 

 Si(k) : current position of agent i at iteration k, 

 pbesti : pbest of agent i, 

 gbest : gbest of the group. 

Using the above equation, a certain velocity which gradually 

gets close to pbest and gbest can be calculated. The current 

position (searching point in the solution space) can be modified 

by the following equation: 

( ) ( 1) ( )i i iS k S k v k  
 (24) 

The basic program flow of PSO is depicted in a flowchart as 

shown in Fig. 2. As mentioned, the objective of the optimization 

is the optimization of the matrix impedance (Z) in Eq. 15. 
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 Random Initialization 
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c 
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creter 

End 
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Fig. 2. Flowchart of the PSO/MOM algorithm. 

IV. RESULTS 

The resonant frequencies calculated by using PSO/MOM 

algorithm presented in this paper for electrically thin and thick 

 

TABLE 1. COMPARISON OF THE CALCULATED RESONANT FREQUENCY WITH MEASURED AND CALCULATED DATA, FOR A RECTANGULAR MICROSTRIP 

ANTENNA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

* This frequency reported by Fortaki et al. [9] 

+ These frequencies measured by Chang et al. [10]. 

Δ These frequencies measured by Carver. [11]. 

Γ Measured by Kara [12, 13]. 

 

 
 

   Resonant frequencies (GHz) 

a (cm) b (cm) d (cm) εr Measured PSO/MOM 

1.900 2.290 0.1590 2.32 4.104* 4.1053 

5.700 3.800 0.3175 2.33 2.310+ 2.3278 
4.550 3.050 0.3175 2.33 2.890+ 2.6225 

2.950 1.950 0.3175 2.33 4.240+ 4.1179 

1.950 1.300 0.3175 2.33 5.840+ 5.5534 

1.700 1.100 0.1375 2.33 6.800+ 6.5377 

1.400 0.900 0.3175 2.33 7.700+ 7.5360 

1.200 0.800 0.3175 2.33 8.270+ 8.1060 
1.050 0.700 0.3175 2.33 9.140+ 9.4870 

1.700 1.100 0.9525 2.33 4.730+ 4.5026 

1.700 1.100 0.1524 2.33 7.870+ 7.5110 
4.100 4.140 0.1524 2.50 2.228Δ 2.2014 

6.858 4.140 0.1524 2.50 2.200Δ 2.1148 
10.80 4.140 0.1524 2.50 2.181Δ 2.0173 

2.000 2.500 0.0790 2.22 3.970Γ 3.7141 

1.120 1.200 0.2420 2.55 7.050 Γ 7.0224 
0.790 1.255 0.4000 2.55 7.134 Γ 7.1187 
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Fig. 3.  The resonant frequency versus electrical substrate thickness. 

 

substrates are depicted in Fig. 3. It is evident from Fig 3 that the 

resonant frequency indeed decreases as the antennas become 

electrically thicker as has been shown in previously published 

results in literature [9] 

rectangular MSAs are listed and compared with measured 

results in Table I. The results of this method are in very good 

agreement with measurements.  It can be very useful for the 

development of fast CAD algorithms. 

Fig.3 and Figure 4 shows the resonant frequency and bandwidth 

as a function of substrate thickness for different values of 

dielectric constant εr = 2.32, 2.6 and 3 of a rectangular patch 

antenna with dimensions    a = 1.9cm, b = 2.29cm. From this 

graphs we see that the results obtained by PSO/MOM algorithms 

have the same behavior as those obtained by the method of 

moment.  

It should be noted, that the time necessary for calculates 

parameters of the antenna by PSO/MOM is approximately 50s 

but for traditional moment method is between 5 and 20mn.  
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Fig. 4.  The bandwidth versus electrical substrate thickness. 

V. CONCLUSIONS  

In this paper, an efficient method for the integration of 

Particle Swarm Optimization (PSO) with the method of 

moments (MOM) for microstrip antenna modeling has been 

presented. PSO/MOM was applied successfully for 

determination of resonant frequency and bandwidth of a 

rectangular patch antenna. The calculated results have been 

compared with measured one available in the literature and 

excellent agreement has been found. Better accuracy with 

respect to the previous conventional methods and natural 

selection method (like PSO) is obtained. Since the method 

presented in this paper have good accuracy, require no 

tremendous computational effort, they can be very useful for the 

development of fast CAD algorithms.  
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Abstract – Power conditioning stage of an acoustics energy transfer (AET) is a key step in determining the overall efficiency of the 

AET system. On the transmitter side, it needs to drive the device at the exact operating frequency meanwhile at the receiver side, it need 

to able to extract maximum power through interfacing with PZT transducer. This paper will study and simulate the Class D parallel-

resonance inverter for the transmitter side of an AET system. The aimed of the circuit is to produce around 80 mW power at the 

operating frequency 416 kHz for implantable applications. The Proteus Software used as simulation platform with peripheral interface 

controller (PIC16F877A) as pulse width modulation signal generator. The pulse width modulation (PWM) used to generate switching 

signal for MOSFET IRF5852TR gate in the circuit.        

Keywords—Half-bridge Class D inverter; low power applications 

I.  INTRODUCTION  

In certain application areas, contactless energy 
transfer or wireless power transfer (WPT) is increasingly 
being considered to be viable alternative for the power 
supply of electronics. Consumer products employ WPT to 
charge batteries of mobile devices without having to use 
an adaptor [1] . It also used in industry in linear and 
planar actuators in which the wear of cable slabs and the 
parasitic force that exerted have to be minimized [2]. 
Lastly, WPT can also be applied to charge microbatteries 
in biomedical implants [3].The contactless transmission 
of energy consists a number of established technologies 
such as inductive energy transfer (IET), capacitive energy 
transfer (CET), far-field electromagnetic coupling (EM) 
and optical coupling. A relatively new method is acoustic 
energy transfer (AET) that uses vibration or ultrasound 
waves to propagate energy without relying on electrical 
contact.  AET is an effective method for powering 
implanted devices such as pacemakers, defibrillators, 
heart-assist devices and implanted insulin pumps.  Some 
of the implanted devices are designed to serve monitoring 
purposes such as biosensors, glucose indicators. Even 
though IET has been receiving considerable attention 
lately, with the recent publications on systems delivering 
energy over distances up to 2 m at high efficiencies [4] 
and [5] but due to the magnetic coupling technique, IET 

is not suitable for transferring the power across metal 
objects and can cause large eddy current losses [6],[7] 
and [8]. In order to overcome these limitations, CET is 
used since an electric field can penetrate through any 
metal shielding environment. The CET not only can 
transmit through metal and shielded body, but also has 
good anti-interference ability of magnetic field [7],[8],[9] 
and [10]. However, till recent, CET systems have only 
been used for very low power delivery applications [6], 
[8],[9] and [10]. CET is used far less often due to the 
limitation of distance that can be crossed with it. This is a 
direct consequence of the inverse proportionality of the 
capacitance with the distance, requiring high voltages and 
frequencies for the transfer of a certain amount of power.  

Another principle for WPT is far-field EM or 
microwave energy transfer is seldom used. Instead of the 
nonradiative used in inductive and capacitive cases, a 
radiative EM field functions as the energy transfer 
medium. Rectification of these high-frequency waves at 
the pick-up unit can be achieved at high efficiency of 
80% - 90% [11]. Generation of the microwaves, on the 
other hand, is much more difficult, particularly when a 
solid-state RF generator is used.   
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Optical energy transmission uses same principle as 
far-field EM and has low efficiency whereby  40% and 
50% of energy is lost [10] and [12]. 

All the previously described methods rely on EM 
fields for the transfer of power. The radiative wave that is 
used in microwave and optical WPTs hints at an entirely 
different way of wireless conveying power. One just has 
to realize that such a wave does not have to be of an EM 
nature but that any type of wave can be used for this 
purpose. The choice of using sound wave or ultrasonic 
waves therefore seems a reasonable one.        

II. ACOUSTICS ENERGY TRANSFER CONCEPT 

Impracticality the use of battery and physically wired for 

the implantable devices inspires this research to be 

carried out. The application of ultrasound or vibration as 

the medium of energy transmission especially in 

situations where no EM fields are allowed, and high 

directionality of the power transfer in combination with 

small system dimensions is required [10] and [12]. 

A. AET System 

The basic structure of AET system is shown in Fig. 1. 
This system consists of transmitter unit and receiver unit. 
On the transmitter unit, external transducer usually PZT 
transducer will be attached to the skin surface and facing 
an implanted transducer at the receiver unit.  

 

 

Fig. 1. Acoustic Energy Transfer system [3] 

 

An electrical power source, a DC will energizes the 
transmitter transducer that converts the electrical energy 
to vibration or acoustics pressure waves. The acoustic 
waves will propagates and carry the energy through the 
tissue toward an implanted receiver transducer that 
positioned within the radiation lobe of the transmitter. A 
receiving unit functions for the inverse process of 
converting the vibration or motion caused by the waves 
into electrical energy. A rectifier will rectify that 
particular electrical energy and filters the output voltage 
of the receiving transducer. The usable steady dc voltage 
drives a load. In order to minimize the inconvenience 
caused to the patient as well as to ensure a close fit to the 
body (which is required for good acoustic coupling), the 

device should be light in weight and thin so that its center 
of gravity is as close as possible to the surface of the skin.  

 

B. Power Conditioning 

The overall efficiency of AET system will be determined 

by the power conditioning stage in the circuit. It is 

requires to drive the device at the exact operating 

frequency without exciting harmonic modes at the 

transmitter unit. On the receiver unit, the circuit should 

interface with the transducer so as to extract maximum 

power. The power conditioning circuit on the both sides 

must have efficiency >80% as they affect the overall 

efficiency of the energy transfer. This paper will focus 

on powering the transmitter unit of AET system. The 

CLASS D inverter is one of the high-frequency high-

efficiency resonant power sources, which has been 

applied to dc/dc resonant converters, radio transmitters, 

and electronic ballasts for fluorescent lamps[13] and [14] 

. Its high dc/ac power conversion efficiency is achieved 

by the zero-current switching (ZCS), which enables its 

operation at frequency of several hundred kilohertz. 

Furthermore, this resonant inverter with sinusoidal 

waveforms achieves low switching losses due to the 

phase displacement between the voltage and current 

through the transistors [15] .  

 

C. Power Requirement 

The key to settling the impracticality the use of battery 

and physically wired for the implantable devices problem 

is by having the continuous supply of a stable power 

source. In most cases, the devices has to be replaced just 

because of the battery is running out inside the device. 

Therefore, it is the battery that determines the longevity 

of the devices. Although the requirement of each device 

is different, the power that needed generally falls in the 

level of µW–mW as in Table 1. 

 
TABLE 1.  POWER REQUIREMENT FOR IMPLANTABLE 

DEVICES [16]  
 
Implanted devices Typical power requirement 

Pacemaker 30µ-100µW 

Cardiac defibrillator 30µ-100µW 

Neurological simulator 30µ to several mW 

Drug pump 100µ to 2mW 

Cochlear implant 10mW 

III. THEORETICAL RESULTS 

In order to design the transmitter side, which focuses on 

half-bridge Class D parallel-resonance inverter, the 

theoretical value of each components is obtained through 

calculation. The equations related were explained in 

details in [17]. The calculation based on the standard 

circuit shown in Fig. 2. 

 

Page | 528



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0095   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

 

  

 

 
 

 

 
 

Fig. 2. Standard Circuit of the Class D parallel resonant inverter [17] 
 

 

A. Principle of operation 

 

A standard circuit of half-bridge Class D voltage-

source parallel-resonant inverter (PRI) is shown in 

Fig.2. It consists of two switches S1 and S2, a resonant 

inductor L, a resonant capacitor C, and a DC-

blocking capacitor Cc. Resistance Ri represents a load 

to which the AC power is to be delivered and is 

connected in parallel with the resonant capacitor C. 

The average voltage across capacitor Cc is equal to 

V1/2. The two bidirectional switches S1 and S2 and the 

DC input voltage source V1 form a square-wave 

voltage source that drives the resonant circuit L-C-Ri. 

Switches S1 and S2 are alternately turned ON and 

OFF at the switching frequency f = ω/2π. Because of 

the turn-off delay time of power MOSFETs, the duty 

cycle of drive voltages VGS1 and VGS2 should be 

slightly less than 50% to avoid cross conduction.  

 

B. Assumptions of analysis 

The analysis of the inverter in Fig. 2 assumes  

i. Each switch is a resistance rDS when “on” 
and an open circuit when “off”. 

ii. Switching losses are neglected. 

iii. The loaded quality factor QL of the resonant 
circuit is high enough so that the currents 
through inductance L, capacitance C, and 
resistance Ri is sinusoidal. 

iv.  The coupling capacitance Cc is high enough 
so that its AC voltage ripple is negligible. 

v. The output capacitances of MOSFETs are 
neglected. 

 

C. Design parameters 

 
i. Input voltage, V1 = 3.6Vdc 

ii. Output power, PRi= 80 mW 

iii. Resonant frequency, fr = 416 kHz.  

iv. Quality factor, QL = 2.5 

 

D. Equations 

In order to get theoretical value of components, some 

equations used as stated as below.  
Assume a typical value of the inverter efficiency η1 = 95%, 

some relevant equations as below: 

 

DC supply power is 

 

                              𝑃1 =
𝑃𝑅𝑖

𝜂1
  W                                         (1) 

 

DC supply current is 

 

                              𝐼1 =
𝑃1

𝑉1
     A                                         (2)                    

 

 

Assuming f = fr = 416 kHz at full power, the corner 

frequency is  

 

                             𝑓𝑜 =
𝑓𝑟

√1−
1

𝑄𝐿

    Hz                                   (3) 

 

The AC load resistance 

 

             𝑅𝑖 =
𝑉𝑅𝑖

2

𝑃𝑅𝑖
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2𝑉1
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2
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𝜔

𝜔𝑜
)

2
]

2

+[
1

𝑄𝐿
(

𝜔

𝜔𝑂
)]

2
)

    Ω      (4) 

 

 

The characteristic impedance can be obtained as 

 

                         𝑍𝑜 =
𝑅𝑖

𝑄𝐿
   Ω                                              (5) 

Thus, the elements of resonant circuits are 

                 𝐿 =
𝑍𝑜

𝜔𝑜
Henry

and  

                       𝐶 =
1

𝜔𝑜𝑍0
Farad

The maximum value of the switch peak current is  

                       𝐼𝑚(𝑚𝑎𝑥) = 𝐼𝑆𝑀(𝑚𝑎𝑥) =
2𝑉1√𝑄2𝐿+1

𝜋𝑍𝑜
 𝐴          (8) 

The voltage stresses on the resonant components are 

𝑉𝐶𝑚(𝑚𝑎𝑥) =
2𝑉1𝑄𝐿

𝜋
 𝑉 ,   𝑉𝐿𝑚(𝑚𝑎𝑥) =

2𝑉1√𝑄2𝐿+1  

𝜋
𝑉          (9) 

As the load is in parallel with resonant capacitor as 
shown in Fig. 2, the output voltage at the load can be 
obtained as  
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                                    𝑉𝑂 = 𝑉𝐶𝑚 V                                 (10) 

As the aim of this paper is to produce output power at Ri, 
the equation below use to calculate the output power 
required. 

                                𝑃𝑅𝑖 =
𝑉𝑜𝑟𝑚𝑠

2

𝑅𝑖
                                     (11) 

The selection of IRF5852TR as a switching MOSFET 
due to suitable voltage rating and power dissipation 
regards to design specifications.  

Using equations (1)-(11), the theoretical value of each 
component and parameter were calculated and tabulated 
in Table 2.  

TABLE 2. CALCULATION VALUE FOR EACH COMPONENT 
AND PARAMETERS FOR INVERTER 

Inverter Parameters Symbol Value 

Dc Supply Power P1 84.21 mW 

Dc Supply Current I1 23.4 mA 

Corner frequency fo 453.89 kHz 

AC Load Resistance Ri 185.28 Ω 

Impedance Zo 74.11  Ω 

Resonant Inductor L 25.9 µH 

Resonant Capacitor C 4.73 nF 

Switch Peak Current Im(max) 83.2 mA 

Voltage at resonant Capacitor VCm(max) 5.73 V 

Voltage at resonant Inductor VLm(max) 6.17 V 

Output power gained PRi 88.6 mW 

 

 

 

 

IV. SIMULATION RESULTS 

In order to verify the designed model, simulation 
through Proteus Software where the inputs signal PWM 
was generated by peripheral interface controller 
(PIC16F877A). The coding for the PWM was built using 
mikroC PRO for PIC software.   

A. The design of power amplifier Circuit 

The circuit designed by applying MOSFET IRF5852TR 

as a switch that turns on and off alternately at the 

switching frequency, 𝑓 =  
𝑤

2𝜋
.  The square wave signal as 

a driver for those MOSFETs was generated by PIC and 

feed in to the gate of the MOSFET. The designed circuit 

is shown in Fig. 3. 

 

 
 

Fig. 3. The schematic of Class D Parallel-resonant inverter simulation 

 

Proteus simulation has been undertaken to analyze the 

functionality of the designed circuit. The components 

value selection was based on the previous calculation as 

tabulated in Table 2.  

B. The Gate Signal for MOSFET 

The generation of PWM was done by PIC16F877A 
with the coding simulation through mikroC PRO for PIC 
software. The generation of 5Vp square wave is produced 
by PIC with the resonant frequency 416 kHz is 
successfully obtained and shown in Fig. 4. A 5Vp square 
wave input that drives the resonant circuit L-C-Ri is 
connected to the gate of S1 meanwhile the inverted is 
connected to the gate of S2. The inversion is done in order 
to fulfill the out-of-phase condition between S1 and S2 and 
shown in Fig. 5.  

 

Fig. 4. Simulated gate signal generated by PIC 
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Fig. 5. Simulated gate signal for MOSFET 

 

C. The Output Power of the circuit 
 

This paper concentrated on producing low power 
output for implantable devices that uses acoustic as 
medium of propagation. The output power calculated by 
using equation (10) and (11). Fig. 6 shows the simulated 
output voltage of the inverter. 

Fig.6 . Simulated output voltage of the inverter 

 

From the graph, the peak-peak output voltage is 11.2 
V; meanwhile the peak output voltage is 5.6 V. The fully 
sinusoidal waveform is successfully obtained at the 
output voltage thus consistent with the purpose of inverter 
that converted a DC voltage to an AC voltage. The output 
power was measured at the point of AC load resistor, Ri. 
The waveform similarity also can be founded between 
VCm and Vo due to their parallel arrangement. From 
calculation, Vo=VCm=5.73 V, meanwhile through 
simulation, Vo=VCm=5.6 V. There is slightly different 
since the simulation might take into account some 
parasitic resistance of the components that affected the 
power. Using equation (11), this design obtained 84.63 
mW as output power compared to 88.6 mW as in the 
calculation. 

V. CONCLUSION 

 

In this paper, the requirement of powering AET system 

at the transmitter side is studied and the circuit of power 

amplifier is designed. Various important components 

value were calculated and tabulated based on established 

equations. To validate the theoretical results, the 

simulation was undertaken and the results shows that the 

output voltage consistent with the Class D parallel-

resonant inverter characteristics. Observed waveforms 

and values in the circuit simulations showed good 

agreement with the calculated ones. Future work on this 

design to consider various parameters such as load, 

quality factor and MOSFET selection will be done.  
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Abstract—The paper outlines a symbolic modeling approach developed in Glushkov Institute of Cybernetics and applied in 

verification and model-based testing. This method is the result of 10 years of experience in a large amount of industrial projects in 

different subject domains. The models in this approach are presented as UCM (Use Case Maps) notation composed with basic protocols 

formal language. Symbolic modelling is used in verification of requirements and models of programs. It is also intended for creation of 

test suits and further test execution.  

Keywords—symbolic modeling, symbolic execution, model-based testing, verification of requirements, predicate transformers  

I.  INTRODUCTION 

The paper describes a symbolic modeling approach 
developed in Glushkov Institute of Cybernetics. Usage of 
symbolic modeling is the result of over 10 years of experience 
in the industrial application of formal methods in software 
development process especially for the requirements gathering 
and testing stages. It was deployed in a large number of 
projects at Motorola and Uniquesoft LLC in various subject 
domains, from telecommunications to networking, 
microprocessor programming, and automotive systems. The 
structure of the paper is the following. 

In section 2 we consider related works dedicated to usage 
and development of deductive technologies and symbolic 
approach in software industry especially verification and 
testing. Section 3 describes the formal specifications 
implemented in UCM (Use Case Maps) notation and basic 
protocols language that are the input of our symbolic modeling 
method.  Section 4 outlines the theoretical basics and semantics 
of symbolic modeling methods especially theory of predicate 
transformers developed in Glushkov Institute of cybernetics. 
Sections 5 - 7 describe usage of symbolic modeling in 
verification of requirements, test generation and test execution.  

II. SYMBOLIC METHODS IN VERIFICATION AND TESTING 

Usage of symbolic-based formal methods has become 
relevant due to the growth in complexity of the designs 
common in hardware and software industries. The term 
“symbolic” is closely related in meaning to “algebraic” where 
manipulating with mathematical expressions is anticipated.   
The methods of symbolic execution or symbolic modelling 
were invented in 70-th [1] but they became popular only now 
due to essential success in solving and proving techniques 
development.   

SMT (Satisfiability Modulo Theory) solving approach was 
invented as a trend of model checking technique. Model 
checking [2] is an exhaustive exploration of the states and 
transitions of the mathematical model. Term “symbolic model 
checking” has been introduced by McMillan [3] where states of 
model are presented as formulas in some theory. It subsumes 
different SMT techniques and similar methods such as abstract 
interpretation [4], symbolic simulation [5], abstraction 
refinement [6], and others. Model checking is supported by a 
number of tools, such as SPIN or BLAST. The main objective 
of SMT-solving usage is a handling of states explosion 
problem while traversing the model states. 

Usually SMT approach is applied in verification as a formal 
proof of properties of an abstract mathematical model of the 
system captured by the requirements or a program labeled by 
annotations. Examples of such mathematical models are finite 
state machines, labeled transition systems, Petri nets, or process 
algebras. There are two main approaches to establish properties 
of such models. In difference with exhaustive searching of the 
states set the other approach is deductive verification where the 
model or program specifications are presented as a set of 
assertions and the properties are established by theorem 
provers such as HOL, Z3, CVC or Isabelle. 

Anyway, the detection of property true is defined by 
reachability of states that present this property. So the proving-
based methods are complemented by the modelling features. 
The problem of reachability is unresolvable for systems with 
infinite number of states and methods of its detection were 
invented as heuristics for different classes of models.    

So far the only few tools were presented as symbolic 
modeling for model-based testing. RT-tester [7] is commercial 
tool for symbolic trace generation with usage of SMT-solvers. 
Symbolic execution is also used for test generation in Symbolic 
Path Finder [8] for Java applications.  
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The main purpose of model-based testing is to obtain 
efficient coverage of model behavior. It is anticipated that the 
set of generated tests should cover the maximal set of states of 
models. There is a big variety of commercial MBT tools but 
they are not coping with huge or infinite number of states. 

The more significant achievements in symbolic execution 
usage are the SAGA-project [9], KLOVER [10]. It implements 
symbolic modeling for detection of defects in code executing it 
symbolically.  

The use of symbolic and deductive methods is difficult for 
engineers due to the complexity and unfamiliarity of 
formalization and verification methods. So one of the 
challenges aim at making symbolic techniques more amenable 
to industrial usage by front-ending mathematical techniques 
with familiar or easy to learn notations, including expressive 
graphical presentations. 

III. PROBLEM STATMENT AND INPUT MODELS 

We consider two problems for application of symbolic 
modeling methods. The first is verification of models that 
present the program code or design models or requirements 
specifications. 

Verification procedure is a searching of given property (or 
property violation) while model behavior. For example, it 
could be requirements specifications where the properties 
violations are inconsistency, incompleteness, safety violation 
or liveness. In a program code, it could be bounds violations, 
null pointer assignment or other possible errors. 

The second is model-based testing where we have the 
model for test generation and problem is to generate the 
number of tests due to the customer request. Such request 
could contain coverage criterion that defines quality of test 
procedure as necessary covered states of model.  

In both cases, we face with procedure of model 
formalization. It is the most time-consuming process because 
of manual creation of formal specifications from natural text or 
semi-formal descriptions, or other source of initial model 
presentation. 

There is a number of widespread modeling notations such 
as UML2, SysML, ASM, Timed automaton (TASM). We 
consider the model of system as a composition of two 
notations. The base is UCM (Use Case Maps) notation 
standardized as part of URN (User Requirements Notation) in 
ITU-T recommendation (Z.151) [11] that provides a scenario-
based approach to requirements specifications. UCM allows an 
easy and natural expression of sequences of events with 
synchronization and structure. The language of basic protocols 
developed at the Glushkov Institute of Cybernetics [12] 
extends UCM. It represents behavioral scenarios as reactions of 
a system to externally triggered events under some conditions. 
Such local behaviors are modeled by basic protocols that 
consist of three components: 

 precondition defines the state of the environment of the 
system at the point when the basic protocol is 
applicable; 

 process actions are presented as MSC (Message 
Sequence Chart) diagrams that show input and output 
signals and local actions; 

 postcondition defines the change of the environment in 
response to the application of the basic protocol. 

Pre- and postcondition are represented as formulae of the 
basic logic language. It supports attributes of numeric and 
symbolic types, arrays, lists, and functional data types. The 
following example of a basic protocol (Fig.1) is taken from the 
specification of a well-known telecommunication protocol. 

The order and synchronization of basic protocols is defined 
by means of UCM diagrams in a graphical notation. UCM 
diagrams are oriented graphs with initial and final states. Nodes 
of the graph represent events in a system. 

The basic protocols notation captures the atomic actions 
(responsibilities) of a UCM map. The UCM notation is a 
convenient tool for the description of parallel processes and 

 

Fig. 1. Example of basic protocol as a part of Plain Old Telephone System 

their synchronization. An example of a UCM diagram is given 
below (Fig 2.). 

 

 

Fig. 2. Use Case Maps for part of telephony protocol 

Models that created as composition of UCM present the 
models of formal requirements that are the source of test 
generation. This method could be extended for model of 
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program where UCM defines a control flow of program and 
basic protocols contains pre- and postconditions for program 
statements. Such model could be verified with applying of 
methods of symbolic modelling. 

IV. SYMBOLIC MODELING SEMANTICS 

The model of a system is considered as a hierarchical set of 
interacting environments and agents inserted (exist) into these 
environments [13]. The model description has three main 
levels: basic protocols level, UCM level, and modelling level. 
Each level can be considered as a level of abstraction in system 
description. The most abstract is a basic protocols level. It 
contains the largest behavior describing the evolution of a 
system. The control level restricts the behavior or set of 
scenarios strengthening the environment control of agent 
behaviors according to the general requirements to the system. 
The modelling level or level of trace generation is the least 
abstract and depends on a problem solved on a base of the 
model of a system. It provides further restriction of the set of 
possible traces generating. 

 Basic protocol level constitutes with the set of basic 
protocols. Each basic protocol describes one of the possible 
elementary scenarios of system behavior. Algebraic form of 
basic protocol is a formula 

       x (α(x)<P(x)> (x))                         (1) 

In this formula x=(x1,x2,…) is a list of typed parameters, 

α(x) and (x) are the formulas of logic language called the 
basic language of a model, P(x) is a finite process, which 
describes the interaction of agents and their environment by 
message passing.  Formula α(x) is called a precondition, and 

formula (x) is called a postcondition of basic protocol. Basic 
protocol can be considered as a temporal logic formula that 
expresses the fact that if (for suitable values of parameters) a 
system state satisfies the condition α(x), the process P(x) can be 
activated and, after its successful termination, the new state of 

a system will satisfy the condition (x). We use MSC language 
[14] for graphical representation of basic protocols. 

Basic language of a model is first order multityped 
(multisorted) logical language. Simple types are numeric (real 
and integer), Boolean, symbolic, and enumerated types. There 
are two kinds of functional symbols in basic language. The first 
kind consists of the symbols with fixed interpretation 
(arithmetic operations for numeric, logical connectives for 
Booleans etc.).  

The second kind of functional symbols change their 
interpretation during the evolution of a system like Abstract 
State Machine [15]. These functional symbols are called 
attributes. Attributes of arity zero have simple types and are 
called simple attributes. The attributes of arity more than zero 
are called functional attributes. They have fixed types for 
domain and range values and are used for the representation of 
data structures like arrays. The access to the values of these 
data structures provided by the attribute expressions like 
f(t1,t2,…) where f is an attribute symbol and t1,t2,… are attribute 
or constant expressions. If all arguments of attribute expression 

are constant expressions then attribute expression is called a 
constant attribute expression.  

In the set of functional symbols of basic language there are 
also some distinguished collections of attributes which are 
called agent attributes. Each collection of agent attributes 
defines agent type.  Agent types define the types of agents, 
which can be inserted into given environment. The description 
of environment attributes and the types of agents constitutes 
environment description and defines the environment type. A 
pair <E,L> consisting of environment description E and the set 
L of basic protocols consistent with this environment 
description constitutes the description of a system on basic 
protocol level. 

Let <E,L> be the description of a system. For this 
description we define a transition system S=S(E,L), which 
describes the evolution and all possible traces of this system.   

The state s=[u1,u2,…] of a system S is represented as a 

composition of a state of environment  and the states  u1,u2,… 
of agents inserted into this environment. The state of 
environment can be concrete or symbolic. Concrete state is the 
mapping from the set of constant attribute expressions 
(including agent attribute expressions) to the set of their values 
(consistent with the types of attribute expressions). Symbolic 
state is a formula of basic language.  

The state of agent is defined by the values of constant 
attribute expressions of agent attributes in concrete state, and 
the properties of agent attributes in the formula of symbolic 
state.  

 Each of basic protocol B defines some transition 

relation  on the set of concrete system states. To 
compute this relation one must first instantiate the basic 
protocol by substituting some concrete values of parameters to 
basic protocol. If the precondition of basic protocol is true then 

basic protocol B is applicable to the state s and the state s  is 
selected non-deterministically among those states on which the 
postcondition is true. Transition system defined in this way is 
called a concrete model of local description level. To make a 
concrete model more deterministic the assignments and 
conditional assignments are allowed in postcondition. To 
obtain a trace of a concrete model starting from some initial 
state s0 one of the possible histories of a system evolution  

                     
               (2) 

for basic protocols instantiated by z1,z2,… is used to create a 
trace P1(z1)*P2(z2)*…*Pn(zn) as a weak sequential product  of 
instantiated MSC charts for basic protocols processes.    

Symbolic model of basic protocols level is a transition 
system with formulas of basic language as states. Transition  

 for basic protocol B=x (α(x)<P(x)> (x)) is 
computed as follows. First check the satisfiability of the 

formula sα(x) where the elements of a list x are considered as 
the new simple attributes of environment description. If the 

formula is satisfiable, then compute pt(sα(x),(x)). The 
function pt is called predicate transformer and it computes the 
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strongest postcondition provided that precondition before 

computation was sα(x). The details for computing the 
predicate transformer for formulas with quantifiers can be 
found in [16].  Generating traces from histories is made in a 
similar way as for concrete model but instantiation is needed 
only for the names of agents, which are used to name the 
instances in MSC diagrams. 

It is not sufficient to use only basic protocols level for 
complete specification of a model. The matter is that 
constraints on sequences of application of basic protocols are 
not defined on them, which can lead to the consideration of 
undesirable histories and traces. The next level of a model 
description consists of the definition of a succession relation on 
the set of basic protocols. This relation can be introduced by 
the definition of additional control attributes and conditions 
limiting the conditions of application of basic protocols on 
these attributes. An inconvenience of this description is the 
need for the partition of the basic attributes and auxiliary 
control attributes. Moreover, the basic protocols themselves 
become more complicated. Therefore, it is useful to construct 
the control level as the separate upper level system.  

Semantically control system over local description level 
can be defined as a transition system with the set of actions that 
includes besides of the own actions the references to basic 
protocols of a low level system. The control system is 
considered as an environment for low level system and its state 
is described by expression U[s] where U is a state of a control 
system and s is a state of a low level system S=S(E,L). The 
transition rules for control system over S can be described now 
by the following rules: 

 
                (3) 
 
 
                (4) 
 
If we replace the first rule by the rule 
 

               (5) 
 
with hidden transition then an external observer will not 

find any difference between the functioning of the low level 
system with control and without control. He will see only 
traces, and they are traces of the same low level system. 
However, with the use of the control system, their number can 
be smaller, and also deadlock states can arise that are absent in 
the case of the low level system if the control system is not 
correct. 

V. SYMBOLIC VERIFICATION 

We consider the verification of requirements for reactive 
systems presented as combination of UCM notation and basic 
protocols. 

It supports the following kinds of verification. Checking the 
consistency of requirements means detection of non-
determinism and ambiguities in behavioral requirements. Often 

such issues are deeply hidden in specifications and could entail 
subsequent errors and misunderstanding by developers. 
Incompleteness detection helps finding of deadlock situations 
in formal model of requirements.  

Different from concrete modeling, symbolic methods 
involve deductive systems such as provers or solvers. Formal 
model could present the system at a high level of abstraction 
where deductive techniques are most suitable. Deductive 
systems provide proofs of assertions in a first-order theory, 
resultant from the integration of theories of integer and real 
linear inequalities, enumerated data types, uninterpreted 
function symbols, and queues. This technique allows the 
verification of the model for systems with a large or infinite 
number of states. 

Symbolic techniques also support incremental verification 
that is important for the development of large systems. 
Different parts of formal specifications can be verified 
separately and encapsulated into enlarged entities to avoid 
repeating the verification of such components. For a system 
with high degree of features interactions each feature can be 
verified separately first and their interactions can be verified 
without examining the individual behaviors repeatedly. 

Author is one of the developers of IMS (Insertion Modeling 
System) developed in Glushkov Institute of cybernetics. 
Symbolic simulation in IMS allows detecting reachability of 
the violation of correctness properties by considering symbolic 
states of a system and generating a set of traces leading to the 
findings.  

A static requirements checking in IMS is intended for 
detection of candidates for properties violations. It is based on 
formal proving of statements and involves deductive tools. If 
property violation is detected then its reachability shall be 
proved by means of symbolic modelling. 

The system establishes a trace that leads to a deadlock or 
other anomaly situation and identifies its causes. A trace is 
graphically presented as a MSC diagram. Safety violations in 
IMS also are detected by means of symbolic modeling or static 
proving. Liveness of a system is checked by finding the 
reachability of the necessary property. Livelock detection 
identifies situations where a system may or otherwise be non-
responsive. 

VI. SYMBOLIC TEST GENERATION 

The formal presentation of requirements in UCM notation 

together with basic protocols gives the possibility to generate a 

test suite at the given level of abstraction in IMS system. A set 

of traces can be generated from formal requirements that will 

be obtained in MSC notation and can be converted into 

standard test formats. 

Traces contain input and output signals and local actions of 

the system together with the set of states of the environment 

that contains possible values for the system attributes. These 

states are symbolic and cover potentially large sets of attribute 

values. The generation of traces corresponds to different 

coverage types defined in a user trace generation request.  
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Node coverage. Coverage of all nodes constructs in UCM 
diagram that corresponds to coverage of all functionalities of 
model or coverage of requirements. 

Edge coverage. Coverage of all adjacent pairs of UCM 
responsibility nodes or other transition points. 

Path coverage. Coverage of all paths those are possible 
between start and end points with restriction on the length of a 
path or the number of visiting the same nodes of UCM. Path is 
a sequence of “responsibility” constructs presented by basic 
protocols.  

Full state coverage. Coverage of all states of the system 
that can be reached by the restricted number of steps.  

The request for trace generation could be extended by 
selection of starting or end points or excluding of UCM nodes 
or edges. The traversal of constructs “stubs” that present 
references to other UCM diagrams also could be tuned by 
definition of mentioned coverage type for itself. The strategy 
also could be defined by length of generated traces. It could be 
generated as the shortest distance between start and end points 
or cover the maximal number of applied basic protocols. 

Unreachable edges of UCM diagrams could occur during 
trace generation. It could happen due to the insufficient 
adjustments of trace generation for instance insufficient 
number of loops or maximal length of trace. 

After trace generation, there are number of unreachable 
nodes and edges of UCM diagrams. Their unreachability 
should be proved or refuted by the following possibilities:  

Backward trace generation. We generate backward trace 
by means of backward predicate transformer from candidates 
for unreachability to known reachable points. If backward 
generation will finished at finite number of steps by traversal of 
all possible paths and will not reach given point, then this point 
is unreachable. 

Invariants usage. During trace generation the set of 
invariants could be generated for every basic protocol. We 
consider preinvariant – formula that defines possible states of 
environment before basic protocol application, and 
corresponding postinvariant after. We consider invariant as 
overapproximation of set of states or the weakest invariant 
formula. If intersection of invariant formula and precondition 
of successor is empty then the successor is unreachable. 

All generated traces forms the test suite for further usage in 
test execution. Every trace is MSC diagram marked by the 
formulas of environment state. 

Test could be built by selection of the instance for SUT 
(system under testing) and instance for testing system in MSC 
diagram. Message in MSC diagram defines the points of 
interaction between SUT and testing system. Formula defines 
the set of possible parameters of output message from testing 
system and oracle set of values for comparison with input 
messages as reaction of SUT.  

For testing procedure the concretization of attributes shall 
be provided. It is performed by solving of constraints presented 

by given environment formulas. Then testing procedure or test 
execution is implemented by launching of tested program 
under control of input values from generated tests. Test suite 
could be converted to standard test format for instance TTCN 
format and be executed on existing standard test execution 
tools. 

VII. SYMBOLIC TEST EXECUTION 

Method of concretization of symbolic traces is useful when 
test model and tested program are on the same level of 
abstraction. If test model is given on a higher level of 
abstraction then concrete values could not be defined correctly. 
The other disadvantage is that some scenario of behavior could 
be missed due to the high degree of detailing of program code.    

To overcome these disadvantages the symbolic test 
execution is proposed. It based on the symbolic execution of 
tested program correspondingly to generated test. 

The scheme of symbolic testing is the following. 

 

 

 

 

 

 

 

 

Fig. 3. Scheme of Symbolic test execution 

The input of symbolic testing procedure is the set of 
generated symbolic traces as MSC marked by formulas over 
parameters of messages, and source code of system to be 
tested. The program of symbolic execution starts SUT 
performing correspondingly to scenario given in MSC trace. It 
changes the code environment under control from tested 
system that is also defined by formula over program variables. 
SUT accepts input data as formulas and symbolically executes 
statements. It returns the output as formula of code 
environment state and the following analysis is performed. 

Let us consider some cases of symbolic test execution. Let 
the oracle of the code environment is a formula X and symbolic 
state of code environment is Y.  

 If the conjunction of Y and X is not satisfiable then 
test is passed. 

 If the conjunction of Y and X is satisfiable then there 
exist an unpredictable concrete state not covered by X 

and the formula Z=YX covers all such states.  

In the last case, there are two possibilities. 

 The conjunction of X and Y is unsatisfiable (equal to 0). 
All possible concrete states are unpredictable, the 
testing process failed. 
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 The conjunction of X and Y is satisfiable. The testing 
process can be continue, however system signalizes 
about the existence of unpredictable states.  

Backward symbolic moving via given test from the current 
set of unpredictable states of environment covered by the 
formula Z allows detecting the error cause. 

Symbolic test execution is based on symbolic execution of 
program under control of test. We consider C/C++ source code 
and encode it to the UCM notation with basic protocols. The 
corresponding interpretation in the term of basic protocols is 
implemented for C/C++ control statements, assignment and 
condition statements with linear arithmetic, calls of functions, 
and all kinds of cycle statements. Address arithmetic and 
pointers, structures, arrays, unions with integer, long, real, 
character, double data types also are realized. The pre- and 
postconditions were created for functions from input/output, 
memory, standard libraries. 

We consider two next kinds of symbolic test execution. The 
first is symbolic “black box” online testing where we use the 
test model for generation of behavior of SUT and compare its 
generated oracles with symbolic environment of the executed 
program code. In this case we are trying to generate coverage 
for test model disregarding code coverage.  

The scheme of “black box” online testing is the following. 

 

 

 

 

 

 

 

 

Fig. 4. “Black box” online symbolic testing 

Here we generate the traces for parallel composition of TS 
(tested system) and SUT (system under testing). The 
generation is controlled by symbolic execution of SUT source 
code correspondingly to generated traces.  The obtained states 
of environment are compared for conformance in checking 
module. 

There are a number of requirements for implementation of 
such technique. One of this is that the level of abstraction for 
interchanged signals for source code shall be the same as for 
test (requirements) model. It means that the set of signals shall 
be the same for both models. The correspondence between 
names of variables of code and names of system attributes also 
shall be defined. 

The other kind of online testing is symbolic “white box” 
testing where we execute source code symbolically checking 
the conformance of constraints from generation in 

requirements model and symbolic environment of executed 
program source code. In this case we are trying to cover all 
branches of source code. The scheme of “white box” testing is 
the following: 

 

Fig. 5. “White box” symbolic testing 

The difference is that source code symbolic execution 
controls the trace generation and compare for conformance the 
corresponding constraints. 

Note that for requirements models of high level of 
abstraction the symbolic test execution is insufficient. In this 
case test execution with concrete values could be useful 
additionally. 
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Abstract—3 dimensional (3D) modeling of an object or an environment using point clouds is an important problem in many 

scientific fields such as photogrammetry, remote sensing, materials processing, reverse engineering, construction industry, virtual 

reality and medicine etc. Laser scanning is an effective technique that facilitates 3D modeling process with providing large amount of 

3D point cloud data in a short time. In this study, design process of point laser sensor and line laser sensor based low cost scanner 

systems is proposed. Performed 3D data measurements with these two different laser scanners show that; point laser range sensor based 

scanner, that can capture lesser 3D point for per second, provides more detailed and more sensitive measurements. It can be preferred 

in applications when the details are very important and are suitable for modeling small objects. However, line laser range sensor based 

scanner can capture much more 3D point data per second and it is suitable for applications where time critical models with large 

objects and environment.    

Keywords—laser scanning; 3d data acquisition; point cloud; 3d modeling 

 

I.  INTRODUCTION  

 

Laser scanners can obtain large amounts of data called 3D 

point cloud and this data is used for constructing a 3D model 

which is used to facilitate the analysis of a real world object or 

an environment [1, 2]. 3D scanning technology is used variety 

of fields such as photogrammetry and remote sensing [3], 

materials processing and manufacturing [4-8], reverse 

engineering [5-8], civil engineering [9], virtual reality and 

augmented reality [10], cultural heritage [11, 12] and medical 

[13] applications.  

 

Wide variety of hardware and software based solutions for 

3D data acquisition is commercially available. Laser scanner 

[14], structured light scanner [15], stereo vision [16], 

photogrammetry [17] , interferometry  [18] and shape from 

shading [19] are popular techniques have been developed. 

With the advances in technology, accuracy of these devices is 

increased while costs are decreased. This situation makes 3D 

data attractive for many applications.  Among all these 

techniques, laser scanners provide large amount of 3D data 

more precisely and quickly [20]. 

 
 

 In this study, two different scanner systems are designed 
that differs in terms of used laser range sensor type. Point laser 
and line laser range sensors are mounted on a highly precise 
pan tilt unit. Coordination, between pan tilt unit that 
performed the localization and laser range sensors, is 
controlled precisely by developed 3D data acquisition 
software.      

 

At the rest of this paper proposed point laser based scanner 
and line laser based scanner are discussed in section 2. 
Comparison of the two different laser range sensor and 
measurement results are given in section 3. Conclusions are in 
section 4.     

II. PROPOSED LASER SCANNING MODELS 

Proposed low cost scanning systems consist of a pan tilt 
unit and two different laser range sensors. Pan tilt unit that 
used in our system is PTU D46-70 [21] obtained from 
Directed Perception. PTU-D46-70 can be controlled from a 
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computer via RS-232 port. The operation speed of this unit is 
60° / sec and resolution is 0.012857° per pan and tilt step. Load 
capacity is over 4.08 kg. Therefore, it is preferred in many 
applications such as robotics, computer vision, security, 
surveillance, industrial automation, tracking, webcams and 
laser ranging. PTU-D46-70 pan tilt unit is given in Fig. 1.         

 

 
Fig. 1. PTU D46-70 pan tilt unit. 

Our measurement systems differ in terms of laser scanner 

sensor types. First laser range sensor that used in our system is 

FLS C-10 [22] point-laser scanner obtained from Dimetix. 

Point laser range sensor only detects the distance of one point 

in its direction of view.  The other sensor that used in the 

system is UTM 30 - LX [23] obtained from Hokuyo. The 

sensor view direction can be changed by using a rotating 

mirror. Thus, scanning process performed along a line. 
In our measurement system, the pan-tilt system has been 

placed on a tripod. Each laser range sensor can be mounted on 
the pan tilt unit. Experimental setup can be seen in Fig. 2. 
Laser sensors measures continuously while pan tilt unit take 
steps along maximum and minimum pan and tilt range of 
motion. PTU-D46-70 pan-tilt has 24836 steps for pan and 
5823 steps for tilt. In other words, it can scan -159.65° to 
159.67° for pan and -45.1° to 29.76° for tilt. Both pan tilt unit 
and laser range finder are connected to a host computer and 
can be controlled from RS-232 port. The details of the 
proposed models are given in the following sub-sections: 

A. Point-laser based scanner 

FLS C-10 is a powerful laser range sensor for industrial 
applications. It allows accurate and contactless distance 
measurement over a wide range using the reflection of a laser 
beam. It measures from 0.05 to 65 meters with 1.0 millimeter 
accuracy. The laser distance range finder is a safe class II laser 
device that can measure both near and far. Technical 
specifications of the sensor are given in Table 1 and FLS C-10 
point laser range sensor is given in Fig. 2(a). 

TABLE I.  TECHNICAL SPECIFICATIONS OF FLS C-10POINT LASER.  

Technical Specifications 

Measuring Range 0.05 m - 65 m 

Accuracy ± 1.0 mm  

Max. Measuring Rate 200Hz 

Dimensions 150 x 80 x 55 mm 

Weight 690g 

Serial interfaces RS-232, RS-422 

Signal Measurement Single or Continuous  

 

Dimetix FLS-C10 sensor is working with phase shift 
principle. The sensor scans the scene with a periodic light 
wave and distance to the scene is calculated from the 
difference between the phase and the frequency of the 
received signal. Because of no waiting for the received signal, 
this method provides high sample density and accuracy in 
comparison with time of flight principle. 

B. Line-laser based scanner 

Hokuyo UTM-30LX is a Class I laser distance 
measurement sensor for many applications that require high 
speed and accuracy. The sensor can be changed view direction 
by a rotating mirror and thus measure the points along a line at 
a time. Hokuyo UTM-30 LX is working with the time of flight 
principle. This principle is based on the calculation of the time 
between the transmitted and received laser signals as a result 
of surface reflection. The distance of the desired point is 
calculated from speed of light and round trip delay of the 
signal. UTM-30LX line laser sensor has a rotating mirror and 
position encoder. With the rotating mirror scanning process is 
performed along a line and position encoder determines the 
measurement resolution on the line.  The standard encoder 
resolution is 1080 counts per revolution. 

 

 
(a) 

 
(b) 

Fig. 2. Proposed laser scanner systems: (a) point laser, (b) line laser. 

TABLE II.  HOKUYO UTM-30LX TABLE 1. TECHNICAL SPECIFICATIONS 

OF HOKUYO UTM-30LX 

Technical Specifications 

Measuring Range 0.1 ~ 30m 

Accuracy 0.1 - 10m:±30mm, 10 - 30m:±50mm  

Max. Measuring Rate 40 Hz. 

View 270 o 

Dimensions 60 x 60 x 87mm 

Weight 210 gr 

Serial interfaces RS-232, RS-422 

Signal Measurement Single or Continuous 

Line laser range finder is mounted up to the pan tilt unit in 
our system as shown in Fig. 2(b). However, tilt motion is 
performed by the rotating mirror. Only pan motion can be 
controlled by the used in this type of scanner. 
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C. 3D Data Acquisition System  

Both in point and line laser based scanners, the output is 
pan angle, tilt angle and distance. The analytical 3D model is 
given in Fig. 3. In Fig. 3, origin of the coordinate system is 
intersect of the two axes of control platform X and Y. Z axis is 
parallel to laser distance measuring line. M(x,y,z) is the 
measured point and D is the distance between point and 
control platform. t (tilt angle) is the vertical scanning step 
angle of control platform and the p (pan angle) horizontal 
scanning step angle of control platform. 3D coordinates of the 
measured point can be calculated from pan angle, tilt angle 
and distance by Equation 1. 

t
o

p
o

Y

X

Z

M(x,y,z)

D

 
Fig. 3. Analytical 3D model  
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Pan-tilt unit and laser sensors can be controlled from serial 

port. Developed 3D data acquisition system, provide the 
control of the pan-tilt unit and laser sensors, according to the 
user specified parameters. Data acquisition system contains a 
variety of programs that developed in MATLAB environment 
to receive, record and process of the pan angle, tilt angle and 
distance data. In 3D data acquisition systems, user can control 
scanner system with the parameters of scanning range, step 
size for pan and tilt, start and finish positions of the pan and 
tilt. Operation steps of the system can be seen in Fig. 4.  

Obtain scan range from user

Obtain step size for pan and 

tilt from user

Point PTU to the starting point

Move one step in pan direction

Measure the distance

Record distance, pan and tilt 

values

Reach to the pan range? Move one step in tilt direction Reach to the tilt range?

Stop moving PTU

Calculate x,y and z 

coordinates of the points from 

distance, pan and tilt

YES

NO

NO

YES

 

Fig. 4. Flowchart of laser scanner 3D data acquisition software 

 

III. 3D MEASUREMENTS WITH PROPOSED LASER 

SCANNERS  

Two different laser sensors are used in our system. Point 
laser can measure a single point at the view of the direction. 
Localization in horizontal and vertical direction is performed 
by pan tilt unit. On the other hand, line laser can measure 
along a line at the view of the direction. Vertical position 
derived from rotating mirror and position encoder in its 
structure. Horizontal localization is performed by pan tilt unit. 
In point laser scanner both in horizontal and vertical 
positioning depends on the pan tilt unit resolution. 

Advantages and disadvantages of both scanner systems are 
listed below:  

 Point laser scanner can measure a single point; on the 

other hand, line laser scanner can measure the points 

along a line at a time. 

 Point laser scanner is more precise because of the 

positioning procedure with pan tilt unit both in 

horizontal and vertical. Line laser sensor has a same 

resolution in horizontal direction; however the 

positioning resolution depends on encoder resolution.  

 Point laser scanner can capture 20 point in a second. 

Pan tilt unit resolution is 0,012858o and this unit can 

get 24836 different positions for pan and 5823 

different position for tilt.  

 Line laser has a rotating mirror and 1080 count per 

revolution. With 25 Hz measuring rate, it can capture 

27000 point at a time. Only pan motion can be 
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controlled by user. Pan angle can get 24836 different 

values. 

 Point laser scanner is suitable for applications that 

details are very important. Scanning time is 

reasonable for small object measurements.   

 Line laser scanner is suitable for applications that 

require less detail. Scanning time is reasonable for 

large objects or environments. In particular, 

applications such as cultural heritage, environment 

reproduction, indoor and outdoor mapping where the 

scanning area is large.  

 For the assessment of scanning performances a small 
sculpture is modeled with point laser scanner and a laboratory 
is modeled with line laser scanner. 3D point clouds belong to 
same object or environment taken from different locations 
laser scanners are registered with well-known Iterative Closest 
Point algorithm. After registration, obtained noisy point cloud 
that represents the whole object, is filtered by singular value 
decomposition method. Obtained point clouds are given in 
Fig. 5 and 6 for sculpture and laboratory model, respectively.  

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Sculpture model: (a) original model, (b) 3D point cloud, (c) noisy mesh, (d) filtered mesh.  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6. Laboratory model: (a) original model, (b) 3D point cloud, (c) noisy mesh, (d) filtered mesh. 

 

 

IV. CONCLUSION 

 

In this study, two different laser scanning systems are 

proposed. Scanner systems are differing in terms of laser 

range finder type. Measurement results showed that point 

laser based scanner is slower than line laser based scanner. 

Point laser range finder scanned the sculpture very detailed 

and scanning time is acceptable. The sculpture is a small 

object and scanning area is small. Point laser based scanner 

provides more detailed and more sensitive for scanning 

small objects and in applications when the details is very 

important.  

Scanning of the laboratory is very easy with line laser 

and scanning time is very short. This type of sensors can be 

preferred applications such as cultural heritage, built 

environment, indoor mapping etc.  
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Abstract—In this paper segmentation of planes in point cloud data generated by Microsoft Kinect is detected by using RANSAC 

method. Two experimental data are acquired by OpenNI and OpenCV library. Kinect camera is first calibrated and the holes in the 

acquired data are filled. Then, the data is filtered, downsampled and segmented via Point Cloud Library (PCL). Distance threshold and 

normal weighted distance parameters of RANSAC algorithm are evaluated in the experiments. 

Keywords—plane segmentation, Kinect, point cloud library 

I.  INTRODUCTION 

In the last few years three dimensional point cloud 
processing has become an exciting and very hot research topic 
in computer vision. Compared to 2D data, range images have 
several advantages such as 3D geometry processing, 3D shape 
matching and modeling, feature extraction and matching, 
segmentation, and object recognition [1]. All these advantages 
in point cloud data processing are capturing the attention of 
developers and researchers to develop 3D based applications 
[4] in many computer vision fields, such as: extracting the user 
silhouette [4] people detecting and tracking [2], 3D human 
body modeling and shape analyzing, especially for virtual 
shopping and clothing industry [3], 3D sensing of the 
environment representations [5] etc.  

Recent years many mobile robots have been developed to 
help people in their works. In order to help humans in their life, 
first of all, a robot has to percept environments as it is in 3D 
after that it can process the data according to the job that it has 
to do. In 3D model environments flat surfaces are really 
common, as well as to their attractive geometric properties, 
therefore plane segmentation in such environments is an 
essential task. In computer vision one of the common 
algorithms for detecting planes is Random Sample Consensus 
(RANSAC) [6] which consists to search for the best plane 
among the point cloud data. Providing depth data with low-cost 
is made able by last developed sensors such as Microsoft 
Kinect and Asus Xtion PRO. 

In [9] a plane detection method in point cloud data is 
proposed, which detect planes by integrating RANSAC method 
and minimum description length (MDL). This method can 
avoid detecting wrong planes in point clouds with complex 
geometry. It follows these steps to detect planes: It divides 
point cloud in small rectangles block, in each block applies 
RANSAC for detecting all planes, and then MDL is used to 
decide how many planes are in each divided block.  

Different versions of the Hough Transform [11] to detect 
planes in 3D point cloud data are evaluated [10]. An 
accumulator design to achieve the same size per each cell is 
presented. This method gives good results when Randomized 
Hough Transform is applied on 3D data.  Because, removing 
all points which lie on the detected plane, increase the 
performance for detecting next plan. Moreover, the outcomes 
show that detecting the underlying structures on the search 
space is preferred as it can be useful to detect large planes. 

In [12] a real-time plane detection method based on depth 
map from Microsoft Kinect sensor is proposed. A system to 
detect multiple planes fast and roughly in point cloud data 
acquired from Kinect is suggested. In order to achieve good 
results for fast detecting multiple planes in 3D point cloud data, 
they compute local normal vectors of whole point cloud data 
and classify points in different planes using these local normal 
vectors. This method has execution time of 2ms and error of 
1~2mm levels also shows that it is faster than 3D Hough 
Transform and RANSAC for plane detection and works in real 
time.  

A plane detection method for image sequences acquired 
from Kinect sensor is presented in [13]. Image sequences rather 
than a single image like other methods, which provide higher 
accuracy and robustness results, are used. This method 
considers the limitation of the depth sensor by using visual data 
to help detecting planes. Dealing with sequence of images 
helps accuracy and gives odometer information. 

II. DATA ACQUISITION  

Data acquisition includes both hardware and software 
systems. There are many types of hardware (depth sensors) 
such as: stereo vision camera, 3D time of light sensor structure 
light based camera [8], which can capture depth data in 
different environments. Software system is needed for 
processing the data to be functionally meaningful information. 
Transformation of the data to the required model for an 
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application needs to pass through some steps: data filtering, 
data registration and integration, surface reconstruction, data 
simplification and smoothing, feature detection, data 
segmentation and data compression [7].  Several techniques are 
used to acquire depth images. By using just RGB camera it is 
able to reconstruct 3D environment, however this method 
requires significant amount of post-processing [8]. Another 
way for acquiring 3D data is using laser scanning, but this 
device’s cost is high. Recently low-cost depth sensors such as 
Microsoft Kinect and Asus Xtion have become widely 
available and compared to stereo cameras the quality of depth 
data has been improved.  

Microsoft Kinect sensor can acquire depth data in lightless 
environments. Kinect camera was first release by Microsoft on 
November, 2010 as it can be seen in Fig.1. Microsoft Kinect 
sensor contains two cameras and one laser-based IR projector. 
It is able to produce 640x480 pixels 32 - bit color images and 
320x240 pixels 16-bit depth images both at 30 frames per 
second. Depth images are provided by projecting light patterns 
on the surrounding scene, IR camera receives the reflected light 
and compare their positions with the reference pattern [4]. 
Mostly Kinect has advantages but has some disadvantages too 
like limitation in detection, Kinect cannot acquire depth image 
in distance les then 50 cm and more than 10 m, but in order to 
get good precision we take into consideration data in the range 
of 0.5 meters up to 8 meters.  Also due to the occlusion of IR 
projection in depth images there are some missing regions, 
non-measured depth pixel [13]. Another disadvantage of 
Kinect is that it cannot acquire depth images under sunlight. In 
order to improve the quality of depth images, acquired data 
should pass through some filters.  

In this work as input source for data acquiring we adopt 
Microsoft Kinect Sensor with OpenNI (Open Natural 
Interaction) driver [15] which enables communication with 
RGB and depth cameras of Kinect, and OpenCV (Open Source 
Computer Vision) library [16] which is used for processing 
depth images. 

OpenNI is an open source multi-langue, cross-platform 
framework which provides an application programming 
interface for writing applications utilizing natural interaction. 
OpenCV is open source library that supports different 
applications in computer vision. Moreover it is free for both 
commercial and non-commercial use. This library has different 
interfaces such as: C, C++, Java and Python, it also supports 
Windows, Linux, Mac OS, iOS and Android.  

 

Fig. 1. Microsoft Kinect Sensor v1. 

III. POINT CLOUD DATA PROCESSING 

To achieve robust results from data provided by Microsoft 
Kinect sensor it is very necessary to apply some operations on 
these raw data. In Fig 2., the way how to process with point 
cloud data is shown. 

 

Fig. 2. Flow Chart of Point Cloud Processing For Plane Segmentation.  

Camera calibration is a necessary step in computer vision 
for tasks such as 3D reconstruction. The camera calibration 
procedure consists of estimating intrinsic parameters, extrinsic 
parameters and distortion coefficients. Intrinsic parameters 
consist of camera focal length, and principal point, whereas 
extrinsic parameters stands for rotation (R) matrix and 
translation vector (t) of the sensor with respect to the world 
coordinate system. Distortion coefficients are the coefficients 
from the radial and tangential distortion.  

Hole filling, is needed due to the occlusion of IR projection, 
acquired depth images have some non-measured depth pixels. 
Before working with such data it is necessary to fill these 
holes.   

Depth to point cloud is used for transforming a depth 
images to point cloud data. This can be done by using IR 
camera intrinsic parameters, focal length and principal point. 
The algorithm for converting depth images to point cloud data 
is as following: 

  Algorithm 1: Depth To Point Cloud 

 1: factor = 1000; //Meter to MM 

 2: for v=1 to height 

 3:    for u=1 to width 

 4:    z = depth(v,u) / factor; 

 5:    x = (u - cx_d) * z / fx_d; 

 6:    y = (v - cy_d) * z / fy_d; 

 7:            pcloud(v,u,1)=x; 

 8:            pcloud(v,u,2)=y; 

 9:            pcloud(v,u,3)=z; 

10:     end      

11: end 
where fx_d, fy_d are the focal length and cx_d, cy_d are the 
principal points. 
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Removing Non-measured Pixels is needed because even if 
some filters are applied for filling holes in point cloud we can 
see that not always the whole holes are filled. This depends on 
the size of nmp (non measured pixels) in point cloud. In order 
to prevent these non measured pixels effecting negatively the 
results, removing these nmp pixels is necessary. Furthermore 
removing nmp changes the structure of point cloud from 
organized to unorganized. In the same time, removing the nmp 
will change the size of the point, and in the unorganized point 
cloud data the height is set to 1 and width size is the rest of the 
points.  

Removing Noise, decreases unwanted points from raw data 
provided by Kinect. For robust processing of point cloud data it 
is important and necessary to apply some filters for removing 
noise and outliers out of the original point cloud data because 
they can effect and produce errors in processing. As a result the 
point cloud data is classified as inlier point and outlier points. 
After filtering, point cloud data contains just inlier points. 
Moreover removing outliers from point cloud decrease the 
processing time as well as downsampling.  

Downsampling, also reduces the amount of points. 
Microsoft Kinect sensor produces a point cloud containing 
307200 (640x480) points. Working with such high resolution 
point clouds for detection planes requires a lot of processing 
time. 

In order to decrease the process time of detection planes in 
point cloud data applying some optimization techniques such 
as Voxel Grid Downsampling filter is required. Setting 
parameters in efficient way to voxel grid filter will yield very 
good results also will reduce execution time and cost of the 
CPU power. 

Plane segmentation, is the final step. After point cloud data 
is processed RANSAC based plane fitting method is applied to 
detect planes in point cloud data robustly. RANSAC method 
finds the largest set of points that fit to plane. The plane 
equation in three dimensional point cloud data can be defined 
as: 

ax + by +cz + d=0 (1) 

Where a, b and c are plane parameters and d is distance of 
plane from the origin. RANSAC selects randomly three points 
from dataset and calculates the parameters of the corresponding 
plane, after that tries to enlarge the plane according to a given 
threshold, [17].  

  Algorithm 2: Ransac 

 1: bestSupport = 0; bestPlane(3,1) = [0, 0, 0] 

 2: bestStd = ∞; i = 0 

 3: ε = 1 - forseeable-support/length(point-list) 

 4: N = round(log(1 -α)/log(1 - (1-ε)3)) 

 5: while i ≤ N do 

 6:     j = pick 3 points randomly among (point-list) 

 7:    pl = pts2plane(j) 

 8:    dis = dist2plane(pl, point-list) 

 9:    s = find(abs(dis) ≤ t) 

10:   st = Standard-deviation(s) 

11:   if (length(s) > bestSupport) or  

             (length(s) = bestSupport   and st < bestStd) then 

12:       bestSupport = length(s) 

13:       bestPlane = pl; bestStd = st 

14:    end if 

15:    i = i + 1 

16: end while 

IV. EXPERIMENTAL RESULTS 

In this work as input source for data acquiring we adopt 
Microsoft Kinect Sensor with OpenNI (Open Natural 
Interaction) driver which enables communication with RGB 
and depth cameras of Kinect, and OpenCV (Open Source 
Computer Vision) library is used for processing depth images. 

Data acquisition is done by capturing data from two 
different scenes, Office Data and Corridor Data as shown in 
Fig. 3. 

 
(a) 

 
(b) 

Fig. 3. Original Data Captured by Kinect .(a) Corridor Data, (b) Office Data 

A. Camera Calibration 

IR camera intrinsic and extrinsic parameters are estimated 
using Zhang’s calibration method [14] and traditional known 
structure chessboard pattern is used as calibration object as 
shown in Fig.4, containing 10x7=70 corners, and each square is 
size of 25.5 mm  

 
(a) 

 
(b) 

Fig. 4. Camera calibration: (a) chessboard pattern, (b) detected corners.  

In Table I and Table II focal length, principal point and 
distortion coefficients are shown respectively after camera 
calibration process is done.  

TABLE I.  FOCAL LENGTH AND PRINCIPAL POINT 

fx fy cx cy 
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582.74107 582.74107 319.5 243.5 

TABLE II.  DISTORTION COEFFICIENTS 

k1 k2 p1 p2 k3 

0 0 0 0 0 

B. Hole filling  

Two methods are implemented for filling holes. In the first 
one, as shown in Fig.5, holes are filled by using 10 depth 
images captured of the same scene without changing the 
camera view orientation. For 10 depth images average of each 
pixel is calculated to get the new depth image. The non 
measured pixels are not taken into calculation. 

 
(a) 

 
(b) 

Fig. 5. First method of hole filling, (a) Original Depth images captured by 

Microsoft Kinect, (b) the resultant filtered depth image using first method 

In the second method as shown in Fig.6, 3x3 Median Filter 
is applied on the resultant image of the first method. By 
applying such filters on images edge information is lost. 
However such information is not important to detect plane, 
applying this filter on depth images does not affects negatively 
the plane segmentation results. 

 
(a) 

 
(b) 

Fig. 6. Second method of hole filling, (a) Left: The resultant filtred depth 
image with first method,(b) resultant median filtered depth image 

C. Depth to point cloud  

As it is seen from IR camera calibration results the 
distortion coefficients are zero. This is because acquiring data 
using OpenNI driver with Microsoft Kinect sensor returns a 
processed image. Due to zero distortion it is not necessary to 
undistort depth images before converting to point cloud data.  

The depth data acquired from Kinect using OpenNI driver 
is in the form of 16-bit 2-D intensity image. Transforming a 
depth image to point cloud data as shown in Fig.7 using IR 
camera intrinsic parameters, the focal length and the principal 
point are required   

 
(a) 

 
(b) 

Fig. 7. Converting depth image to point cloud data, (a) Depth Image, (b) 

Point Cloud Data 

D. Removing Non-measured Pixels 

The last remaining non-measured pixels are removed from 
depth image by applying removeNaNFromPointCloud filter 
which is implemented on PCL (Point Cloud Library) [18]  

E. Removing Noise 

Noise is removed using PCL by applying 
StatisticalOutlierRemoval filter as shown in Fig.8. The best 
result was achieved by passing these parameters to filter for 

neighborhood size k=50 and 2.5*distance from the mean 

distance .  

 
(a) 

 
(b) 

 
(c) 

Fig. 8. An example of applying StatisticalOutlierRemoval filter to point 

cloud data. (a) point cloud data, (b) point cloud data after 

StatisticalOutlierRemoval operator is applied, (c) nois of point cloud data 
(outlier). 

F. Downsampling 

After data is filtered, in order to decrease the process time 
of plane segmentation voxel grid filter is applied. The size of 
every voxel is set to 1x1x1cm. Microsoft Kinect sensor 
produces a depth image with the size of 640x480=307200 
points. This is the initial size of point cloud data if no filter is 
used. Working with such high resolution point clouds for 
detection planes requires a lot of processing time. 

The size of point cloud data after applying all filters is 
reduced to 73515 points, approximately 24% of the original 
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data. Reducing the size of point cloud data without losing 
necessary information will yield very good results also will 
reduce execution time and cost of CPU power.  

 
(a) 

 
(b) 

Fig. 9. The result of voxel grid filter. (a) Original data, (b) downsampled data 

G. Plane Detection 

Plane detection algorithm receives the processed point 
cloud data as input. Therefore, after all necessary operations 
are done on point cloud data both data Office Data and 
Corridor Data are tested by changing the values of input 
parameter of the algorithm. 

RANSAC algorithm implemented on PCL is used for 
detecting the largest plane. The size of neighborhood k for 
estimating point normals is chosen 50, Also maximum iteration 
size equal is chosen as 100. 

The algorithm is run several times for each data by 
changing the values of NormalDistanceWeight and 
DistanceThreshold parameters. Evaluation parameter values 
for the algorithm are as follow: Normal Distance Weight 
={0.001, 0.01, 0.1, 1} and DistanceThreshold ={0.01, 0.05, 
0.1,0.5}. 

In total, the algorithm is run 16 times for each data. The 
best result for Office Data was achieved when 
NormalDistanceWeight =0.01 and DistanceThreshold =0.1. 

Whereas the best result for Corridor Data was achieved 
when NormalDistanceWeight = 0.001 and DistanceThreshold 
=0.1 

As it can be observed from results, for different point cloud 
data different parameter values have to be used in order to get 
the best results. 

TABLE III.  RESULTS OF PLANE SEGMENTATION FOR CORRIDOR DATA 
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TABLE IV.  RESULTS OF PLANE SEGMENTATION FOR OFFICE DATA 
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V. CONCLUSION AND FUTURE WORKS 

In this paper an efficient way of data processing and 
evaluation of distance threshold and normal weighted 

distance parameters for plane detection using RANSAC 
algorithm is presented. Applying different operations on 
point cloud data such as hole filling, removing non-measured 
pixels, removing noise and downsampling the data before 
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trying to detect the plane yields very good results also 
reduces execution time and the cost of the CPU power. 

From the experimental results it is shown that for 
different data, different parameter values are needed to get 
the best results. As a future work, an adaptive method for 
parameter estimation based on the input point cloud data to 
achieve robust result is planned. 
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Abstract – In this paper the results of development of the system of tools for identification of operator’s active state development 

were proposed. The types of delay of operator’s active state (motor activity) from the point of view of their criticality for the control 

object were developed. Classification of approaches to correction of each type of delay of operator’s active state was designed. The 

system of qualitative indices of identification of various types of delay was proposed. The functional scheme of technical realization of 

the device of operator’s active state identification using defined approaches and indices was constructed. The methodology of the 

adaptive correction of the situation of controlling the object by the results of identification of the level of operator’s ability to fulfill 

actions, adequate to the time, was suggested. 

Keywords – operator’s active state; motor activity; delay; style; classification; device;  adaptive correction.

I.  INTRODUCTION 

In the modern world of human-machine systems, 

particularly Automated Control Systems, there occurs an 

abrupt growth of psycho-physiological workload on this 

system’s component – the human operator [1]. In the process 

of ergative system functioning, under the influence of 

destabilizing factors in the functional state of operator there 

occur changes, which can lead to the malfunction or non-

fulfillment of regular staff algorithms of operator’s activity. 

One of the most dangerous “failures” of the normative work of 

such a system is the presence of indications of inadequate 

operator’s response to the regulated actions of the control 

system (drowsiness, inhibition connected with tiredness, 

worsening of physical or psychological state), which is 

identified as person’s inability to conduct actions, adequate to 

the current situation. Such phenomena can occur even in such 

types of activity, when before each duty (work) period an 

operator has medical examination of main indices of his 

physical readiness to start his functional duties.  

The number of researches dedicated to this problem is 

increasing. The biggest difficulty consists in the search of 

effective criteria for creation of the operator’s state control 

system, which would allow the maximum objective and 

operative identification and correction of both the state of 

operator’s working activity and the stable mode of control 

system operation.  

Technical tools of identification of operator’s state are 

usually divided into two main groups: with and without 

contact. Contact method includes the usage of technical 

control tools, which directly contact the object of examination 

(a human) – for instance, sensors, fastened in hats, glasses, on 

earlaps, fingers and wrists etc. The main disadvantage is their 

constant contact with a person, which may often be an irritant.   

In control methods without contact the assessment of state 

is done distantly, i.e. without tools touching a person. Usually 

these tools are sensors or computer systems, analyzing eye 

movements of an object, change of his body, head or arms 

position. One of the disadvantages of such methods can be the 

insufficient informativity, since the information about body or 

body parts movements does not contain enough data about 

operator’s functional state [1-4].  

As an example of existing methodological tools of 

identification and correction of the level of operator’s 

working capacity we can consider the following approaches: 

– terminal supply of sound signals, the deactivation of 

which is controlled by a person, or the supply of alarm signal 

in case of absence of operator’s reaction to this signal [5]; 

– definition of the levels of wakefulness and sleep stages, 

including the stage of drowsiness in the process of 

professional activity with the help of shifting the point of 

pressure of a body to the force-torque chair and returning the 

operator from sleep to the wakeful state or from drowsiness 

with the help of controlling signals [6]; 

– fixation of body’s shifting by means of analyzing the 

level of deformation of the plate under operator’s seat and 

alarm about operator leaving the “working” state [7]; 

– control of the level of emotional tension by means of 

revealing the abilities of an operator to perceive selective 

typical doubled information [8]; 

– registration of sequence of operator’s actions, change 

of speed of his reaction to irritants and comparison of actual 

actions with the optimal model of operator’s behavior in a 

particular situation [9]; 

– test of operator’s professional suitability by means of 

comparing the time of operator’s actual reactions to the 

external factors and the operation of vehicle with the standard 

one. The comparison is conducted by n levels of complexity; 

in case of malfunctioning or operator’s belated reaction in the 

number, equal to the number of complexity level plus one, the 

testing is continued on the next, upper level of complexity 

[10]; 

– application of electrical sensor, placed in the zone 

where operator’s fingers influence its parameters, and 
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activation of the alarm signal in case when within the set time 

period the information about operator motor activity is absent 

[11]; 

– designing on the basis of Operator Functional State 

pattern recognition methods an adaptive aiding system either 

to remind the operator or to reduce the task load during the 

period of excessive mental workload, with an aim to enhance 

the overall system performance [12, 13, 14, 15]; 

– adaptive fuzzy model linking heart-rate variability and 

task load index with the subjects' optimal performance via a 

series of experiments involving process control tasks 

simulated on an automation-enhanced Cabin Air Management 

System [18, 19, 20]. 

Even considering the limited list of given examples of 

methodology of identification and correction of level of 

operator’s active state, we can point out the following 

disadvantages: 

– improvement of only the algorithms of identification 

of non-typical (non-regulated) operator’s behavior with the 

further activation of signal about anomaly detection [5, 6, 7, 9, 

11, 18, 19] without realization of complex approach to the 

possibility of correction of the revealed behavior deflections. 

This approach can be optimal only in case of heightened 

danger of failure situation occurrence, which does not give 

additional time to conduct a more thorough situation analysis;   

– expansion of the area of application of the 

methodology of controlling operator’s active state by means of 

using technical tools and algorithms of adaptive analysis of the 

degree of deflection from human’s regulated standard motor 

activity [8, 10, 12, 13] with the use of test control, doubled 

information perception etc.    

However, each of the mentioned methodologies possesses 

limitations by: 

– the type of the defined deflection (emotional, visual 

perception, information distortion); 

– the classification of types of operator’s anomaly behavior 

(the degree of closeness to sleep, the degree of emotional 

overload etc.); 

– the time of application of the adaptive correction 

methodology (for instance, not in the process of work but 

before the beginning of operator’s shift); 

– the type of influencing controlling signals (doubled 

information, sound irritants, semantic tests); 

– the type of operator’s work place (vehicle, autonomous 

stations, boiler houses etc.). 

Thus, we can make a conclusion that there exists no single 

methodology of identification and correction of operator’s 

working activity.  

The authors set the objective of providing the required 

level of quality of control and regulation of the parameters of 

Automated Systems due to the development the system of the 

instruments, which contains: 

1. Classification of types of delay of operator’s active state 

(motor activity) from the point of view of their criticality for 

the control object. 

2. Classification of approaches of correction of each type 

of delay of operator’s active state. 

3. Qualitative indices of identification of various types of 

delay of operator’s active state. 

4. Functional scheme of technical realization of the device 

of operator’s active state identification using defined 

approaches and indices.  

5. Complex methodology of:  

- identification and obtainment of quantitative indices of 

specific characteristics of an operator concerning his ability to 

maintain the active working state during the shift,   

- adaptive correction of the situation of controlling the 

object by the results of identification of the level of operator’s 

ability to fulfill actions, adequate to the time. 

 

II. BASIC CONCEPTS OF IDENTIFICATION OF OPERATOR’S 

ACTIVE STATE  

The suggested system of the instruments for identification 

of operator’s active state is based on the following concepts, 

developed by the authors: 

Concept 1. Delays in the active state of an operator (his/her 

motor activity) of the Automated Control System can be 

divided into 3 main types:  

– working (type А) – are mostly connected with the 

discrete character of the control process, done by the operator; 

– non-critical (type В) – can be connected with an 

accidental shift of operator’s attention to the extraneous 

(which are not restricted by the job description) objects and 

actions;  

– critical (type С) – can be connected with the 

operator’s loss of attention and ability to carry out conscious 

professional actions, which can be dangerous for the process 

of object control. 

Concept 2. Correction of each of the three defined types 

of delay of the motor activity of an operator, which may 

appear, can be fulfilled in accordance with the following 

algorithms: 

– regulated – by means of an independent (without 

applying the identification tool) restoration of operator’s 

motor activity in connection with the appearance of the next 

regulated operation of controlling an object; 

– test correction – by means of the automated (with 

the help of the identification tool) restoration of operator’s 

motor activity by using the test algorithm of shifting 

operator’s attention from current to special non-typical tasks 

of decision-making and decision-realization; 

– failure correction – by means of the automatic (with 

the help of the identification tool) interference into the process 

of control by indication of the signal of appearance of a 

critical situation or by switching the control system into the 

automatic regulation mode. 

Concept 3. Identification of the defined types of the delay 

of motor activity of an operator of the Automated Control 

System is suggested to be carried out with applying the 

following indices:   
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– regulated average time of the possible absence of 

operator’s motor activity kT  (defined on the basis of statistical 

data – results of observations of the etalon operator’s work 

during one shift); 

– non-regulated test time testT  that consists of the 

regulated average time kT  and time for the test correction of 

operator’s motor activity 
rT and which totally must not exceed 

the maximum non-critical regulated time maxT  of the possible 

absence of operator’s motor activity: 

 rktest TTT  , (1) 

 maxtest TT  . (2) 

– failure time failT , which consists of the regulated 

average time kT  for the test correction of operator’s motor 

activity 
rT  and the time for decision-making about the choice 

of algorithm of failure correction alarmT , and which totally 

must not exceed the maximum critical regulated time max_AT , 

within which the Automated System can work without the 

operation of process control.  

 alarmrkfail TTTT  , (3) 

 
max_Afail TT  . (4) 

III. MAIN SCIENTIFIC SOLUTIONS FOR THE OPERATOR’S 

ACTIVE STATE IDENTIFICATION  

A. Functional Scheme of the Device  

To solve the technical part of the complex task of system 

of the instruments for identification of operator’s active state 

development we suggest the device, which includes (figure 1): 

1 – block of the electrical Sensor of operator’s motor 

activity (for example, infrared scanning laser); placed in the 

zone, where the position of operator’s hands can influence its 

parameters; 

2 – block of the Timer (for instance, a specified chip, 

which is activated by electrical signals);  

3 – block of the Programmer;   

4 – Alarm block;  

5 – block of Signal Elements, which is placed in the range 

of operator’s vision and is supplemented by five signal 

elements, which set the position of the manual manipulator: 

left, right, up, zero, down.  

6 – block of Control Keys;  

7 – block of the Manual Manipulator with five finite 

positions: left, right, up, zero, down, which are placed in the 

zone of influence of operator’s free hand fingers;  

8 – Comparator block; 

9 – Accumulator block.  

 
 

Fig. 1. Functional Scheme of the  Device for Identification of the Operator’s 

Active State 

B. Algorithm of the Complex Methodology Indetification 

On the basis of the proposed concepts and technical 

solutions of the research goal, the algorithm of the suggested 

methodology of operator’s active state identification is 

propose. It includes the following steps:  

1. To ensure work of the device before the process of 

identification the preparatory works are carried out:  

– conduction of experiments and calculation of indices of 

the average regulated time kT  of the possible absence of 

operator’s motor activity; non-critical regulated time maxT  of 

the possible absence of operator’s motor activity; maximum 

critical regulated time max_AT , within which the automated 

system can work without the operation of process control; 

optimal time optT  for the recognition and perception of 

information from the signal element, and also directly the 

conduction of commutation by the manual manipulator. 

– keeping these indices in the blocks of the timer, 

programmer and comparator. 

2. In the Timer the initial recording time is set – regulated 

average time kT  of the possible absence of operator’s motor 

activity  

3. Conduction of each (i) regulated professional action 

(movement) of an operator is accompanied with the transfer of 

the time signal D  from the Sensor of operator’s movement to 

the timer. 

4. Within the time from the moment of transfer of the 

previous signal about professional actions (movements) of an 

operator the timer conducts the countdown (starting from 

zero) with the constant control of the absence of exceeding of 

the regulated average time kT  by the current time in the Timer 

)i(Tp :  
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kp T)i(T  . (5)  

5. In case when the moment of arrival of the signal 

)i(Tp
from the Sensor of operator’s movement to the timer 

conforms the condition (5), the Comparator identifies the (i) 

current state of the operator with the type of working delay of 

operator’s activity (type A).  

6. At the same time, the current value of delay time, saved 

in the Timer, is nullified 0)i(Tp   and the timer starts the new 

countdown.  

Restoration of operator’s motor activity is carried out 

following the regulated algorithm – i.e. by means of an 

independent restoration of motor activity connected with the 

appearance of the next regulated operation of controlling an 

object.    

7. Information about each (i) current stare of an operator 

goes from the movements Sensor and the Timer, is saved in 

the Accumulator of the device in the format of tuple REG , 

which keeps quantitative characteristics of the delay of 

operator’s motor activity – the period of time before the action 

)i(Tp
 and the action time )i(Ta

, as well the qualitative 

characteristic – the type of delay of motor operator’s activity: 

 A),i(T),i(TREG pa . (6) 

8. In case the time signal D  from the movement Sensor 

does not come by the moment when the current time in the 

timer )i(Tp
 equals to the regulated average time kT , the 

timer sends signal D  to the Programmer, informing about the 

necessity to use the algorithm of test correction of the delay 

of operator’s motor (working) activity. 

9. For this purpose the Programmer, in accordance with the 

set in it programs, forms (chooses) the algorithm 
slgA  of the 

test correction within the time 
rT , which presupposes 

transmission of the signal to the Alarm block concerning the 

sequence and time of activation of the signal elements Left, 

Right, Zero, Down, Up within the time, which does not exceed 

rT  (with the condition maxrk TTT  ):   

  54321s t,t,t,t,t,SeqALG  . (7) 

The difference between the time moments of signal 

elements activation must not exceed optT : 

  opt1ii Ttt   . (8)  

10. The Programmer also sends the signal 
slgA  to the 

Timer when the algorithm starts and it begins the countdown 

with the constant control of absence of the exceeding of the 

maximum non-critical regulated time maxT  by the current time 

in the Timer )i(Tp :  

 maxp T)i(T  . (9)  

11. The same signal 
slgA  is sent by the Programmer also 

to the block of Control keys.   

12. In case the operator conducts the correct commutation 

– i.e. the concurrency of the complex of indices of sequence 

Seq  and the commutation time:   

   opt5opt4opt3opt2opt1 tt,tt,tt,tt,tt,SeqsRe  (10) 

– the signal sRe  from the Manual Manipulator through 

the open proper key of the block gets to the Timer, after that 

the current value in the Timer is nullified 0)i(Tp   and the 

timer starts the new countdown;  

– the signal sRe  from the Manual Manipulator and signal 

slgA  from the programmer get to the Comparator, which, it 

the condition (9) is confirmed, identifies the (i) state of the 

operator by the type of the non-critical delay of operator’s 

activity (type B); 

– the signal sRe  from the Manual Manipulator gets to the 

Accumulator and is saved there in the format of tuple REG , 

which keeps quantitative characteristics: of duration of the 

non-critical delay of operator’s motor activity 

kap T)i(T)i(T  ; the algorithm of test correction and the 

moment of time, when it will be successfully conducted 

rpr T)i(T)i(T  ; qualitative characteristics – the type of 

delay of operator’s motor activity: 

 B),i(T),i(TREG rp . (11) 

Thus the fulfillment of the correct commutation by the 

operator proves the fact that the operator possesses the ability 

to conduct conscious adequate professional actions, which was 

identified and corrected by means of the automated test 

algorithm of shifting operator’s attention from current to non-

typical tasks of decision-making and decision-realization. 

13. In case the operator conducts the incorrect 

commutation – i.e. the non-concurrency of the complex of 

indices of the set sequence Seq  and/or the commutation time 

(7):   

– the signal from the Manual Manipulator does not reach 

the Timer, that is why the timer continues the countdown with 

the constant control of the fact that the current time in the 

timer )i(Tp
 does not exceed the maximum critical regulated 

time max_AT ,within which the Automated System can work 

without conducting the process of operation regulation:   

 max_Ap T)i(T  ; (12)  

– the timer send the signal Alarmto the Programmer, 

meaning that it is necessary to use the alarm correction – by 

means of the automatic interference into the object control; 

– in the Programmer (according to the installed 

programs) the algorithm 
slgA  is formed (chosen); it 

presupposes the transmission of the signal to the Alarm block 

with the help of the signal element, informing about the 
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critical situation within the time period that does not exceed 

alarmT ; 

– 
slgA  signal gets from the programmer to the 

comparator, which in case of confirmation of the condition 

(6) identifies the (i) current state of an operator by the type of 

a critical  delay of operator’s activity (type C); 

– on the basis of signals from the Timer and the 

programmer 
slgA  the Accumulator stores information REG , 

which keeps quantitative characteristics of the duration of 

failure delay of operator’s motor activity 

failap T)1i(T)i(T   and qualitative characteristics – the 

type of delay of operator’s motor activity:   

 C),i(TREG p . (13) 

14. Parameters of the algorithm of test correction can vary 

depending on:   

– the number of idle moments in operator’s motor activity 

during the current shift 
vK ; 

– the average number of idle moments in operator’s motor 

activity during the shifts 
vK ; 

– the current time of a shift which corresponds to the five 

types of operator’s functional state, notably:  

– initial reaction (I) – a short-term decrease of the actual 

level of confidence and accuracy of operator’s actions; 

– hyper-compensation (II) and compensation (III) – 

gradual increase and stabilization of indices of confidence and 

accuracy of operator’s professional activity to his individual 

actual level (the period of norm maintenance); 

– sub-compensation (IV) and de-compensation (V) – 

decrease of operator’s normal level of confidence and 

accuracy of professional activity, connected mainly with the 

tiredness. 

15. In parameters of the algorithm of failure correction the 
variants of realization of operation of switching the system of 
object control into the automatic mode can also be 
presupposed. 

Technical results of the suggested system of the 

instruments for identification of operator’s active state consists 

in the increase of quality of regulating the work parameters of 

automated systems of control by means of expanding the area 

of application of the tools of operator’s active state 

identification within the shift with the aim of giving the 

possibilities of control and correction of situations, which 

happen in the process of control, by the results of analyzing 

the type of delay of operator’s motor activity and his ability to 

conduct conscious actions.   

The tables 1 and 2 include results of the imitation 

experiment with the identification of operator’s active state 

according to the given functional scheme (figure 1). 

TABLE I.  SOURCE DATA OF TIMETABLE (С) 

Regulated average time of the possible absence of operator’s 

motor activity 
kT   

0:00:10 

Time for the test correction of operator’s motor activity 
rT  0:00:15 

Maximum non-critical regulated time of the possible absence of 

operator’s motor activity 
maxT  0:00:30 

Time for decision-making concerning the choice of algorithm of 

failure situation correction 
alarmT  0:00:10 

Maximum critical regulated time within which the automated 

system can work without the operations of process control 

max_AT  
0:00:50 

Optimal time for recognition and perception of information 

from the signal element and also the direct conduction of 

commutations by the manual manipulator 
optT  

0:00:03 

TABLE II.  RESULTS OF THE IMITATION EXPERIMENT OF OPERATOR’S ACTIVE STATE IDENTIFICATION   

i )i(Ta
 

rT  

Algorithm 
slgA  of test correction  

Time period 

of successful 
test fulfillment 

)i(Tt
 

)i(T p
 Total 

time 

Value 

of the 

timer 
signal 

Type of 

motor 

activity 
delay 

Signal about the 
critical situation 

occurrence t1 LEFT t2 RIGH T t3 ZERO t4 TOP t5 DOWN 

1 0:00:03 - - - - - - - 0:00:03 0:00:03  D   A  - 

2 0:00:06 - - - - - - - 0:00:06 0:00:09  D   A  - 

3 - 0:00:09 0:00:00 - 0:00:03 0:00:06 - 0:00:09 0:00:19 0:00:37  S   B  - 

4 0:00:05 - - - - - - - 0:00:05 0:00:42  D   A  - 

5 0:00:06 - - - - - - - 0:00:06 0:00:48  D   A  - 

6 0:00:06 - - - - - - - 0:00:06 0:00:54  D   A  - 

7 0:00:04 - - - - - - - 0:00:04 0:00:58  D   A  - 

8 - 0:00:15 0:00:00 0:00:03 - 0:00:06 0:00:09 0:00:12 0:00:22 0:01:35  S   B  - 

9 0:00:06 - - - - - - - 0:00:06 0:01:41  D   A  - 

10 - 0:00:15 0:00:00 0:00:06 0:00:03 0:00:12 0:00:09 - 0:00:15 0:01:56 Alarm  C  A 
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IV. CONCLUSIONS 

Therefore, the suggested system of the instruments for 

identification of operator’s active state and the methodology 

of its application allows to: 

1. Provide the increase of quality of control and 

regulation of parameters of Automated Systems by means of 

introducing algorithm and tools: 

– of identification of the type of motor activity delay of 

an operator of automated control system; 

– of adaptive correction of non-critical and critical 

types of delay of operator’s motor (working) activity by 

means of test and failure correction. 

2. Increase the efficiency of operator’s work by means 

of implementing the technology of maintaining the active 

state of work within the shift as well as by means of prompt 

interference into the process of control in case of defining 

the critical situation of the absence of operator’s possibility 

to conduct actions, adequate to the time requirements.  
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Abstract–With a little time and too much information to learn, Infographics were used to support as data visualization. Visual 

communication is communication through visual aids. Visual communication is more effective than reading and hearing information. 

There are so many infographics for everything; however, how can we know which one has a good or not so good design. The aim of the 

paper is to clarify the evaluation approach of infographic in many aspects and methods. The paper presents the definition and the uses 

of infographic in the introduction section. The types of infographics are mentioned with the examples. The trendy multimedia and 

interactive infographic are introduced. The most important part of the paper is the evaluation approach, which will be addressed with 

the questions and discussion for infographic developer. The recommendation for infographic designing will be concluded in the last 

section of the paper.  
 

Keywords- Infographic, Data Visualization, Information Visualization, Infographic Evaluation 

I. INTRODUCTION 

 Infographic is data visualizations that present complex 

information quickly and clearly [1]. As mentioned by 

Visual.ly, data visualization includes signs, photos, maps, 

graphics and charts, it presents complex data. The 

infographic is part of data visualization. The foundation of 

infographics is composed of three major parts. They are 

Visual, Content and Knowledge. Visual representations of 

data, information, and/or knowledge are:  

(1) Visual elements – colors, graphics, signs, icons, 

maps, etc.  

(2) Content elements –facts, statistics, texts, references, 

time frames, etc.  

(3) Knowledge –conclusion to express the stories or 

messages [1].  

  

 The infographic design is very significant. The 

designing process of infographic can help understand and 

implement the principles of the designs better than 

designing the web or documents as well. Nevertheless, 

graphics could fast persuade readers to disregard the article 

[2]. Now almost everyone is using infographics, such as 

companies, educators, non-profits organization, etc. The 

reasons why we need infographics are to communicate a 

message, to present large amount of information in a 

compressed and easy way to understand, to expose the data, 

to determine cause-effect relations, and to classify 

relationships among data, and to observe changes or trends 

in data [3]. The tools help integrate these three main 

components to form nice and well-designed infographics 

[2]. Importance of infographics are making information 

more appealing, showing valuable ideas, attention-grabbing, 

easier to understand, being more persuasive, memorable, 

easily relay information [4]. The tools help integrate these 

three main components (Visual, Contents and Knowledge) 

to form nice and well-designed infographics. The word 

“infographic” according to the book of Krum [23] 

mentioned (based on the data from Google Insights for 

Search) shows that the last two years (2010-2012) the 

clearly growth in searching for “infographic” term has been 

recognized.                                          

II. TYPES OF INFOGRAPHICS 

 In general, there is the accepted standard in the medium 

towards exploring new formats based on web mash-ups and 

data visualization, but not often they aim to make up a space 

for public debate that provides readers more than just only 

one platform. Arabic numerals are preferable in 

infographics; the heading of table should be underlined and 

centered above them. Human mind can recognize visual 

information much more successful. With today’s 

technology, infographics can also be transformed to 

animated images for the website version [5]. There are many 

articles and papers mentioned the types of infographics. 

They are the followings: Ashton [6] said that at least we had 

many types of infographics coming in all shapes and sizes 

[7]. The followings are the main types of infographics:  

 The Visual Article (Figure 1) 

 The Flow chart (Figure 2) 

 Useful attraction (Figure 3) 

 Number, The Timeline (Figure 4) 

 Data Visualization(statistical based) (Figure 5) 

 The Compare & Contrast (“VS: Versus”) (Figure 6) 

 The Photo (Figure 7) 

 How-to (process oriented) (Figure 8) 

 Research Results(Figure 9) 

 “Did-You-Know?” (Figure 10) 
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Figure 1. Example of visual story infographic 1(Titanic)  

 
Figure 2. Example of the flow chart infographic2(How 

Affiliate Marketing Works) 

 
Figure 3. Example of useful attraction infographic 3(Travel 

Like an Athlete) 

 
Figure 4. Example of number, the Timeline infographic 

4(Google Search Timeline) 

 

 
Figure 5. Example of data visualization infographic5 

(Technology is the key) 

                                                           
1 http://thumbnails-visually.netdna-

ssl.com/titanic_521df2c4be587_w1500.png 
2 http://designwebkit.com/wp-content/uploads/2011/10/Affiliate-

Marketing-flowchart.jpg 
3 http://www.jaunted.com/files/6193/Travel_Like_an_Athlete 

COMPLETE.jpg 
4 http://1.bp.blogspot.com/-

JMta3XWwP1M/UkSAUDID_ZI/AAAAAAAAAqs/H_JBg0HOaa8/s16

00/Screen+Shot+2013-09-26+at+11.40.10+AM.png 
5 http://bluehatmarketing.com/wp-content/uploads/2013/02/infographics-

and-data-visualisation-image1.png 

 
Figure 6. Example of VS infographic6 

 
Figure 7. Example of the photo infographic7 (Wedding 

Infographic) 

 
Figure 8. Example of how-to (process oriented) infographic8 

(Tie Instruction) 

 
Figure 9. Example of Research Results infographic9 (Top 

Employers South Africa 2014) 

 
Figure 10. Example of “Did-You-Know?” infographic10 

(Winter Type Statistics) 

                                                           
6 http://www.pardot.com/wp-content/uploads/2013/01/Marketing-

Scientists-vs-Marketing-Artists.png 
7 http://fc03.deviantart.net/fs70/i/2013/142/f/b/wedding_infographic_ 

design_by_darkstalkerr-d66603e.jpg 
8 http://mlhart.files.wordpress.com/2011/02/tie.jpg 
9 http://www.top-

employers.com/PageFiles/6501/Top%20Employers%20South%20Africa

%20Research%20Results%202013%20Infographic.png 
10 http://thumbnails-visually.netdna-ssl.com/did-you-

know_50ffd4e64bf9d_w1500.jpg 
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Figure 11. The way to present data in infographic [22] 

 

To create an infographic, one needs the creativity and 

aesthetic. The infographic creators sometimes have to act as 

artists. Because the main purpose of infographic is to make 

people summarize information quickly in the world full of 

flooding information. Infographic is not made for 

entertaining only but it should conclude the main 

ideas/products/services. The infographic creators should 

consider the foremost structure, accuracy, reliability, depth, 

and functionality and then think about decoration. The 

infographic creators must think about whether the 

decoration is required at all or what type of infographic 

would appropriate for presenting the main idea. This is not 

that infographics should not be beautiful. On the other hand, 

if infographic has been made in order to draw readers and 

make them feel attracted in contents. If decoration can be 

the obstacle for readers to understand the main idea of the 

infographic, possibly the aesthetic or elegance may not be 

needed. 

 Linda [8] said in her presentation on website 

slideshare.com that the infographics need analyzing, 

evaluation, and creation. To present the huge information in 

a large set of data, graphs and statistical chart or 

geographical context to a story with a map need to be 

applied. These are data visualization tools. The pattern is 

hidden behind the complexity of tabular forms of numbers 

and data. The pattern became visible when a human brain 

can recognize it. The human brain can easily remember 

things in picture better than texts. The well-built and 

reasonable presentation of information, graphics, charts, 

maps and colors are what make infographics noticeable and 

attract the audience successfully [9]. In Figure 11, it shows 

the guideline of how creators create the type of graphs or 

charts to present or emphasize the different situations. For 

example, if the creator would like to see the relationships 

among the data points, the suitable graph or chart type 

would scatter plot, matrix chart, and network diagram. Line 

graph, stack graph, and pathway should be used for tracking 

rises and falls over time. Bar chart, bubble chart, and block 

histogram are tools for comparing different values with 

correctness, and a choropleth map is a tool for 

distinguishing the comparative occurrence of phenomena in 

an area and can illustrate the piece in the whole map. Good 

graphics are not just displays; audience can extract 

information from, but devices to explore information with 

[10]. 

 

III INTERACTIVE, MULTIMEDIA AND VIDEO 

INFOGRAPHICS 

  

 Creating the graphical representation of complex 

datasets makes it easier to be understood; this is called data 

visualizations and infographics. One original infographic 

project is Paris Metro by Harry Beck [14]. The meaning of 

Harry Beck's map design in 1933 (Figure 12, 13) is widely 

familiar as one of the Graphic and Information Designs, and 

became a main persuasion to the underground maps of the 

world. In year 2009, Mark Ovenden wrote the book called, 

“Transit Maps of the World”, in which he mentioned the 

map of Harry Beck. 
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 s  

Figure 12.& 13. The old maps used as the infographic. 

 

 Nowadays everything is interactive; including 

interactive infographics which allow the users to interact 

with the information. They need designers and programmers 

to create and allow the users to explore the information 

themselves. One of well-established interactive infographics 

has been created by news organization like CNN. For 

example, the CNN Ecosphere uses WebGL to create data 

visualization; in addition, since the social networking is very 

well known for everyone, the interactive infographic can 

help spread the infographic. 

 The effort for creating good interactive infographics is 

greatly increasing, nowadays many web-based data 

visualization tools are making it easier to create interactive 

infographics, but they still require great effort especially 

when multiple datasets are being compared [15]. The 

information can change over time and that can create the 

interactivities in infographics. The interesting 

Interactive/Video Infographics sites are as follows:  

 http://www.dipity.com/ (create an interactive 

online timeline) 

 http://www.tableausoftware.com/public/community 

(live metric tracking)  
 http://news.bbc.co.uk/2/hi/in_depth/interactives/def

ault.stm  

 http://www.coolinfographics.com/blog/tag/video  

 http://youtu.be/d0zION8xjbM  

 http://vimeo.com/9602282  

 

 More and more interactive infographics have been used 

widely, they are very catchy and improving user-

experiences [11]. Some of the most engaging infographics 

are actually interactive pieces created in Flash or HTML5. 

More detailed information can be discovered by clicking 

any words or pictures. The interactivity of the feature is 

joined with the immediacy and interest that the topic 

generated combined to create a very successful piece of link 

attraction [12]. 

 The multimedia infographic allows some interactivity, 

and the users have an ability to browse the infographic 

which offers a virtual connection to the content. New 

technologies can and do encourage designers and visual 

communicators. Video infographic offers another engaging 

format for infographics [13]. This will include imaging 

multiple panes of static or animated infographics with a 

voice over to tell a story. The impact is more. The moving 

images are very attractive and they prevent our 

concentration to deviate [12]. The advantages of animated 

infographics are: The benefits of animated infographics11: 

They are static but particularly ground-breaking and eyes 

catchy. They facilitate to clarify the difficult and complex 

idea for examples in medical and health issues. They can be 

plugged to the blogs and website where static infographics 

are submitted. In video infographic, the animated text can 

move towards flying in and out. It will easily receive the 

main message together with adding to that visuals, 

background music and sounds. Moreover, the font and its 

size are very significant. The text must be very clear to the 

viewers’ eyes and the font has fair readability. Animated 

interactive infographics will happen to common by using 

Flash or HTML5 in websites; it makes infographics much 

more interesting same as video infographics.  

III. CREATING INFOGRAPHICS 

 The first way to create an infographic is to hire a 

designer or agency to create it. This is to make sure that the 

infographic is visually independent of others and 

representatives of the brand. Nevertheless, it can be 

expensive. In the old days we could create infographic using 

paper, pen, pencils, makers, and rulers.  Alternatively, today 

we use computer software to build nice infographic, which 

is both faster and easier and even more attractive and 

multicolored [16]. A different way is to find the suitable 

websites that offer portfolios or templates of infographic, or 

information on hiring designers. There are two methods in 

order to create the proper infographic [1]. 

 1. Build entirely online with infographic website (such 

as www.visual.ly and www.easel.ly) 

 Advantages: easy, quicker, graphics and creation 

tools provided for you, publish and share 

 Disadvantages: limited data input, limited 

template and design choices, may not be higher for printing, 

maybe restricted to their website 

 2. Use image editing software to build infographics 

(MS Excel, MS PowerPoint or Publisher, Photoshop, and 

other open source software, such as Paint.Net, Gimp, 

Inscape, Photoshop Express, Pixlr, Sumopaint, Creately) 

and also there are many Apple and Android application 

(Apps) to create the infographic. Then host it online 
 Advantages: more design freedom, build it high-

resolution for print, use it/output it many formats, host it 

online easily 

 Disadvantages: more work, requires a little 

knowledge of image editing/design principles, find sources 

for hosting/sharing 

 

 Nonetheless, if we need to build the infographic for 

specific purpose, here is the first start. Krauss suggested a 

very useful nine-step process to create the infographic [1] as 

follows: 

                                                           
11 www.inforgraphicdesignteam.com 
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1. Gather your data (need numbers from more than once 

recourses) 

2. Determine your purpose 

3. Plan your infographic (outline or flow chart)  

4. Start laying out your plan with software or an online 

tool (graphics or photos) 

5. Evaluate your data 

6. Find the best way in a visual representation(type of 

charts, and cite data properly)  

7. Apply a color scheme & choose fonts 

8. Step back and evaluate it, get feedback and edit  

9. Caution about the copyright, cite your sources for data, 

and don’t use any image off the web. 

 

 There are a number of tools available for creating 

infographics.   Some are more user-friendly than others.   

Several sites that can be used to visualize information. An 

incomplete sentence   Because of the ability to capture 

attention and convey information in a straightforward 

manner, infogr.ams have exploded in use and popularity.  

Students must be able to understand and analyze 

information presented in this manner.   Production of 

infographics also demonstrates a student’s expertise of 

advanced cognitive skills, technical skills, and familiarity 

with varied literacies. The widespread use of infographics 

arises and with emerging technologies influencing the 

definition and requirements of “literacy” for current and 

future students and teachers. They need to embrace new 

forms of presenting information and use it efficiently. 

 Things that have to be taken to consideration for the 

infographic are as follows: 

1. What are infographic? definition, purpose, types 

2. Are there any standards for infographics? Next 

generation science standards, ISTE standards-S 

National Research Council. 

3. Why do we use infographics? Require analysis an 

interpretation, format aids comprehension, visual 

learners. 

4. What are tools for creating the infographics? Ease.ly, 

Visua.ly, Infogr.am, Piktochart. 

5. What goes into infographics, what to consider when 

using or creating? 

6. How do we evaluate infographics? 

 

IV. EVALUATING APPROACH 

 Anyone can create an infographic and put it on the web. 

Not all infographics are good or accurate; it is like when we 

want to validate or evaluate a website. So we should 

validate an infographic carefully before using it. The 

downside of infographic is that data can be skewed and/or 

have a margin of error which would make the data 

irrelevant.  Data is constantly changing on a daily basis, so 

the information presented could be outdated [1].  Although 

data visualizations and infographics can be created 

improperly; putting in too much information (or not 

enough), using inappropriate types for the information 

provided, and unsuitable charts or graphs and other failures 

are common. To avoid sharing some poorly designed 

infographics, the audience needs evaluation and checking-

questions. The things that we have to consider for 

infographics in general are: audience, evaluation, purpose, 

design and bias, readability, interactivity, and social sharing. 

Usually in order to evaluate how well an infographic 

designs and creates, there are some of discussion questions 

[10] to guide how creator thinks and discusses as follows: 

  

Questions about the information: 

 What is useful about putting information in this 

format? 

 What different pieces of information are included 

on this poster? 

 What information was included in this poster that 

allows non-science people to understand the 

content? 

 Write an abstract about what it is about (two or 

three sentences that highlights the purpose of the 

infographic.) 

 What is the infographic about? What story is being 

told? 

 Does it have a clear and meaningful title? What 

kind of headlines, intro copy, and labels could it 

include to make it meaningful for a broad 

audience? 

 Does it tell a story? What are the most important or 

surprising points in the data?  

 What do the data mean?  

 Are there sources for the data? Visit the sources? 

Are they valid websites/sources?  

 Does it tell a story? What are the most important or 

surprising points in the data?  

 Could we go beyond what is currently presented?  

 Can we provide a better context for the data?  

 Are there spelling or grammar errors? (if there are 

errors, chances are there are errors in the data) 

 

Questions about aesthetics of text, photo, object, and color: 

 How are colors used differently in each one? Are 

some colors more powerful than others? 

 How are objects displayed on each one? Do sizes 

of the objects matter in presentation the proposed 

information? 

 How could colors, sizes, and kinds of objects be 

used to give the wrong impression about people 

away from the data? 

 Can we emphasize them by some means?  

 How do the words support or distract from the 

message? 

 How are colors used differently in each one? Are 

some colors more powerful than others? 

 What other variables should be gathered/analyzed 

if we want to give an accurate portrait of the topic 

the graphic covers?  
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Questions about the overall assessment: 

  Make notes about what you notice and like/don't 

like about the infographics. 

 Is it legible? Can you read it and make sense of it?  

 Can you sum up the point or message in two 

sentences or less?  

 Who is the author? Is there any credit or 

information to identify the author as reputable?  

 Is this infographic really “functional” in the sense 

of facilitating basic, predictable tasks (comparing, 

relating variables, etc.)?  

 

Questions about the charts or graphs types: 

 Why would this be better than just showing the 

formulas or using just a bar graph? 

 Color and graphics? Are they legible and easy to 

read?  

  

 Lynda.com mentioned in the tutorial video about the 

five attributes of great infographic, they are contrast, 

hierarchy, accuracy, relevance, and truth [19]. University of 

Mary Washington, infographics blog presented the idea of 

characteristics of an effective infographic [20] in [1] show 

the summaries four main categories were identified: 

Usefulness, Legibility, Design and Aesthetics.   

 

Usefulness: Easy to understand, Clear purpose, Reliable 

data (sources cited), Informative – viewer 

learns something. 

Legibility:  Easy to read, Color scheme should not hinder 

ability to read, Graphs/diagrams labeled 

appropriately, Font choice, size and color used 

to make legible. 

Design:  Graphics should reflect purpose and audience, 

Graphics are good quality, not distracting and 

consistent, Space used effectively (no excess 

clutter), Appropriate use contrast and color. 

Aesthetics:  Easy to follow, overall design facilitates 

understanding, Hierarchy/organization of data. 

   

 Also we can create those questions as the questionnaire 

or form filled. The example of infographic evaluation form 

is shown in Figure 14. 

 

 

 
 

Figure 14. The example of evaluation form12  for Alice in wonderland infographic 

 

                                                           
12 http://www.surveymonkey.com/r/?sm=zFaXDdelKIWwOD5c HeTAIQ %3d%3d 
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IV. CONCLUSION AND RECOMMENDATION 

 Infographics present information in a limited space and 

an artistic format. They are able to quickly pass on facts and 

keep the readers reading it. They give important 

data/information and are enjoyable to read and understand. 

Infographics become popular in web 2.0, because they are 

data in graphic illustrative form which makes it easier for 

readers to look at and digest [17] in [18]. Infographics show 

how the advertising of data and information can be 

ordered/arranged and offered to integrate the summarize 

ideas [21]. For the website, with the advanced technology, 

infographic can be integrated with multimedia concept by 

adding together the sound and motion. However, as 

mentioned in [16] and [12], infographics are not a substitute 

when we do not have real information/facts. It means that 

ethical issue is very important, always use the actual data; 

they should be done without estimating at or making up data 

to add the missing information. Animated interactive 

infographics will happen to common by using HTML5 in 

websites; it makes infographics much more interesting. 

 Considering the infographic as a tool for helping human 

extend capacities beyond the brain limitation, physical tools 

like tangible things can help human life easier, such as 

Notebook [22], Mobile Phone, etc. Non-physical tools (or 

sets of tools and practices), for instance statistical data and 

the scientific method, developed for helping the audience 

look beyond what would normally see, and to overcome 

biases and some negative habits of mind. The same is true 

for great visual displays of information. 

 When constructing an infographic, one must consider 

how best to get across the information and the purpose.  

Elements of design factor into this; the visuals need to 

support the information and should not detract from it.  The 

purpose of the infographic informs how information is 

presented (i.e. statistically, linearly, and procedurally) as 

well as the images used. When people interact with 

infographics in two primary ways which are as consumers 

and as creators of learning (or cognitive processes) measure 

when human is ready to move from a consumer to a creator.  

Humans must be able to remember and understand 

information before they are able to analyze or evaluate and 

finally synthesize or create it.   Additionally, there are 

certain skills necessary to create an infographic, both 

technical and literacy-based.  We can see from all the 

questions for infographic evaluation that there are many 

questions about what information and data should be used 

and they have to be correct. The presentation should be only 

beautiful and attractive, but that is a secondary component 

of their quality. They are, above all, accurate [10].  Every 

single detail is double-checked and reviewed by experts; 

every line, patch, and shade of color has a meaning and a 

function. So the evaluation is matter because it can help 

creating the good infographic and make it easier for the 

audience/user/people to understand the main idea of the 

infographic. 
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Abstract—This paper investigates the use of complex wavelets in gamma ray spectroscopy signals. In this paper an algorithm for 

noise elimination of the detected gamma ray spectroscopy signals is studied. This algorithm is based on the complex wavelet transform. 

Reconstruction of the original detected signal is obtained by applying the inverse complex wavelet transform to the transformed 

complex wavelet transform signal. Five different cases are studied with different five levels of the complex wavelet transform. 

Consequently, comparisons between these levels are considered in terms of maximum number of peak heights, execution time, and peak 

signal to noise ratio (PSNR). Moreover, comparison between different signal reconstruction with respect to different complex wavelet 

transform levels, size of the transformed signal in each level, and number of coefficient in each subband for certain level. One of the 

main advantages of this algorithm that discussed in the previous literature is that its filters do not have serious distributed bumps in the 

wrong side of the power spectrum and, simultaneously, they do not introduce any redundancy to the original signal. The obtained result 

confirms the high accuracy of the considered algorithm over traditional algorithms for both noise elimination and signal reconstruction. 

Keywords—Complex Wavelet Transform; Peak Signal-to-Noise 

Ratio; Linear Filters 

 

 

I. INTRODUCTION 

HE Scintillation detection experiments indicate that the 

electronic noise in InI photodetectors was the dominant 

source of resolution broadening [1]. Hence, the electronic 

noise behavior of the InI detectors was investigated to 

determine the magnitude of various noise components in the 

detectors. These existing noise models are used to analyze 

the electronic noise in InI detectors. The electronic noise is 

expected to arise from several sources in InI detectors [1]. 

These sources are the parallel thermal noise due to the 

detector leakage current (also commonly referred to as shot 

noise).  

Secondly, the series thermal noise that generated in the 

channel of the input JFET of the pre-amplifier. Finally, the 

1/f noise has been obtained from the detector pre-amplifier 

assembly. Since the PMT anode signal is very noisy and 

timing features highly depend on the signal at specific times, 

a de-noising algorithm is required.  

There exist different digital de-noising and smoothing 

methods (e. g. moving average filters) depending on the 

application [2]. A de-noising algorithms based on the 

Wavelet Transform (WT) is implemented to reduce the 

effect of noise introduced by the noisy analog channel and 

by the photomultiplier tube as in [2]. In this application, 

linear smoothing filters are not appropriate because the 

signal contains a sharp portion associated with the 

interaction in the first layer (fast component).  

Wavelet de-noising which is a non-linear filtering 

operation analyzes the signal at different time resolution 

levels and then removes the noise components by 

thresholding signal components in one or more levels. 

Depending on the application, the level and threshold should 

be modified to remove the noise while keeping the 

important high-frequency components of the signal [2].  

Complex wavelet transforms has significant advantages 

over real wavelet transform for certain signal processing 

problem [3]. Complex wavelet transforms, in which the real 

T 
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and imaginary parts of the transform coefficients are an 

approximate Hilbert-transform pair, offer three significant 

advantages over real wavelet transforms: shift invariance, 

directionality, and explicit phase information. These 

properties enable efficient statistical models for the 

coefficients that are also geometrically meaningful [4]. 

Complex wavelets have not been used widely in signal 

processing due to the difficulty in designing complex filters 

which satisfy a perfect reconstruction property [5]. To 

overcome this Kingsbury [6] proposed a dual-tree 

implementation of the CWT (DT CWT) which uses two 

trees of real filters to generate the real and imaginary parts 

of the wavelet coefficients separately. Even though the 

outputs of each tree are downsampled by summing the 

outputs of the two trees during reconstruction, the aliased 

components of the signal is suppressed and achieved 

approximate shift invariance [5]. The complex wavelets are 

first used to perform analysis of the signals [5]. We describe 

how to extract features to characterize textured signals and 

test this characterization by resynthesizing textures with 

matching features. The term de-noising is usually referred to 

removing the white Gaussian noise or thermal noise which 

is added to the signal. In our application, this type of noise is 

mostly introduced by the noisy analog read-out system. In 

our application, a 5-level de-noising algorithm based on 

complex wavelet transform functions was used. Also, the 

rescaling in wavelet decomposition is performed using 

level-dependent estimation of the noise level. This paper is 

organized as follows: Section 2 presents the spectroscopy 

system. The more interesting characteristics of the studied 

complex wavelet transform are represented in Section 3. 

Results and discussion are summarized in Section 4 and we 

terminate our study by a briefly conclusions that we noted 

from our obtained results. 

 

II. SYSTEM CONFIGURATION 

In this system, the components of the system for 

evaluation of noise elimination using complex wavelet 

transform algorithms are described. Contains the following 

elements; 137Cs point source, scintillation detector, 

amplifier, digital system and connection to a desktop 

personal computer (PC). An 1.5 inches x 7.5 inches NaI(TI) 

scintillation detector is used to detect  the radiation signal 

from Cs137 point source. This detector is connected to 

amplifier through coaxial cable which in turn connected to 

the PC. MATLAB environment is used to perform noise 

elimination using complex wavelet transform evaluation. 

In this paper, an algorithm for noise elimination using 

complex wavelet transform is studied on digital gamma ray 

spectroscopy signals. This algorithm is proposed for 

multidimensional signal processing in [7]. Block diagram 

showing the algorithm of noise elimination evaluation using 

the complex wavelet transform is illustrated in Fig. 1.  

Moreover, different wavelet transform levels are considered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 1 Block diagram model of the complex wavelet transform 

algorithm for noise elimination of gamma ray spectroscopy signal 

III. THE COMPLEX WAVELET TRANSFORM 

A. Linear Phase Filters 

One of the most important properties of the filters which 

can be applied to 3-band filter banks is linearity of the 

phase. The phase of the signals which are filtered using the 

linear phase filters is not perturbed, which means all 

frequency components of the signal are shifted equally. The 

filter h(t), which has the linear phase property, satisfies the 

following equation[7] 

  e ( 1 ),0   1ih n h N n n N                 (1) 

where N and θ is the length of the filter and an arbitrary 

variable between zero and 2π. The following four special 

kinds of the linear phase filters are used: 

1. Real filter with θ = 0, 2π and N to be odd, 

3. Complex filter with θ =π/2, 3π/2 

 

B. Filter Bank Characteristics 

Filter banks are widely used in digital signal processing, 

often integrated in a multirate scheme, to reduce the 

implementation cost and to improve algorithmic 

performance [8]. The ideal normalized power spectrum of 

the filters in the filter bank that satisfies all desirable 

characteristics, such as having the Hilbert-pairs wavelet 
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filters and introducing no bumps on the wrong side of the 

power spectrum. This filter bank introduces no redundancy 

because one of the wavelet filters is the complex conjugate 

of the other, so the resulting coefficients of one filter is the 

complex conjugate of the other filter, and we can discard 

them in further analysis [7]. 

In the ideal case, without considering this low-pass filter, 

the sampling frequency can be computed using Nyquist’s 

theorem. In the non-ideal case, an anti-aliasing filter must be 

applied before the sampling part. In this case, the sampling 

frequency can be calculated using the following equation 

[7]: 

n tr2Bf f                                                          (2) 

where fn is the Nyquist frequency and Btr is the transient 

band of the anti-aliasing filter. When using a discrete time 

low-pass filter after a continuous-to-discrete converter, we 

can compute another constraint for avoiding distortion. The 

sampling rate must be computed in such a way that the 

normalized bandwidth of the analog signal be equal to the 

pass-band of the low-pass filter. Therefore, the following 

constraint is computed [7]: 

2

n
s

low

f
f

B
                                                                   (3) 

where Blow is the normalized pass-band of the low-pass 

filter. In this case, the amount of sampling frequency 

increase with respect to the common sampling is [7]: 

2

2

n

low

n tr

f
B

R
f B




                                                      (4) 

In addition, natural signals decay very fast with frequency 

increase; therefore if we deviate a little from this sampling 

rate constraint, the amount of distortion introduces into 

signal is not very much. We will see this in the second part 

of the simulation results. 

C. Filter Bank Design Procedure 

An orthogonal filter bank for digital gamma ray 

spectroscopy which consists of one real filter h0(n)and two 

complex conjugate filters  ch n and  *

ch n  is studied. It 

is considered [7] 

      1 2

1

2
ch n h n ih n                               (5) 

then for having a complete orthogonal transform, h0(n), 

h1(n) and h2(n) must satisfy the shift orthogonal condition 

expressed in the next equation. 

In order to have a complete orthogonal transform, the 

scaling and the wavelet functions must satisfy the shift 

orthogonal condition.  

The design cost function is given by [7] 
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where α is the weighting coefficient and the stopband 

power is calculated at those frequencies ω1 and ω2 that 

maximize it. For this purpose, the stopband is sampled 

uniformly and the stopband power is evaluated at these 

sampled frequencies. A gradient descend algorithm for 

minimizing the cost function is used. At every iteration the 

weighting coefficient α should decrease such that the 

optimized filters satisfy the shift orthogonal condition. This 

iteration will terminate when the cost of the shift orthogonal 

condition expressed in the first line of Equation 6 becomes 

sufficiently small (≈ 10−6). 

IV. RESULTS AND DISCUSSION 

We apply the low-pass filter before the analysis and after 

the synthesis filter banks, therefore we deviate from the 

perfect reconstruction condition. To observe the amount of 

distortion introduced into the signal, we apply different 

levels of the filter bank with the low-pass filter to the 

acquired signal. The original detected signal is depicted in 

Fig. 2. 

The impulse response of the filters at levels one, two, 

three, four, and five at different shifts and the resulting 

absolute value of the wavelet coefficients at these levels are 

shown in Figs. 3-7, respectively. As illustrated in these 

figures, these filters are highly oriented in 00,  450, 900, 

and 1350 and the real and complex parts of the complex 

filter constitute Gabor-like filters as in [7]. As illustrated, 

the filters even at the first level are oriented. It is interesting 

to test the shift-invariance performance. It is obvious that 

the studied filter bank has an excellent shift-invariance 

property which is comparable to the dual-tree complex 

wavelet transform. For the studied filter bank with the filters 

of length 37, Ra is calculated and is shown in Table 3. As an 

illustrative example, we construct the signal of one, two, 

three, four, and five levels and the reconstructed signals are 

shown in Figs. 6-12. One can see that transformed signals 

are shift-invariant and free of aliasing.  

Comparison between the different wavelet levels are 

depicted in Table 1. From this table, the number of counted 

peaks decreases with the wavelet level. Also, the number of 

counted peaks of the original signal is equal to the number 

counts of level five complex wavelet transform. However, 

the execution time increases with the level. Also, 

comparison between different five levels is illustrated in 

terms of PSNR. From the theoretical results, the PSNR of 

the reconstructed signals are very high. Therefore, the 
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underlined filter bank is considered as a nearly perfect 

reconstruction filter bank on natural signals. Moreover, 

comparison between different signal reconstruction in terms 

of different complex wavelet transform levels, size of the 

input signal, size of the transformed signal in each level, 

number of coefficient in each subband for certain level, and 

total length of the input signal is depicted in Table 2. Also, 

the normalized amplitude of level 1 complex wavelet 

transform is depicted in Fig. 13. 
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Fig. 2 Original detected signal from the scintillation detector 

 

0 1000 2000
0

10

20

1
3

5
0

Real part

0 1000 2000
0

10

20
Imaginary part

0 1000 2000
0

10

20
Absolute Value

0 1000 2000
0

10

20

4
5

0

0 1000 2000
0

10

20

0 1000 2000
0

10

20

0 1000 2000
0

20

40

0
0

0 1000 2000
0

20

40

0 1000 2000
0

20

40

0 1000 2000
0

100

200

9
0

0

0 1000 2000
0

100

200

0 1000 2000
0

200

400

 

Fig. 3 The impulse response of the filters at level one at different 

shifts and the resulting absolute value of the wavelet coefficients 
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Fig. 4 The impulse response of the filters at level two at different 

shifts and the resulting absolute value of the wavelet 

coefficients

TABLE I 

COMPARISON BETWEEN DIFFERENT COMPLEX WAVELET TRANSFORM LEVELS 

 
Number of Peaks Execution Time 

(s) 

Level 1 207 4.015 
Level 2 188 4.516 

Level 3 172 4.829 

Level 4 147 5.266 
Level 5 143 9.25 

 

 TABLE 2 
COMPARISON BETWEEN DIFFERENT LEVELS IN TERMS OF DIFFERENT STRUCTURE 

PARAMETERS 

 
Subbands Coefficient 

Number 

Total length 

Level 1 [4082 1] 17849 160641 

Level 2 [2x2 double] [17849 5115] 188827 
Level 3 [3x2 double] [17849 5115 

1782] 
199750 

Level 4 [4x2 double] [17849 5115 
1782 671] 

204007 

Level 5 [5x2 double] [17849 5115 

1782 671 297] 

206009 
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Fig. 5 The impulse response of the filters at level three at different 

shifts and the resulting absolute value of the wavelet coefficients 
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Fig. 6 The impulse response of the filters at level four at different 

shifts and the resulting absolute value of the wavelet coefficients 
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Fig. 7 The impulse response of the filters at level five at different 

shifts and the resulting absolute value of the wavelet coefficients 
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Fig. 8 Reconstructed signal using first level of the algorithm. 
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Fig. 9 Reconstructed signal using second levels of the algorithm. 
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Fig. 10 Reconstructed signal using three levels of the algorithm. 
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Fig. 11 Reconstructed signal using four levels of the algorithm. 
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Fig. 12 Reconstructed signal using five levels of the algorithm. 
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Fig. 13 Normalized amplitude of the output signal. 

CONCLUSION 

This paper focuses on noise elimination due to both 

electronic system readout and coaxial cables between 

scintillation detector and amplifier. An algorithm based on 

complex wavelet transforms is studied to do this function. 

The input signal is transformed using the complex wavelet 

transform. Then, the inverse complex wavelet transform is 

applied to the transformed signal. Comparison between 

different complex wavelet transform levels is considered. 

This comparison is based on both number of counted peaks, 

execution time and PSNR. This filter bank has linear phase 

filters. The resulting filters at different levels do not produce 

serious bumps on the wrong side of the frequency axis.  
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Abstract—The purpose of this project is to design a new form of interface for children’s learning by applying the augmented reality 

(AR) technology. Our main idea on this project is to explore the method of interaction that most people have yet to know about. The 

existing methods of user interface have become quite common to the users. Hence, we provide the new approach of interaction called 

AR Marker-based interaction in solving difficulties in attracting and cultivating children's interest in learning. This study is 

implemented in a children’s 3D Dinosaur Encyclopedia. The motivation for this study is due to the lack of interaction and interest in the 

common teaching methods. Additionally, our study aims at providing new ways to make learning fun for children. 

 

Keywords— augmented reality, marker-based interaction, children 

I.  INTRODUCTION  

Previously, augmented reality (AR) is known as a part of 
mixed reality (MR) in the field of virtual reality (VR). But AR 
and MR have been seen as the same terms of the technology 
use. AR is reaching it significance as the new medium in the 
evolution of MR [1]. However, AR and MR have increasingly 
been seen as the same in terms of the technology being used. 
MR is reaching its significance as the new medium in the 
evolution of VR? The usage of AR has been seen in various 
fields including architecture, advertising and navigation 

systems application. Recently, there has been a marked 
increase in the use of MR in outdoor environments [2]. 

The need to develop augmented reality applications that 
assist in learning is because of unexploited dynamic interactive 
visual imagery [3]. Using augmented reality applications as 
learning assistants can exploit dynamic visualization. 
Furthermore, [3] stated that the use of augmented reality will 
make learning experience more enhanced and users will have 
better interaction. 
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In applications for children, AR has been used to help in 
visualization. Among others are those which have been 
developed by Engine Design Puzzle Material Master and 
Materials Mastermind. Additionally, there are also storybooks 
in augmented reality that use multimedia elements to represent 
the story for kids [3]. These applications provide the 
visualization and interaction that help children to understand 
the contents. In this project, the development of the AR 
application is focusing on assisting the children to visualize 
effectively the content that originally comes in printed format. 
In a study done by [4], 3D models are overlaid over printed 
book pages or 2D images which have been captured using 
personal computer camera. This approach will be used in our 
study to display the types of dinosaurs and to provide a method 
for interaction as existing AR application.  

There are currently many applications available for learning 
about dinosaurs in AR form for children. However, they still 
lack the features to provide means for independent learning. 
Although there is some form of interaction, its only purpose is 
to control the view. On top of that the interaction that these 
applications promote do not convey the information contained 
in the encyclopedia. 

2D illustrations found in printed or book pages may be less 
effective to convey the context of some objects and it may lead 
to an incorrect interpretation, particularly those related to 
spatial representations [5]. 3D visualization contains realistic 
and detailed objects; and may change to provide first-person 
perspective as compared to 2D visualization which focuses on 
flat spatial representation [6]. The 3D graphics can affect the 
effectiveness and efficiency of how the audience views the 
graphics [7] and demonstrated better viewed as shown by many 
studies [8]. In terms of interaction, with recent development of 
3D data acquisition there is a possibility of a more efficient 
manner to reproduce real objects into virtual images and enable 
users to better manipulate and interact with these images [9]. 

Augmented reality development aims to provide a new 
experience to the community to see digitally enhanced objects 
in a real environment [10]. Since augmented reality is 
relatively a new form of technology, it can be adapted for 
learning assistants in the real environment [3]. This technology 
can be used to better engage students in the teaching materials 
more effectively. Furthermore, augmented reality enhances 
children's understanding of dinosaur encyclopedia based on the 
book through interactivity. It will benefit learners through the 
capabilities for the userss to control, manipulate and share 
information subject. 

II. RELATED WORK 

A. Augmented Reality (AR) 

Augmented Reality is a part of virtual reality or virtual 
environment as its alternative name. Virtual Environment 
totally brings the user into an artificial world and user is unable 
to see the real environment. In Augmented Reality, users are 
able to see the real environment with virtual objects placed on 
the real environment. In augmented reality the real and virtual 
objects are superimposed in the same space. Augmented reality 
can be perceived as the “mediation” of virtual reality and 

telepresence which is immersive and realistic respectively [11]. 
Augmented reality was as subset of Mixed reality since they 
have the similarities of the way they used technologies in 
which mixed reality technologies will be used as the new 
medium [1]. Augmented reality was a subset to the virtual 
reality in which virtual reality fully utilizes the virtual 
environment seems like the real environment while in 
augmented reality, user can see virtual objects in their real 
environment [12]. According to [4], there are also various 
forms of media that use augmented reality technologies using 
the printed pages as the markers. 

B. Interaction 

The interaction mode for augmented reality is named 
Exploring [13]. The exploring interaction allows user to move 
through a virtual or real environment that may come from 
virtual and augmented reality systems. In the physical 
environment, the system will be embedded with sensing 
technologies in which the sensing device will detect the 
presence of physical object, and respond by executing the 
digital events. 

C. 3D Graphics Visualization Enhanced with Multimedia 

Elements in Augmented Reality 

3D visualization or graphics is a presentation and the 
control of objects in the spatial presence in a computer in 
which the application program for designing 3D objects give 
the properties such as height, width and length and the images 
can be rotated and scaled. There has been an increase in the use 
and influence of the 3D visualization digital presentation and 
technology in people’s life [14]. Furthermore, the latest 
technology improvements in 3D data gathering and interaction 
allow for efficient generation and manipulation of complex real 
life objects [9]. There are several augmented reality 
applications that used 3D visualization. In the medical field, the 
surgeon uses the augmented reality application to visualize the 
anatomy of the affected area by designing the 3D graphic from 
the various views and parts. In the engineering field, the 
prototype will be designed in 3D and displayed and imaged in 
the client’s conference room. Another example will be for the 
education: Construct 3D in which it is for math learning and 
geometry in 3D. Although most augmented reality application 
displaying 3D visualization, the augmentation can be 
represented in both 2D and 3D graphics [15].  
 

D. 3D Graphics for Children 

1) 3D Graphich Perception with Children 
Children have their own perception toward seeing the 3D 

graphic visualization. Children often used to see 3D graphics as 
more fun when solving a problem although it takes time on 
understanding how to use the 3D representations [16]. Since 
the children have understood how to interact with the 3D 
object, it would be effective in terms of the delivery of the 
content. 3D scenes may have the characters and other objects 
that occur in 2D scene. Although the 3D scene displayed its 
content in a 2D view, children might feel that they are 
immersed in the 3D spatial environment [17]. 

Page | 572



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0102   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

2) Multimedia Driven for 3D Graphic in Augmented 

Reality 
The use of 3D graphics solely is not enough to enhance 

children’s experience towards some multimedia content. 
Commonly, multimedia content such as a courseware is 
embedded with several elements in which text, sound, and 
some animation are also incorporated. As a result, the 
integration of these elements would make the courseware 
effective in delivery of their content. In augmented reality, the 
effectiveness of the content could be improved by enhancing it 
with several media such as text and sound [18]. 

III. RESEACRH METHOD 

In our study, the following development stages have been 
used to develop our application. The stages involved were 3D 
modelling and animating, augmented reality authoring for 
tracking and interactivity, and lastly the completion. Below 
were the revised development stages with the addition of 
prototyping at the first stage.  

Fig. 1 shows the process involved in 3D Modelling and 
Animation followed by the scripting for functionalities. This 
will be followed by the review of the AR scenes. This process 
will loop until the process end. 

 

Fig. 1. The Development Flowchart 

Stages towards implementation for the design of the AR are 
describes as follows: 

A. Phase 1:Prototyping 

Prototyping in the development of the AR interface had 
been designed in order to test what kind of interface will be 
produced. In this stage, the object used was the basic 3D model 
such as a cube, sphere and a teapot that have been made in the 
3D tool which is 3D Studio Max. Fig. 2 illustrates the 
prototyping result. 

 

Fig. 2.  Prototyping with 3D modelling tool and augmented reality plugin 

The illustration above was the process of initial prototyping 
in which at the right highlighted section shows the option of the 
augmented reality plugin for 3D modelling tool. The option is 
used to select the provided markers that are going to be 
attached to the 3D model. The left highlighted section shows 
the modelling creation. At this section, the model was 
positioned above the markers.  

B. Phase 2:  Modelling and Animation  

The dinosaur character should have been designed as the 
main content for the markers inside the encyclopedia. The 
characters are limited to ten in which each dinosaur character 
was designed from each of the dinosaur family. Fig. 3 and 4 
illustrates the process of characters modelling. 

 

Fig. 3. Character head modeling 

 

Fig. 4. Animation Creation 

In the animation process, character bones needed to be 
created in order to make the animation movements realistic. 
The animation was controlled by adding the key frames in the 
modelling space. It was created repeatedly where the scenes 
would not stop; the character will walk around the character’s 
base. The modelling and animation process were applied the 
same way to the other characters that reflected to dinosaur facts. 

C. Phase 3: Authoring 

The augmented reality authoring is a process of involving 
those models inside the augmented reality scenes. The plugin 
uses XML language to create the interaction of the augmented 
reality. In Fig. 5, the targeted marker refers to the marker that is 
being used to augment characters inside the scene. A single 
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marker may involve several models since the targeted marker 
will not display only a character but the character base, 
character ground, character’s name label, and feedback content. 

 

Fig. 5. The involvement of character model in AR scene 

IV. RESULT – COMPLETION 

The final stage of the augmented reality implementation 
was the completion stage. Completion refers to the attachment 
of the character markers for the character models on the pages 
of each of the dinosaur’s facts pages creation. For the facts, the 
content was taken from several websites that were suitable for 
children and printed on the pages. The design of the pages is 
constructed purely for the purposes of testing to achieve our 
research objectives. Below are the illustrations of the printed 
pages.  

In Fig. 6, the dinosaur’s picture was printed together with 
the character markers on a page. The marker was sectioned at 
the grey rectangle was used to make the marker visible since 
the pictures have various colors that may distract the marker 
visibilities. 

 

Fig. 6. Attached markers on pages for character model 

Figure 7 shows a page that displays the facts about the 
dinosaur. The marker was not attached on this page and the use 

of white fonts is due to the readability factor. The printed pages 
explained the details of each dinosaur. 

 

Fig. 7. The dinosaur's facts on the printed pages 

Fig. 8 shows the interaction marker that was used to interact 

with the character model that has been stated at the design 

stage. The interaction marker would be printed and attached to 

the mounting board in order for the user to handle it easily. It 

was not being attached to the printed pages as it is separated 

from the pages. The marker is also movable to encourage the 

user to interact with every dinosaur character of each page.  

 

Fig. 8. Interaction Marker Template 

The interaction marker has its own categories which are 
carnivore marker, herbivore marker, and the size comparison to 
real object. In order to encourage the user on how to interact 
with the main characters, messages were printed on the back of 
the pages of the interaction marker that asks the user to bring 
these markers to the tracking space during the main characters 
AR displays. 

A. Testing 

1) Method 1: Testing without AR Capability 
The testing was made in public environment in which 10 

students were tested to use the dinosaur encyclopedia that have 
no augmented reality application. 10 general questions were 
provided for the purpose of testing the effectiveness of how the 
encyclopedia conveys the facts to the targeted audience. The 
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question was about general facts of dinosaurs. Below was the 
result of the testing. 

Fig. 9 shows that the encyclopedia without an augmented 
reality in which 9 out of 10 students answered the questions 
correctly. Most of the questions comes from the illustration and 
the facts on the printed pages.  There was also another question 
that was not from the printed pages that used to test their 
knowledge about dinosaurs.  

 

Fig. 9. Without AR capability  

2) Method 2: Testing with AR Capability and no 

Interaction   
In this method, there were 3 children that have been tested 

for the AR application in which the application have no 
interaction. The targeted audience can only view the 
augmented reality scenes of dinosaur animation. Furthermore, 
there were 11 questions provided to them in which they need to 
answer the questions based on the animation and the 
information inside the printed pages. Below is a figure that 
shows on how many questions that have been answered 
correctly a a measure of effectiveness.    

Fig. 10 shows the result for Method 2. The findings show 
that the first child answered all the 11 questions in which 6 
questions out of 11 were answered correctly. The other 
children answered more than 6 questions correctly. From the 
observation, the entire 3 targeted user was able to view and 
control the augmented reality scenes excitedly. Although, they 
tend to use the augmented reality scenes compared to reading 
the information inside the printed pages.  

 

Fig. 10. With AR capability and no interaction  

3) Method 3: Testing AR with Interaction   
This testing method is similar to the second method. The 

only difference is the AR application has the interaction 
element to convey the information at the printed pages in the 
form of a 3D scenery. Fig. 11 shows the improvement of the 
children in answering the 11 questions about the dinosaurs. 

 

 

 

 

 

Fig. 11. AR capability with interaction 

The results show that after using the AR with the 
interaction element involved, the first child answered 2 more 
questions correctly. Some users has answered all the questions 
correctly. This shows that the 3D visualization has helped some 
the children to visualize and imagine the real facts of the 
dinosaurs. On the other hand, only one user had no 
improvement because of capability of their understanding was 
different. The children have used the augmented reality 
according to their own level of interest. This means they used 
to seek the answer by exploring each of the printed pages and 
the interactions. 

V. CONCLUSION 

The design of AR can improve the children’s experience in 
learning especially in supporting the visual conceptualization 
of various forms. It also possibly will extend and give 
alternative opportunities beyond our imagination in learning. 
Currently, the interaction that has been designed was at the 
minimum capability in which it can be improved to be more 
interactive with realistic tangible interaction that may provide 
different experience of interactions. Furthermore, other than the 
personal computer platform, the application may be made 
available to the mobile platform rendering the application more 
ubiquitous. From the perspective of the user interface, the 
information can be displayed perfectly to increase the 
effectiveness not only through the 3D visualization but other 
multimedia elements to convey the content.  

From the research goals, we expect two main contributions 
as follow: 

 Promote the imaginative learning 

 Obtain another experience of learning with the advance 
of AR technology. 

Besides that it will benefit to all researchers, practitioners in 
AR, interaction design for children and Human Computer 
Interaction (HCI) in general. 

Moreover, not only the content creation needs to be focused 
but the performance of the application through different 
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platform capabilities and performances. To reach the maximum 
effectiveness, the performances and error free also plays the 
important roles. For the developers of multimedia application 
and augmented reality system, the understanding of the tools 
will make the development process rapid but at the same time 
ensuring high quality of the final product. 

Generally the most challenging part is the requirement 
analysis design for children; detailed consideration of each 
element must be taken into consideration especially for 
conceptual design in augmented reality applications. Another 
challenge has been in choosing the suitable tool for 
development of the prototype for the application so that it was 
completed within the time frame. As a conclusion, the project 
was successfully designed based on the design stages of our 
methodology. 
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Abstract—The analysis of human activities is one of the most interesting and important open issues for the automated video 

surveillance community. In order to understand the behaviors of humans, a higher level of understanding is required, which is 

generally referred to as activity recognition. While traditional approaches rely on 2D data like images or videos, the development of 

low-cost depth sensors created new opportunities to advance the field. In this paper, a system to recognize human activities using 3D 

skeleton joints recovered from 3D depth data of RGB-D cameras is proposed. A low dimensional descriptor is constructed for activity 

recognition based on skeleton joints. The proposed system focuses on recognizing human activities not human actions. Human activities 

take place over different time scales and consist of a sequence of sub-activities (referred to as actions). The proposed system recognizes 

learned activities via trained Hidden Markov Models (HMMs). Experimental results on two human activity recognition benchmarks 

show that the proposed recognition system outperforms various state-of-the-art skeleton-based human activity recognition techniques. 

Keywords— Activity Recognition; Depth Images; HMM; Behavior Analysis; Video Surveillance 

I.  INTRODUCTION 

Video surveillance has attracted a lot of attention of the 
computer vision community in recent years. The increasing 
demand for safety and security has resulted in more research in 
intelligent surveillance. It has a wide range of applications, 
such as observing people in large waiting rooms, shopping 
centers, hospitals, eldercare, home-nursing, campuses or 
monitoring vehicles inside/outside cities, on highways, bridges, 
in tunnels etc. [1]. Currently, there is an increasing desire and 
need in video surveillance applications to be able to analyze 
human behaviors. Behavior analysis involves the analysis and 
the recognition of motion patterns to produce a high-level 
description of actions and interactions among objects [2]. 
Despite significant research efforts over the past few decades, 
action recognition remains a highly challenging problem. The 
difficulties of action recognition come from several aspects [3, 
4]. Firstly, human motions are represented in a very high 
dimensional space. Moreover, interactions among different 
subjects complicate searching in this space. Secondly, 
performing similar or identical activities by different subjects 
exhibit substantial variations. Thirdly, visual data from 
traditional video cameras can only capture projective 
information of the real world, and are sensitive to lighting 
conditions. 

The problem of behavior analysis is addressed under 
different terms. In the literature, action recognition and activity 

recognition are the most common used terms [2, 5]. The term 
action is often confused with the term activity. Action usually 
refers to a sequence of primitive movements carried out by a 
single object, that is, an atomic movement that can be 
described at the limb level [5], such as a walking step. 
However, activity contains a number of sequential actions. i.e., 
dancing activity consists of successive repetitions of several 
actions, e.g. walking, jumping, waving hand, etc. Actions can 
be placed on a lower level than activities. Approaches for 
recognizing activities are often hierarchical in nature. They use 
previously recognized actions as their input. Different 
approaches are used to recognize low-level actions [6]. Some 
approaches use every single frame (2D templates, 3D object 
models), while others look at the entire video (spatio-temporal 
filtering, sub-volume matching). These techniques extract 
features and match them to a template in order to recognize an 
action. Other techniques, such as hidden Markov models 
(HMMs), estimate a model on the temporal dynamics of an 
action. The model parameters are learned from training data.  

One of the most common methods for representing human 
action is the use of human’s skeletal information. In the past, 
extracting accurate skeletal information from video streams 
was very difficult and unreliable, especially for arbitrary 
human poses. In contrast, motion capture systems could 
provide very accurate skeletal information of human actions 
based on active or passive markers positioned on the body [7]. 
However, the data acquisition was limited to controlled indoor 
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environments. Hence, skeletal-based recognition methods 
became less popular over the years as compared to the image 
feature-based recognition methods [7]. The latter methods 
extract spatiotemporal interest points from video images and 
the recognition is based on learned statistics on large datasets. 
Lately, new technologies help to enhance the monitoring 
process creating systems that are more powerful in detecting 
dangerous situations. With the release of several low-cost 3D 
capturing systems, such as the Microsoft Kinect, real time 3D 
data acquisition and skeleton extraction have become much 
easier and more practical for action recognition, thus restoring 
interest in the skeleton-based action recognition. 

In this paper, a system for human activity recognition is 
proposed. Actually, we extend our previous work presented in 
[8] by focusing on recognizing complex activities as a 
sequence of basic actions. The proposed method presents a 
human activity descriptor based on the human’s skeletal 
information extracted from Microsoft Kinect. This 
representation of the human activity is invariant to the scale of 
the subjects/objects and the orientation to the camera, while it 
maintains the correlation among different body parts.  Hidden 
Markov Models (HMMs) are employed to recognize human 
activities. For each activity class, a HMM is learned. In the 
classification step, an unknown activity descriptor is aligned 
with the HMM in each class. An unknown sequence will be 
classified into the class, which has the highest alignment score. 

The remainder of this paper is organized as follows: 
Section II gives a brief review of some related work in human 
activity recognition. In Section III, an overview of RGB-D 
sensor and depth images is provided. Section IV then presents 
the proposed system. The performance analysis of the proposed 
system is empirically evaluated in Section V. Finally, we 
conclude in Section VI. 

II. RELATED WORK 

Over the past decade, a great deal of work has been done on 
the recognition of human activities. However, the problem is 
still open and provides a big challenge to the researchers and 
more rigorous research is needed to come around it. An 
overview of the various action recognition methods and 
available well-known action datasets are provided in [9]. Most 
previous research in action recognition was based on color or 
greyscale intensity images. These images are obtained from 
traditional RGB cameras, where the value of each pixel 
represents the intensity of incoming light. It contains rich 
texture and color information, which is very useful for image 
processing, however it is very sensitive to illumination 
changes. 

Recently, there have been vision technologies that can 
capture distance information from the real world, which cannot 
be obtained directly from an intensity image. These images are 
obtained from depth cameras, where the value of each pixel 
represents the calibrated distance between camera and scene. 
An advantage of using these sensors is that they give depth at 
every pixel so the shape of the object can be measured. When 
using depth images, computer vision tasks like background 
subtraction and contour detection become easier. Actually, 

there are many attractive progresses and improves have been 
done with the use of depth information.  

Based on the above, there are two main approaches for 
human behavior recognition: RGB video-based approach [9] 
and depth map-based approach [3, 4]. In this section, we focus 
only on reviewing the state-of-the-art techniques that 
investigate the applicability and benefit of depth sensors for 
action recognition especially skeleton-based approaches. The 
use of the different data provided by the RGB-D devices for 
human action recognition goes from employing only the depth 
data, or only the skeleton data extracted from the depth, to the 
fusion of both the depth and the skeleton data. Existing 
skeleton-based human action recognition approaches can be 
broadly grouped into two main categories [10]: joint-based 
approaches and body part-based approaches. Joint-based 
approaches consider human skeleton as a set of points, whereas 
body part-based approaches consider human skeleton as a 
connected set of rigid segments. Approaches that use joint 
angles can be classified as body part-based approaches since 
joint angles measure the geometry between directly connected 
pairs of body parts. 

Jalal et al. [11] present a depth-based life logging human 
activity recognition system to recognize the daily activities of 
elderly people and turn these environments into an intelligent 
living space. Initially, a depth imaging sensor is used to capture 
depth silhouettes. Based on these silhouettes, human skeletons 
with joint information are produced which are further used for 
activity recognition and generating their life logs. The life-
logging system is divided into two processes. Firstly, the 
training system includes data collection using a depth camera, 
feature extraction and training for each activity via Hidden 
Markov Models. Secondly, after training, the recognition 
engine starts to recognize the learned activities and produces 
life logs.  

Gasparrini et al. [12] propose a method for automatic fall 
detection using the Kinect depth sensor in top-view 
configuration. Their approach allows detecting a fall event 
without relying on wearable sensors, and by exploiting 
privacy-preserving depth data only. Starting from suitably 
preprocessed depth information, the system is able to recognize 
and separate the still objects from the human subjects within 
the scene using an ad-hoc discrimination algorithm. Several 
human subjects may be monitored through a solution that 
allows simultaneous tracking. Once a person is detected, he is 
followed by a tracking algorithm between different frames. The 
use of a reference depth frame, containing the set-up of the 
scene, allows one to extract a human subject, even when he/she 
is interacting with other objects, such as chairs or desks. 

Althloothia et al. [13] present two sets of features for 
human activity recognition using a sequence of RGB-D 
images: shape representation and kinematic structure. The 
shape features are extracted using the depth information in the 
frequency domain via spherical harmonics representation. The 
other features include the motion of the 3D joint positions (i.e. 
the ends of the distal limb segments) in the human body. Both 
sets of features are fused using the Multiple Kernel Learning 
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(MKL) technique at the kernel level for human activity 
recognition. 

Wang et al. [14] present an Actionlet Ensemble Model for 
human action recognition with depth cameras. An actionlet is a 
particular conjunction of the features for a subset of the joints, 
indicating a structure of the features. As there are an enormous 
number of possible actionlets, the authors propose a data 
mining solution to discover discriminative actionlets. Then an 
action is represented as an Actionlet Ensemble, which is a 
linear combination of the actionlets, and their discriminative 
weights are learnt via a multiple kernel learning method. 

Ofli et al. [7] propose a skeletal motion feature 
representation of human actions, called Sequence of the Most 
Informative Joints (SMIJ). Specifically, in the SMIJ 
representation, a given action sequence is divided into a 
number of temporal segments. Within each segment, the joints 
that are deemed to be the most informative are selected. The 
sequence of such most informative joints is then used to 
represent an action. One of the limitations of the SMIJ 
representation that remains to be addressed is its insensitivity to 
discriminate different planar motions around the same joint. 
The joint angles are computed between two connected body 
segments in 3D spherical coordinates, thus capturing only a 
coarse representation of the body configuration. 

III. RGB-D SENSOR 

The Kinect sensor is a motion-sensing device that offers a 
simple and convenient way to capture and record features of 
human body motion [15]. The Kinect sensor produces a new 
type of data, RGB-D data, which is an improvement on RGB 
images for human behavior recognition research. Its name is a 
combination of kinetic and connects [16]. It was initially used 
as an input device by Microsoft for the Xbox game console. All 
user movements are captured and reflected on-screen. It 
enables the user to interact and control software on the Xbox 
360 with gestures recognition and voice recognition. The 
Kinect’s output is a multi-modal signal, which gives RGB 
videos, depth sequences and skeleton information 
simultaneously. Recently, the computer vision community 
discovered that the depth sensing technology of Kinect could 
be extended far beyond gaming and at a much lower cost than 
traditional 3D cameras (such as stereo cameras and Time-Of-
Flight cameras) [17]. 

Fig. 1 RGB-D data captured by Kinect 

Figure 1 shows the Kinect sensor and the RGB-D data 
captured including both RGB color image and depth image. A 
depth image (or depth map) is an image that contains 
information relating to the distance of the surfaces of scene 
objects from a viewpoint [18]. Pixels in a depth image indicate 
calibrated depth in the scene, rather than a measure of intensity 
or color. The device is actually composed of multiple sensors. 
In the middle, it has a RGB camera allowing a resolution up to 
1280×960 at 12 images per second [16]. The usual used 
resolution is 640×480 pixels at 30 images per second 
maximum for colored video stream as the depth camera has a 
maximum resolution of 640×480 at 30 frames per second. A 
little away on the left of the device, It has the IR light 
(projector). It projects multiple dots, which allow the final 
camera on the right side, the CMOS depth camera, to compute 
a 3D environment. The device is mounted with a motorized tilt 
to adjust the vertical angle. 

One of the major components of the Kinect sensor is its ability 
to infer human motion by extracting human silhouettes in 
skeletal structures. It extracts the skeletal joints of a human 
body as 3D points using the Microsoft SDK. It provides a 
skeleton model with 20 joints as shown in Figure 2. The 
complementary nature of the depth and visual RGB 
information provided by Kinect initiates new solutions for 
classical problems in computer vision. The availability of depth 
information allows researchers to implement simpler 
identification procedures to detect human subjects. The 
advantages of this technology, with respect to classical video-
based ones, are [12]: 

 Being less sensitive to variations in light intensity and 

texture changes;  

 Providing 3D information by a single camera, while a 

stereoscopic system is necessary in the RGB domain to 

achieve the same goal;  

 Maintaining privacy, it is not possible to recognize the 

facial details of the people captured by the depth camera. 

This feature helps to keep identity confidential. 

 

Fig. 2 [15] Skeleton joints detected by Microsoft SDK  

 

IV. PROPOSED SYSTEM 

The proposed method focuses on obtaining a descriptive 
labeling of the complex human activities that take place over 

RGB Color Image Depth Image 

RGB Camera 

3D Depth sensor 
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different time scales and consist of a sequence of sub-activities 
(actions). In fact, human activity recognition is a challenging 
task since it needs to face with numerous varieties. First, the 
variation in the length of an action where different individuals 
perform actions at diverse rate. Second is differences in the 
characteristics of the human body such as body shape, height, 
weight fitting, etc. Third is the ambiguity caused by the 
similarity of some activities, which represents a great challenge 
for any recognition system. Moreover, environment settings 
and video quality should be considered. For example, dynamic 
backgrounds and cluttered environments are always difficult to 
handle in any video processing application. Other factors such 
as lighting condition, camera viewpoint, and camera motion 
should also be addressed properly. 

Fig. 3 The block diagram of the proposed system 

In fact, our previous work in [8] focuses on recognizing actions 
that span short time periods. However, in this paper, the 
proposed system extends that work by performing a high-level 

activity recognition. These activities take place over a long 
period and consist of a sequence of sub-activities. The 
proposed system employs the human action representation 
presented in [8] to recognize complex activities. This 
representation is characterized by its low dimensionality and its 
invariance to the scale of the subjects/objects and the 
orientation to the camera, while it maintains the correlation 
among different body parts. It is based on the human’s skeletal 
information extracted from depth images. The basic idea of the 
proposed system depends on the fact that each activity consists 
of a sequence of sub-activities (actions) that change over the 
course of performing the activity. For example, a suspicious 
activity like leaving a bag in a public place may include the 
suspect walk, bend and run in a sequence. Therefore, the 
proposed system recognizes these actions independently. Then, 
an activity descriptor is constructed from these actions as an 
ordered sequence. Initially, the descriptor is empty. Then, 
every detected action is added in order to the sequence. Later, 
trained Hidden Markov Models (HMMs) are used for 
recognizing unknown activities. 

Figure 3 shows the block diagram of the proposed system. 
First, the system starts with identifying the skeleton joints 
coordinates for each detected object in the video sequence. 
Actually, the Kinect camera tracks 20 body joints for each 
object in the scene. The position of the skeleton joints are 
provided as Cartesian coordinates (X, Y, Z) with respect to a 
coordinate system centered at the Kinect. The positive Y axis 
points up, the positive Z axis points where the Kinect is 
pointing, and the positive X axis is to the left as shown in 
Figure 4. 

 

Fig. 4 Kinect Cartesian coordinate system 
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(b) The subject at an angle with respect to the depth camera 

Fig. 5 Rotation of the skeleton with respect to the Kinect 

Second, the proposed system constructs the feature vector for 

each detected skeleton in the scene. Ideally, a subject should 

be straight in front of Kinect camera (Figure 5.a) but this is not 

always the case. The subject can be at any angle from Kinect 

(Figure 5.b) and at any distance. To overcome this issue, the 

proposed system rotates all the skeleton points around Y-axis 

in a counterclockwise direction with an angle α in order to 

make the subject straight in front of depth camera. Hence, 

rotation invariance is achieved. This angle is defined as the 

angle between the line connecting both shoulders and the 

positive direction of X-axis of Kinect coordinates system 

(Figure 5.b). Initially, the angle α is estimated using the 

coordinates of two joints: shoulder left (𝑥𝐿 , 𝑦𝐿 , 𝑧𝐿) and 

shoulder right(𝑥𝑅 , 𝑦𝑅 , 𝑧𝑅) as in (1): 

   ∝= tan−1 (
𝑧𝑅−𝑧𝐿

𝑥𝑅−𝑥𝐿
)

Then a counterclockwise rotation about Y-axis is applied to all 
skeleton joints with an angle α. For each skeleton joint 𝑖 with 

coordinates(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), the rotated coordinates (𝑥𝑖
′, 𝑦𝑖

′ , 𝑧𝑖
′) are 

calculated using (2): 

                [

𝑥𝑖
′

𝑦𝑖
′

𝑧𝑖
′

1

] = [

cos ∝ 0 sin ∝ 0
0 1 0 0

− sin ∝ 0 cos ∝ 0
0 0 0 1

] [

𝑥𝑖

𝑦𝑖

𝑧𝑖

1

]          

Moreover, varying the object distance from Kinect makes the 

action recognition more sophisticated. Therefore, it is 

necessary to shift the origin of the coordinates from Kinect to 

a point in the object body to remove dependence on camera 

position. This means joints coordinates should be translated to 

another coordinate system where its origin is a point in the 

human body rather than the Kinect camera.  By this way, the 

distance factor between the object and Kinect is neutralized. 

This permits the coordinates to be expressed invariantly to 

translation and rotation of the body with respect to the camera 

reference system. In our proposed system, we use the shoulder 

center joint as the origin of the new system (see Figure 2). 

Assume that shoulder center joint coordinates are (𝑥, 𝑦, 𝑧). 

Hence for each skeleton joint 𝑖 with coordinates (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖), the 

translated coordinates (𝑥𝑖
′, 𝑦𝑖

′ , 𝑧𝑖
′) are calculated with (3):  

                  (𝑥𝑖
′, 𝑦𝑖

′ , 𝑧𝑖
′) = (𝑥𝑖 − 𝑥, 𝑦𝑖 − 𝑦, 𝑧𝑖 − 𝑧)                    (3) 

Moreover, the individual variations of people in terms of 

posture, height and dimensions have a huge impact on the 

performance of the action recognition system. This is because 

X, Y and Z coordinates of joints of every object doing the 

same action might be different. Therefore, it is necessary to 

normalize the data to increase accuracy of action recognition. 

To simplify the normalization process, the joints coordinates 

are converted from Cartesian coordinate system to spherical 

coordinate system. The spherical coordinate system is a three 

dimensional space system with three components: the distance 

of the point from the origin (radial distance r), the polar angle 

(φ), and the azimuth angle (θ) as shown in Figure 6. When 

normalizing a point in Cartesian coordinates, all the 

components X, Y and Z are changed. However when 

normalizing a point in the spherical coordinates, only radial 

distance r will equal to one while both polar angle (φ) and 

azimuth angle (θ) will remain constant. 

Feature vectors provide a set of characteristics that represent 

the action to be recognized. However, it may include 

irrelevant or redundant information which could complicate 

the classification. Reducing the feature vector size has an 

important impact on the processing time since the recognition 

is performed faster. Concerning the skeletal data obtained with 

depth sensor devices, it can be seen that some joints are more 

important than others if action recognition is targeted. Several 

joints in the torso (the skeleton part identified by a dashed line 

in Figure 7) do not show an independent motion along with 

the whole body. Hence, in our proposed system, seven joints 

coordinates of the human skeleton are discarded from the 

feature vector. These joints are shown as solid circles in 

Figure 7: shoulder right, shoulder center, shoulder left, spine, 

hip center, hip right, and hip left (from left-to-right and from 

top-to-bottom respectively). This dimensionality reduction of 

the feature vector improves the classification performance. 

Since the joints coordinates are normalized, radial distance r 

can be ignored in our feature vector. Thus, the feature vector 

will consist of 13 pairs of (φ , θ ) for each detected object in 

the scene. This means it has only 26 components which is a 

reduced feature vector than what is reported in the state-of-

the-art methods [19-21]. A low-dimensional representation 

means less computational effort. 

 

 
 

𝑟 = √𝑥2 + 𝑦2, 𝑧2 ,     𝜃 = cos−1 (
𝑧

𝑟
) ,    𝜑 = tan−1 (

𝑦

𝑥
) 

x 

z 

y 

Shoulder 

 Center 

 

Left 

 Shoulder 

Right 

 Shoulder 

α 

Page | 581



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0103   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

Fig. 6 Spherical coordinates (r, θ, φ): radial distance r, azimuthal angle 

θ, and polar angle φ 

 

 

Fig. 7 Torso skeleton joints discarded from the feature vector 

After a feature vector is constructed, a classification step is 

needed to recognize different actions. The feature vector of the 

unknown action is used as input to the classifier whose 

objective is to accurately identify which action class is best 

matched against the input. In our proposed system, a Multi-

class Support Vector Machine (MSVM) [22-24] is employed 

to perform action classification. The MSVM used is based on 

One-Against-All (OAA) classification approach [23] where 

there is one binary SVM for each class to separate members of 

that class from members of other classes. A data point would 

be classified under a certain class if and only if that class's 

SVM accepted it and all other classes' SVMs rejected it. A 

training step is needed to summarize the similarity within (and 

dissimilarity in-between) the training samples of different 

action classes. With action models learned, a new action 

instance can be recognized as one of the learned classes. 

Once an action is recognized, it is a candidate to be a part of a 

more complex activity. This is because a human activity is 

actually a series of human actions. In order to recognize this 

activity, the proposed system constructs and maintains an 

activity descriptor. It is simply an ordered list of the detected 

actions and it satisfies two criteria. First, adjacent actions in 

the activity descriptor are not allowed to be the same. 

However, the activity descriptor may contain the same action 

more than one time but not adjacent. Second, the activity 

descriptor is variable length with a special notion of order 

since not all activities consist of the same number of actions. 

However, a minimum and a maximum size of the descriptor is 

initially predetermined from the training set. Initially, the 

activity descriptor is an empty set and it is updated each time 

either an action or an activity is recognized.  

Considering the nature of the proposed activity descriptor, the 

problem of recognizing activities can be formulated as a 

sequence classification problem. Given L as a set of class 

labels, the task of sequence classification is to learn a 

sequence classifier C, which is a function mapping of a 

sequence s to a class label l  L, written as, C : s  l; l  L. 

In the proposed system, HMMs are employed for performing 

action recognition, due to their suitability for modeling pattern 

recognition problems that exhibit an inherent temporality. 

HMMs are one of the most popular generative models used for 

classification. It is a doubly stochastic process [25]. The 

underlying stochastic process is not observable but can be 

observed through another set of stochastic processes that 

produce the sequence of observed symbols [25]. The 

underlying hidden stochastic process is a first-order Markov 

process; that is, each hidden state depends only on the 

previous hidden state. Moreover, in the observed stochastic 

process, each observed measurement (symbol) depends only 

on the current hidden state. The use of HMMs includes two 

stages: learning and recognition. In the learning stage, the data 

are used to optimize the parameters of the HMM of each 

activity (class). That is, it involves developing a model for all 

of the activities that we want to recognize. In the recognition 

stage, the HMM of each class computes the probability of 

generating a test sequence, and the model which has the 

maximum probability is chosen. 

Back to Figure 3, when an action is recognized, the action is 

appended to the activity descriptor provided it does not match 

the last action in the descriptor. If the descriptor size is less 

than the minimum size, the proposed system will proceed to 

the next frame to detect more actions to be added to the 

descriptor. Otherwise, when the descriptor reaches the 

minimum size, it is a candidate to be an activity. At this point, 

the activity descriptor is checked against all the trained HMMs 

to calculate the likelihood and the one having highest 

probability is chosen. Thus, to test an activity descriptor 

sequence AD, the HMMs act as (4): 

                        𝐴𝑐𝐿 = arg max
𝑖=1,2,…,𝑁

{𝑃(𝐴𝐷|𝐻𝑖)}                      (4) 

where the activity label (AcL) is based on the probability of 

the activity descriptor (AD) on corresponding trained activity 

HMM 𝐻𝑖 . When an activity is recognized, the proposed 

system resets the descriptor. It becomes empty again and 

ready for receiving more actions of the next activity.  

However, if the activity is not recognized, so the actions in the 

descriptor are not sufficient to recognize the activity. In this 

case, the descriptor size is checked against reaching to the 

maximum size. If so, the first action in the descriptor is 

dropped leaving the empty space for adding one more action. 

Otherwise. The proposed system proceeds to the next frame to 

recognize next actions. 

V. EXPERIMENTAL RESULTS 

In this section, experimental results of the proposed system are 

presented. Establishing standard test beds is a fundamental 

requirement to compare systems performance. There have 

been many human action benchmarks proposed in the 

literature (such as Weizmann, KTH and UCF datasets) [9]. 

Unfortunately, most of the existing benchmarks provide only 

color-based information but lack the corresponding depth data. 

However, with the advent of the Microsoft Kinect sensor, new 

3D depth datasets have emerged for human motion tracking, 

pose estimation and action recognition, such as MSR-

Torso 
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Action3D dataset [26], MSR Daily Activity3D dataset [14], 

and Florence 3D Action dataset [27]. These datasets provide a 

rich depth representation of the scene at each time instant, 

allowing for both spatial and temporal analysis of human 

motion. To evaluate the performance of the proposed system, 

experiments were carried out on both MSR Daily Activity3D 

dataset and Florence 3D Action dataset while MSR-Action3D 

dataset is excluded. This is due to MSR-Action3D dataset 

contains just actions not activities so it is usually used for 

evaluating action recognition techniques. 

MSR Daily Activity3D dataset [14] is a benchmark dataset 

used widely to evaluate the performance of RGBD-based 

activity recognition methods [7, 12-14]. It is a daily activity 

dataset captured by a Kinect device at Microsoft research. 

There are background objects and persons appearing at 

different distances to the camera. Also, this dataset is rather 

challenging because most of the activities involves human-

object interactions. The dataset includes 320 samples from 

sixteen different action classes, and for each sample, depth 

sequence, RGB video and skeleton information are provided. 

The activity types include: drink, eat, read book, call 

cellphone, write on a paper, use laptop, use vacuum cleaner, 

cheer up, sit still, toss paper, play game, lay down on sofa, 

walk, play guitar, stand up and sit down. Each subject 

performs each activity twice, once in standing position, and 

again in sitting on sofa position. Figure 8 gives some example 

frames of MSR Daily Activity3D dataset. The first row shows 

RGB frames while the second row shows their corresponding 

depth images extracted from Kinect sensor.  The full dataset 

can be downloaded from (http://research.microsoft.com/en-

us/um/people/zliu/Action RecoRsrc/default.htm).  

The second dataset used in the experiments is Florence 3D 

Action dataset. It is collected at the University of Florence 

during 2012 and it has been captured using a Kinect camera. It 

includes nine activities: wave, drink from a bottle, answer 

phone, clap, tight lace, sit down, stand up, read watch and 

bow. During acquisition, 10 subjects were asked to perform 

the above actions for two or three times. This resulted in a 

total of 215 activity samples. The main challenges of this 

dataset are the similarity between actions, the human object 

interaction, and the different ways of performing the same 

action. Figure 9 shows some example frames of Florence 3D 

Action dataset. Each column shows an activity performed by 

three different subjects. The full dataset can be downloaded 

from (http://www.micc.unifi.it/vim/datasets/3dactions/). 

 

Drink Eat Read book Call cellphone Write on a paper Use laptop 

      

      
Fig. 8. Some example frames of MSR Daily Activity3D dataset, First row: RGB frames, Second row: depth images  

Drink from a bottle Answer phone Clap Tight lace Sit down Bow 

      

      

      
Fig. 9. Some example frames of Florence 3D dataset, each activity is performed by different subjects 
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Fig. 10. The confusion matrix of the proposed system on Daily-Activity3D dataset 

 

It should be mentioned that all experiments were implemented 
on a 2.5GHz Intel Core i7 PC with 4GB memory, running 
under Windows 8 Enterprise. The proposed system is coded 
using MATLAB 8.1.0.604 (R2013a). During the experiments, 
we used a cross-subject training/testing setup in which we take 
out each subject (i.e., leave-one-subject-out scheme) from the 
training set and repeat an experiment for each of them. This is 
the same settings used in evaluating the state-of-the-art 
methods [11, 13, 14, 27]. Figure 10 and Figure 11 show the 
confusion matrices of the proposed system using MSR Daily 
Activity3D dataset and Florence 3D dataset respectively. 

Each row represents the instances in an actual class and each 
column denotes the recognition results. For example in the 
second row of Figure 10, 91% of the “eat” samples are 
classified correctly while 6% of the samples are misclassified 
as “drink” activity and 2% are misclassified as “play guitar” 
activity. As, it can be seen from the figure, the results prove the 
efficiency of the proposed method in recognizing different 
activities. 

 wave drink answer clap tight sitdown standup read watch bow 

wave 99     1           

drink    98 2             

answer  2 4 94             

clap       100           

tight          100         

sitdown         2 97     1 

standup         1 2 94   3 

read watch 1     3     1 95   

bow   1 2     4 2 2 89 

Fig. 11. The confusion matrix of the proposed system on Florence 3D Action 

dataset 

Moreover, we compare the performance of the proposed 

system with several recent methods [11, 13, 14, 27] and 

summarize the results in Table I. It is clear that the proposed 

system outperforms the other approaches on both MSR Daily 

Activity3D and Florence 3D benchmarks. It can be also noted 

that the recognition accuracies achieved for Florence 3D 

benchmark are better than those for MSR Daily Activity3D 

benchmark. This is because the Florence 3D Action dataset 

has fewer classes than MSR Daily Activity3D and action 

samples are shorter on average. The Florence3D dataset is 

probably less difficult than MSR Daily Activity3D because 

only a few activities are performed through external object 

interactions.  

Furthermore, we can see that the results achieved by Seidenari 
et al. [27] are the lowest recognition accuracies comparing to 
the other methods. The main reason for their low accuracy is 
that their work aims to show the powerful of information that 
can be extracted from the 3D skeleton only, without requiring 
the additional processing of the entire depth maps of a 
sequence. In addition, Jalal et al. [11] suffers from the high 
dimensionality of the motion parameter vectors used to 
represent joint points features. This drawback incurs more 
complexity to their work. Also, the Actionlet method proposed 
by Wang et al. [14] uses high ordering features and 
complicated learning procedures that limit its use in real time 
applications. The multi-fused features method proposed by 
Althloothia et al. [13] uses large-dimensionality features, 
which needs high computational times that make it impractical 
for long-term human action recognition and real-time 
applications. Meanwhile, our proposed system is quite simple 
for computation purposes and provides sufficient and compact 
feature information. 

TABLE I.  RECOGNITION ACCURACIES (%) OF THE PROPOSED SYSTEM 

COMPARED TO THE STATE-OF-THE-ART METHODS 

Method 
Datasets 

MSR Daily Activity3D Florence 3D 

Wang et al.  
(2012) [14] 

85.7% NA 

Seidenari  et al.  

(2013) [27] 
70% 82% 

Jalal et al.  
(2014) [11] 

79.1% NA 

Althloothia et al.  

(2014) [13] 
93.1% NA 

The proposed 

system 
94.4% 96.2% 

VI. CONCLUSION AND FUTURE WORK 

Recently, with the availability of inexpensive RGB-D 
sensors, the problem of human activities recognition has 
become relatively easier and more robust. However, most of 
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these works only address detecting actions that stretches over 
short time periods not activities. In this paper, a system for 
human activity recognition is proposed. We have considered 
the task of obtaining a descriptive labeling of the activities 
being performed through labeling human sub-activities. The 
activities we consider happen over a long period, and comprise 
several sub-activities performed in a sequence. The proposed 
activity descriptor makes the activity recognition problem 
viewed as a sequence classification problem. The proposed 
system employs Hidden Markov Models (HMMs) to recognize 
human activities. Experiments carried out on two benchmark 
datasets support the applicability of the proposed solution. 
When compared to other skeletal-based solution our approach 
shows competitive performance. 

As a future work, we would like to apply our proposed system 
to recognize human activities during a large amount of time. 
We may also extend this work for healthcare monitoring 
system, where the activities of patients are important for 
research. 
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Abstract—In this paper, we present a comparative study on the existing graphical user interfaces (GUIs) as well as software 

application peculiarities used for occupational therapy. In our approach we make use of the peculiarities belonging to GUIs themselves 

and the corresponding software applications. Here, a tabular form is used to show the functionalities of the existing GUIs in association 

with the corresponding peculiarities. Through the comparative study, an opportunity is gained to build a hybrid strategy for designing 

GUIs that can function in case of patients with mixed disorders. This is quite interesting since many patients are in fact suffering from a 

combination of disorders. 

 

Keywords— Graphical user interface (GUI); software application peculiarities; occupational therapy; physical disorder; mental 

disorder; tabular form; functionality. 

I.  INTRODUCTION  

In recent years, Graphical User Interfaces ( GUIs) have 
been widely used in a wide range of Human Computer 
Interaction issues in the realms of education & research, 
decision-making, idea/art creation, medical diagnosis & 
treatment, movement/ posture control, etc. [1,2,3,4]. The point 
significant in all these cases is facilitating human computer 
interaction/ communication with the aim of guiding a computer 
and its peripheral systems in a direction compatible with the 
user’s objectives. This means that, on the one side, computer 
should understand well what a user is intending, and on the 
other side, based on this understanding presents its decision to 
the user in terms of some messages or actions. 

Among the issues calling for GUI, movement/ posture 
control in the disabled or patients with movement disorders is 
of particular significance. It is easily seen that, the message 
provided by GUI in this case, has the ability to give the patient 
an idea on how to select his/ her posture as well as control 
mental disorder. In this way, developing GUIs based on the 

features of disabilities or disorders, may achieve a fruitful role 
in minimizing patient’s stress/ anxiety, and besides that 
increasing the efficiency of the related treatment [4, 5]. Due to 
significance of such a notion, in this paper, we decided to make 
a comparative study on a variety of GUIs already developed for 
treating movement disorders, to figure out what peculiarities 
should exist in a GUI to make it most fittble for certain 
pathological situations. It is to be noted that, due to the 
difference in cognitive/ affective preferences of different 
patients with different types of disorders, the corresponding 
GUIs should be benefited by different peculiarities [6,7]. That 
is the main point we are trying to crystallize in this paper. 

II. RELATED WORKS 

There has been a growing interest in using technology 
platforms and software applications for training purposes in 
physical or mental occupational therapy. In these assisting 
software packages, the component which has a significant role 
in attracting audiences is Graphical User Interface (GUI).  
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Different perspectives may affect GUI design, such as: 
aesthetics, pedagogy, user-friendliness, cultural 
appropriateness, accessibility, effectiveness, engagement and 
innovation, etc. [8,9]. Beside the above-mentioned 
perspectives, in the case of Occupational Therapy, for those 
patients, their caregivers or therapists, who may not be able or 
familiar enough to apply those software packages, some other 
considerations may also be added. For instance, the GUI 
should be "simple", "user in control" and "consistent" to 
motivate the patient or his/her caregivers for continuous use. 

Existing research activities in the domain of occupational 
therapy, reveals that mental-assisting software tools have a 
history longer than physical ones. The most feasible example 
of using such tools returns to supporting social and self-
management skills in children with Autistic Spectrum 
Disorders (ASD), for which there is a burgeoning progress of 
designing assistant applications. Some of these applications 
focus on improving complete tasks, as well as transition within 
and between tasks [10]. While, the others present standardized 
measurement tools to estimate PDA's efficiency as cognitive 
assistants [11]. It is mentionable that, in addition to 
applications for patients, there also exist some applications for 
parents and instructors (ex. "HANDS") to train them how to 
assist the patients [12]. Also, in last years numerous mobile 
applications have been designed to help patients, suffering 
from autism including: "iOT session" [13], "Shelby’s Quest" 
[14], "Brain Works" [15], "Autism Learning Games Camp 
Discovery" [16], and "Find me" [17], etc.. 

Another field of exploiting technology for mental therapy is 
assisting individuals with moderate-to-severe memory 
impairment , for which extensive fields of research have been 
done including: supporting memory function in individuals 
with milder memory impairment using mobile phones [18, 19], 
digital voice recorders [20] and PDAs and smart phones [21, 

22]. In all these studies, the role of caregivers is crucial 
specifically in the cases where patients are unable to program 
the reminders, calendars and troubleshooting parts.  Although, 
the first suggestion has been on structured training to make 
patients independent in using PDAs [23, 24, 25, 26], this 
suggestion is however not adequate for patient with severe 
memory impairment [26, 27]. Therefore a prosthetic memory 
protocol that teaches how to store and retrieve information in/ 
from a memory book, has been developed for patients with 
severe amnesia [28]. 

Beside the above-mentioned applications, there exist some 
software applications for other mental disturbances such as: 
depression, insomnia and anxiety. Some of the well-known 
related applications are: "Operation Reach Out" [29], 
"BellyBio" [30], "Optimism" [31], "iSleep Easy" [32], etc. 

Moreover, physical disabilities have also been assisted by 
software applications in the present decade. For different types 
of pathological disorders, specific applications have been 
developed. For instance, "PT and OT helper"[33] and "Dexteria 
VPP"[34] are useful for fingers and hand exercises, while, 
"Occupational therapy" [35], "Therapy Boss" [36], "Physical 
Therapy Home exercises" [37] and "Physical Therapy for kids" 
[38], cover various parts of body exercise even for daily 
activities. 

Taking the above points into account, the application and 
its graphical user interface should be designed using a variety 
of parameters (Fig.1), such as context, method, purpose, user 
and type to provide a wide range of facilities and potentials for 
conveying different types of context, accessibility, safety, 
diversity, and digestibility for all kinds of users with different 
mental or physical disorders.  
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Fig. 1. Some of the significant parameters in developing GUI 

  
Role of different kinds of learning methodologies such as 

micro learning [39], game-based learning [40], location-based 
learning [41], and ICT-based learning [42] in reinforcing the 
patients to overcome their barriers, should not be disregarded 
in this respect. In addition to the above-mentioned parameters, 
there also exit some software and GUI peculiarities which play 
a significant role in designing appropriate assisting applications 
in this domain. These may not only attract users, but also 
facilitate their exercises. In this paper, we would like to have a 
comparative study on these parameters within the existing 
applications. 

 

III. SIGNIFICANT PECULIARITIES OF THE EXISTING 

SOFTWARES AS WELL AS THEIR GUI 

Graphical User Interface (GUI) achieves a high role in 
facilitating communication between the system on the one side 
and the therapist or the patient on the other side. GUIs should 
therefore be designed in a way that such goals can be achieved 
most plausibly. To approach understanding what certain 
protocols should be considered in designing an optimal GUI, it 
should first be studied how the existing GUIs holding certain 
software peculiarities have in practice behaved toward the 
corresponding pathological disorders, and how these 
peculiarities can in turn be responsible for achieving the related 
success or failure. It should then be analyzed, based on the 
existing learning theories, how these considerations can be 
justified from epistemological viewpoint. What we have done 
in our approach, is to conduct such a study. 

To conduct our comparison, we first need some significant 
peculiarities both for "software" and "GUI", based on which 
such entities can be characterized. To specify such peculiarities 
we first referred to some existing resources (including both 
accreditation websites and research papers) discussing the 
capabilities of the entities, and then out of the peculiarities 
mentioned for them, we selected those items which were 
believed to be of high significance for the area of Occupational 
Therapy through Mobile Applications [3, 4, 9, 13, 14, 15, 16, 
17, 30, 31, 32, 33, 34, 35, 36, 37, 38, 43]. Within the process of 
selection, we paid mostly attention to those peculiarities which 
of least correlation in a thematic sense. We finally ended up 
with those elaborated in Table I. 

Since GUI’s peculiarities are hardly understandable, below 
we give a brief definition of them: 

• User in Control: This master key has an undeniable role in 
the GUI efficiency, which mentions that users should have the 
authority of controlling the software behavior (for instance 
asking for users’ confirmation for every vital command like 
"Quit", "Delete", and so on), as well as altering parts of 
interface in order to customize the GUI based on their own 
needs, skills, and habits.  

• Directness: Users should be directed to their purpose 
through the shortest path, and by the minimal set of tasks in 
order to become able of retouching GUI objects in the most 

direct manner.(allowing users to make shortcuts is the most 
common example of directness). 

• Consistency: A GUI should be well-known and predictable 
for all sorts of users, who have been adapted to other software 
products so far. Therefore all facets of the GUI including 
labels, layout, behavior,… should be compatible with other 
software products’ GUI in order to reduce the learning process 
of the software, and makes agile its adoption (objects dragging 
function in all standard smart phones is the same, according to 
which users should hold their finger on the object and move the 
object to their favorable place without removing their finger). 

• Forgiveness: This peculiarity leads developers to make 
users’ actions reversible and recoverable. Therefore users do 
not have to start from the first step once a mistake has occurred 
in the processes of choosing, typing, deleting, or even closing a 
window. The purpose of forgiveness is to allow users to 
become familiar with the software, and learn how to use it 
gradually (Recycle bin, where deleted objects are able to be 
restored is an example of "Delete" function forgiveness). 

• Feedback: This maxim has a close relevance to the user in 
control peculiarity as though users should be provided with 
immediate visual response to their actions, which allows them 
to understand which processes are being executed (If the user 
has deleted an object, he/she should then immediately feel that 
the object does not exist anymore).  

• Aesthetics: is proved to be the most discernible aspect of 
GUIs’ design, since it is the first layer which is presented to 
users. Aesthetics peculiarities are proportion, symmetry, color, 
lines, texture, balance, flow, …, which have a crucial role in 
attracting users, and can affect users’ behavior and cognitive 
processes as well in visual facet; harmony is believed to 
depend on an appropriate arrangement of different fragments 
which leads finally to a pleasant perception by eyes (There 
have been lots of software products led to failure due to 
overlooking aesthetics aspects even though they have been rich 
in other aspects).  

• Simplicity: A user interface should not be complicated to 
use and to learn either, because the more a GUI is designed 
simply and directly around what its users demand, the more 
success the system will gain. On the other hand, in order to 
optimize simplicity, developers should benefit from a type of 
prior knowledge about targeted users’ level of education, age, 
gender, and purpose so as to provide the apt level of 
complexity (A comparison between Yahoo and Google 
represents the significance of simplicity in attracting users). 

All kinds of mobile applications are somehow trying to 
teach a concept to the users. The concept can be even how to 
use the application. Therefore all of mobile applications should 
have been designed based on a learning theory. There are lots 
of learning theories which have been used in favor of different 
purposes, and in different styles such as "Behavioral Learning 
Theory", "Cognitive Learning Theory", "Information 
Processing Learning Theory" and "Constructive Learning 
Theory" [44, 45]. So learning theories should be elicited in 
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order to be recognized in applications. Here are the 
characteristics of some widespread learning theories, based on 
which mobile applications make sense. 

 

IV. FACTS DERIVED THROUGH THE COMPARATIVE STUDY 

WITH RESPECT TO THE SOFTWARES USED 

Looking at the content of Table I, the following facts seem 
to be consistent:  

 "Reminders" with both mental and physical applications, 
are useful for the patients, who may forget to use the 
application, or for therapists who probably have more than 
one patient. Therefore smart schedules (or in other words 
reminders) as well as "consistency" are mandatory in GUI 
peculiarities, because these sorts of applications have been 
designed for long term usages, in a way that all features 
should be consistent in order to optimize the rehabilitation 
process. 

 "Patients location records" have manifested only in some 
applications, for mental therapy. As the patients may get 
lost, location records are thus believed to be extremely 
helpful in these cases. 

 "Exercise management" has been presented chiefly in 
physical and occupational therapy applications due to the 
intense requirement of exercises stability. Here 
"Consistency" has a promising role, because sporadic and 
unorganized exercises are harmful for the patient in the 
sense of decelerating the rehabilitation process. 

 "Patients records" has mostly appeared in those 
applications, that try to produce a report of the 
rehabilitation or treatment process. This is to help 
therapists and doctors to find out how much the patient is 
in trying mode, what strengths and weaknesses he/she has, 
and whether the application is helpful or not. Therefore the 
application should lead the patient as directedly as possible 
in order to optimize this procedure. Due to this 
"Directness" has been considered effectively in GUI 
peculiarities.   

 "Activity monitoring" is apparently similar to "Patient 
records", but the reason of separation lies in the variation 
of those activities done by the patients which cannot be 
considered as patient records. Particularly, in mental 
applications activity, monitoring is much more required 
than patient records, because in mental cases the treatment 
reports are usually produced implicitly when the patient is 
working with the application. The other point is that 
"Activity monitoring" is mandatory for applications that 
are based on "Constructive" learning theory, let say those 
which are game-based. These kinds of applications have 
mainly obtained a high grade of "Simplicity" in order to 
avoid any complication in the   procedure of using the 
application for those patients who are not as intelligent as 
the normal people. 

 "Audio instructions" and "Written instructions" have 
manifested mostly in physical and mental therapy 
applications in order to increase digestibility of 

instructions given by the application. In the meantime, 
with regard to some mental cases, they have been 
presented in a musical way in order to tranquilize the 
patient. In this way, "atheistic" has been shown to be very 
effective for this purpose. 

Besides the above facts we also noticed some other points 
with regard to relations between GUI’s peculiarities and types 
of disability as follows: 

 GUIs used for patients with mental disorders, and those 
having disability in hand and fingers, is required to be 
more "simple" mainly because of limitation in their ability 
to interact mentally with the surrounding environment. 

 For patients with mental problems like Autism, "Aesthetic 
Aspects" are believed to be more important simply 
because such patients may need more attention compared 
to other patients. 

 For patients with mental disorders, who suffer from visual 
tracking and insomnia, "Feedback" and "Forgiveness" 
aspects are necessary to promote for continuous practice. 

 GUIs used for patients with physical disorders, especially 
with disability in hand area, should be "Consistent". That 
is because patients have got used to some software’s facets 
and we should facilitate their reactions with minimum 
learning efforts. 

 For patients with mental problems, who need to 
concentrate on writing skill and visual tracking, 
"Directness" and "User in control" are two significant 
aspects which can navigate the patient directly and 
personalize software for easy use. 

 The most important aspects for physical disorders are 
"Consistency" and "Simplicity" which have to be 
considered in GUI design. 

From the point of learning theory considerations, it is 
mentionable that, majority of software applications listed in 
Table I, control the progress trend of patient, by his/her 
behavior and actions. Thus, most of them have been 
constructed based on "Behaviorism". There however exist 
some applications mostly for mental problems which actually 
engage the patient and ask him/ her to write a text or draw a 
painting. In these cases, the applications are benefitted from 
"Constructivism" learning theory. The other kinds of learning 
theories have not been observed in the applications which have 
been investigated in Table I. 

V. CONCLUSION 

In the paper a comparative study was done on the existing 
GUIs for the patients with a variety of physical as well as 
mental disorders. Comparison was based on the peculiarities 
belonging to GUIs themselves and the softwares used for them 
to make them respond effectively. A tabular form was made in 
this regard to show the functionalities of the existing GUIs in 
association with the corresponding peculiarities. It was seen 
that, for mental disorders such as autism wherein patients are 
tremendously introvert and thus have slight feeling for 
interaction with their environment, GUIs holding peculiarities 
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such as "Aesthetics", "Feedback", or "Forgiveness" are 
suggested. While for disorders in writing skills and visual 
tracking, the patient prefers to make use of GUIs with 
peculiarities such as "Directness" and "User in control". Taking 
such points into account, one may gain the opportunity to build 
a hybrid strategy for designing GUIs that can function in case 
of patients with mixed disorders. This is quite interesting since 
many patients are in reality suffering from a combination of 
disorders each having his/her own complication with regard to 
the format of interaction and thereby the GUI to be used. 
Developing such a hybrid strategy can be regarded as a 
promising future work for therapeutic mobile applications.   

REFERENCES 

 
[1] K. Bazargan Harandi (2011). Abstract Information Visualization in 

Interactive 3D Virtual Environments: Conceptualization and Usability 
Evaluation. Thèse de doctorat: Université de Genève, 2011, no. SES 
747, Edition SES - Université de Genève, ISBN 978-2-88903-005-7. 

[2] H. E. Moore IV, O. Andlauer, N. Simon, E. Mignot, "Exploring medical 
diagnostic performance using interactive, multi-parameter sourced 
receiver operating characteristic scatter plots," Computers in Biology 
and Medicine, vol. 47, pp. 120-129, 1 April 2014. 

[3] Ž. Mijailović, D. Milićev, "Empirical analysis of GUI programming 
concerns," International Journal of Human-Computer Studies, vol. 72, 
issues 10–11, pp. 757-771, October–November 2014. 

[4] Y. B. Salman, H. I. Cheng, P. E. Patterson, "Icon and user interface 
design for emergency medical information systems: A case study," 
International Journal of Medical Informatics, vol. 81, issue 1, pp. 29-35, 
January 2012. 

[5] C.T. Asque, A.M. Day, S.D. Laycock, "Augmenting graphical user 
interfaces with haptic assistance for motion-impaired operators,"  
International Journal of Human-Computer Studies, vol. 72, issues 10–
11, pp. 689-703, October–November 2014. 

[6] J. M. Schraagen, F. Verhoeven, "Methods for studying medical device 
technology and practitioner cognition: The case of user-interface issues 
with infusion pumps," Journal of Biomedical Informatics, vol. 46, Issue 
1,  pp. 181-195, February 2013. 

[7] S. Mazzoleni, M. Munih, A. Toth, J. Cinkelj, M. Jurak, J. 
V.Vaerenbergh, G. Cavallo, P. Soda, P. Dario, E. Guglielmelli, "Whole-
body isometric force/torque measurements for functional assessment in 
neuro-rehabilitation: User interface and data pre-processing techniques,"  
Computer Methods and Programs in Biomedicine, vol. 110, issue 1, 
pp.27-37, April 2013. 

[8] D. J. Brown, D. McHugh, P. Standen, L. Evett, N. Shopland, S. 
Battersby, "Designing location-based learning experiences for people 
with intellectual disabilities and additional sensory impairments,"  
Computers & Education,  vol. 56, pp.11–20, 2011. 

[9] Microsoft Corporation Staff,  The Windows Interface Guidelines for 
Software Design,  Microsoft Press, 2 edition, January 1, 1994. 

[10] L. C. Mechling, and E. J.  Savidge , "Using a personal digital assistant to 
increase completion  of  novel tasks and independent transitioning by 
students with autism spectrum disorder, " Journal of Autism 
Developmental Disorders, vol. 39, no. 10,  pp. 1420-1434, 2009. 

[11] T. Gentry, J. Wallace, C.  Kvarfordt, and  K. B. Lynch, "Personal digital 
assistants as cognitive aids for high school students with autism: results 
of a community-based trial," Journal of Vocational Rehabilitation, vol. 
32, pp. 101–107, 2010. 

[12] J. Mintz, C. Branch, C. March, and  S. Lerman,  "Key factors mediating 
the use of a mobile technology tool designed to develop social and life 
skills in children with Autistic Spectrum Disorders," Computers & 
Education, vol. 58,  pp. 53-62, 2012. 

[13] iOT Session,  www.iot-session.com 

[14] Shelby's Quest,  www.doodletherapyapps.com 

[15] Brain works, www.sensationalbrain.com 

[16] Autism  Learning  Games Camp Discovery, 
www.campdiscoveryforautism.com 

[17] Find me, www.interface3.com/findme 

[18] S. Stapleton, M. Adams, and L. Atterton, "A mobile phone as a memory 
aid for individuals with traumatic brain injury: A preliminary 
investigation," Brain Injury, vol. 21, no. 4,  pp. 401–411, 2007. 

[19] T. K. Wade, and J. C. Troy, "Mobile phones as a new memory aid: A 
preliminary investigation using case studies," Brain Injury, vol. 15, no. 
4, pp. 305–320, 2001. 

[20] T. Hart, K. Hawkey, and J. Whyte, "Use of a portable voice organizer to 
remember therapy goals in traumatic brain injury rehabilitation: A 
within subjects trial," Journal of Head Trauma Rehabilitation, vol. 17, 
no. 6,  pp. 556–570, 2002. 

[21] H. J. Kim, D. T. Burke, M. M. Dowds, K. A. R. Boone, and G. J. Park, 
"Electronic memory aids for outpatient brain injury: Follow-up 
findings," Brain Injury, vol. 14, no. 2, pp. 187–196, 2000. 

[22] H. J. Kim, D. T. Burke, M. M. Dowds, and J. George, "Case study: 
Utility of a microcomputer as an external memory aid for a memory-
impaired head injury patient during in-patient rehabilitation," Brain 
Injury, vol. 13, no. 2, pp. 147–150, 1999. 

[23] J. M. Fleming, D. Shum, J. Strong, and S. Lightbody, "Prospective 
memory rehabilitation for adults with traumatic brain injury: A 
compensatory training program me," Brain Injury, vol. 19, no. 1, pp. 1–
13, 2005. 

[24] T. Gentry, "PDAs as cognitive aids for people with multiple sclerosis," 
American Journal of Occupational Therapy, vol. 62, no. 1,  pp. 8–27, 
2008. 

[25] T. Gentry, J. Wallace, C. Kvarfordt, and K. B. Lynch, "Personal digital 
assistants as cognitive aids for individuals with severe traumatic brain 
injury: A community-based trial," Brain Injury, vol. 22, no. 1, pp. 19–
24, 2008. 

[26] G. M. Giles, and M. Shore, "The effectiveness of an electronic memory 
aid for a memory impaired adult of normal intelligence," American 
Journal of Occupational Therapy, vol. 43, no. 6, 1989, pp. 409–411. 

[27] B. A. Wilson, A. D. Baddeley, and J. M. Cockburn, "How do old dogs 
learn new tricks: Teaching a technological skill to brain injured people," 
Cortex, vol. 25, pp. 115–119, 1989. 

[28] B. Richards, L. Leach, and G. Proulx, "Memory rehabilitation in a 
patient with bilateral dorsomedial thalamic infarcts," Journal of Clinical 
and Experimental Neuropsychology, vol. 12, pp. 395, 1990. 

[29] Operation Reach Out, www.militaryfamily.com/downloads/apps 
/military-suicide-prevention-operation-reach-out/ 

[30] BellyBio,   www.bellybio.com 

[31] Optimism, www.findingoptimism.com 

[32] iSleep Easy, www.meditationoasis.com/smartphone-apps/iphone-
application-support/isleep-easy-free-app-support 

[33] PT and OT helper,  www.ptandot-helper.com 

[34] Dexteria VPP,  www.dexteria.net 

[35] Occupational therapy,  www.angelfire.com/me/xutm 

[36] Therapy Boss,  www.pragmait.com 

[37] Physical Therapy Home Exercises, www.facebook.com/pages/PTGenie 

[38] Physical Therapy for Kids, https://itunes.apple.com/us/app/physical-
therapy-for-kids/id923005281?mt=8 

[39] T. Hug, Didactics of microlearning: Concepts, discourses and examples. 
Munster. Waxmann Verlag, 2007. 

[40] M. A. Hersh, and B. Leporini,  Accessibility and usability of educational 
games for disabled students. In C. Gonzalez (Ed.), Student usability in 
educational software and games: Improving experiences, IGI Global, 
2012, pp. 1–40.  

[41] D. J. Brown, D. McHugh, P. Standen , L. Evett, N. Shopland, and S. 
Battersby, "Designing location-based learning experiences for people 
with intellectual disabilities and additional sensory impairments," 
Computers & Education, vol. 56, pp. 11–20, 2011. 

[42] M. Hersh, "Evaluation framework for ICT-based learning technologies 
for disabled people," Computers & Education, vol. 78,  pp. 30–47, 2014. 

Page | 591

http://www.iot-session.com/
http://www.doodletherapyapps.com/
http://www.sensationalbrain.com/
http://www.campdiscoveryforautism.com/
http://www.interface3.com/findme
http://www.militaryfamily.com/downloads/apps%20/military-suicide-prevention-operation-reach-out/
http://www.militaryfamily.com/downloads/apps%20/military-suicide-prevention-operation-reach-out/
http://www.bellybio.com/
http://www.bellybio.com/
http://www.findingoptimism.com/
http://www.meditationoasis.com/smartphone-apps/iphone-application-support/isleep-easy-free-app-support
http://www.meditationoasis.com/smartphone-apps/iphone-application-support/isleep-easy-free-app-support
http://www.ptandot-helper.com/
http://www.dexteria.net/
http://www.angelfire.com/me/xutm
http://www.pragmait.com/
http://www.facebook.com/pages/PTGenie
https://itunes.apple.com/us/app/physical-therapy-for-kids/id923005281?mt=8
https://itunes.apple.com/us/app/physical-therapy-for-kids/id923005281?mt=8


ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0104   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 
[43] M. Zen, "Metric-Based Evaluation of Graphical User Interfaces: Model, 

Method, and Software Support," The Fifth ACM SIGCHI Symposium 
on Engineering Interactive Computing Systems (eics2013), UK, June 
24–27, 2013. 

[44] A. Saif, Modern Educational Psychology, Doran Pub., 2010. 

[45] P. Kadivar, Psychology of Learning, Samt Publication, 2010. 

 

Page | 592



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0104   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 

TABLE I.  OCCUPATIONAL THERAPY APPLICATION’S PECULIARITIES 

Learning 

Theory 

Considerations 

Type of Disability GUI Peculiarities Software Peculiarities 

 

Name  of Software 

for 

Occupational 

Therapy 

M
e
n

to
- P

h
y

sic
a
l 

 

Mental 

 

Physical 

S
im

p
licity

 

A
e
sth

e
tic

s 

F
e
e
d

b
a

c
k

 

F
o

rg
iv

e
n

e
ss 

C
o

n
siste

n
c
y
  

D
ir

ec
tn

e
ss 

U
ser

 in
 C

o
n

tro
l 

  

S
ta

tu
s 

 

D
e
p

lo
y

m
e
n

t 

O
p

e
ra

tio
n

 

S
y

ste
m

 

W
r
itte

n
 In

str
u

c
tio

n
s 

A
u

d
io

 In
str

u
c
tio

n
s 

A
c
tiv

ity
 M

o
n

ito
rin

g
 

P
a

tie
n

t R
e
co

r
d

s 

E
x
e
r
cise M

a
n

a
g

em
e
n

t 

P
a

tie
n

t’s L
o

ca
tio

n
 R

ec
o
r
d

s 

R
e
m

in
d

er
s 

Type of 

Mental 

Disorder 

 

Type  of 

Pathological 

Disorder 

P
r
o

p
r
ie

ta
ry

 

O
p

e
n

- so
u

r
c
e 

In
sta

lle
d

 

W
e
b

-b
a

se
d

 

A
n

d
r
o

id
 

IO
S

 

D
e
sk

to
p

 

Behaviorism   Fingers and Hand L 

 

M 

 

 

M 

 

 

L 

 

 

H 

 

 

M 

 

 

M 

 
  

 

 
      

 

 
  

 

 
 

PT and OT helper: 

Fingers Hand(1) 

Behaviorism   Ankle L M M L H M M             
 

 
 

PT and OT helper: 

Ankle(2) 

Behaviorism   

Elbow 

(for tennis players and golf 

players in two versions) 

L 

 

M 

 

M 

 

L 

 

H M M             
 

 
 

PT and OT helper: 

Elbow(3) 

Constructivism   Fingers and Hand H H M L M H H  
 
 

    
 
 

 
 
 

   
 
 

 
 

Dexteria VPP (4) 

Behaviorism 
 
 

Autism,  developmental 

delays, learning disabilities, 

ADHD 

Visual Perception, scanning, 

Handwriting 

 

M 

 

M 

 

M 

 

L 

 

H 

 

M 

 

L 
  

 

 
 

 

 
  

 

 

 

 

 

 
 

 

 

 

 
 iOT Session(5) 

Behaviorism 

and 

Constructivism 

  
Useful OT Instruments, 

designed for daily activities 
M M L L H L L      

 

 

 

 
 

 

 
     

Occupational 

Therapy(6) 

Behaviorism   

depends on the therapist 

(can be used for 

every parts) 

M 

 

L 

 

 

M 

 

 

M 

 

 

M 

 

 

M 

 

 

M 

 

 

 
  

 

 
   

 

 
    

 

 
 

 

Therapy BOSS (7) 

 

Behaviorism 

and 

Constructivism 

  
Information hotspot about 

OT,  

 

H 

 

 

M 

 

 

L 

 

 

L 

 

 

L 

 

 

L 

 

 

M 

 

          
 

 
 

 

 

 

 

 

Ask the OT (8) 

 

Constructivism  

Autism, developmental 

delays, fine motor delays, 

AS and DS 

Visual Perceptual Deficits, 

finger isolation 
H M M M M M M              

 

 
Shelby's Quest(9) 

Constructivism  

Fine motor skills, pre-

writing skills, 

developmental delays 

Visual Perceptual, Finger 

isolation 
H M M L M M M               Ready to Print(10) 

Behaviorism  

sensory processing 

disorders, Autism, ADHD, 

ADD, learning disabilities 

 H M H M H H M     
 

 
         Brain Works(11) 

Constructivism  

Writing skills, letter 

reversal & backwards 

recognition 

 H H M L M H H               Letter Reflex(12) 

Page | 593



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0104   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Learning 

Theory 

Considerations 

Type of Disability GUI Peculiarities Software Peculiarities 
 

Name  of Software 

for 

Occupational 

Therapy 

Page | 594



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0104   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 

 

 

  

 

 

M
e
n

to
- P

h
y

sic
a
l 

 

Mental 

 

Physical 

S
im

p
licity

 

A
e
sth

e
tic

s 

F
e
e
d

b
a

c
k

 

F
o

rg
iv

e
n

e
ss 

C
o

n
siste

n
c
y
  

D
ir

ec
tn

e
ss 

U
ser

 in
 C

o
n

tro
l 

  

S
ta

tu
s 

 

D
e
p

lo
y

m
e
n

t 

O
p

e
ra

tio
n

 

S
y

ste
m

 

W
r
itte

n
 In

str
u

c
tio

n
s 

A
u

d
io

 In
str

u
c
tio

n
s 

A
c
tiv

ity
 M

o
n

ito
rin

g
 

P
a

tie
n

t R
e
co

r
d

s 

E
x
e
r
cise M

a
n

a
g

em
e
n

t 

P
a

tie
n

t’s L
o

ca
tio

n
 R

ec
o
r
d

s 

R
e
m

in
d

er
s 

Type of 

Mental 

Disorder 

 

Type  of 

Pathological 

Disorder 

P
r
o

p
r
ie

ta
ry

 

O
p

e
n

- so
u

r
c
e 

In
sta

lle
d

 

W
e
b

-b
a

se
d

 

A
n

d
r
o

id
 

IO
S

 

D
e
sk

to
p

 

Constructivism  

visual tracking & fine 

motor skill, visual memory, 
motor planning 

 H H H H M H H    
 
 

          Dexteria Dots(13) 

Behaviorism  

visual tracking & fine 

motor skill, visual memory, 

motor planning 

 H H M L M H H   
 

 
           Dexteria Dots 2 (14) 

Behaviorism   
Fingers, Hand, Feet, Elbows, 

Knees 
H M M M M M M    

 

 
          

Physical Therapy 

Home exercises (15) 

Behaviorism   
Hands, Arms, Feet, Knees, 

Elbows, Waist 
H H M L H M M               

Physical Therapy 

for Kids(16) 

Behaviorism   
Legs, Knees, Elbows, Waist, 

Spine 
H H M L M M M               

My Health Lounge 

Physical 

Therapy(17) 

Behaviorism  Autism  M M M M M M M               

Autism Learning 

Games Camp 

Discovery(18) 

Behaviorism  Autism  H H M M M L M               
Find me 

(autism)(19) 

Behaviorism  

Breathing 

and stress 

management 

 H M M L M H M               

BellyBio 

Interactive 

Breathing(20) 

Behaviorism  Depression  H H M M L L M              
 

 

Operation 

Reach Out(21) 

 

Behaviorism 

 

 Insomnia  H H H M M H L        
 

 
   

 

 
  

Deep Sleep 

With Andrew 

Johnson(22) 

Behaviorism  Depression and Bipolar  M H M M M L M               Optimism(23) 

Behaviorism  Insomnia  H M M M M H L              
 
 

iSleep Easy(24) 

Page | 595



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0104   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15) 
   www.ptandot-helper.com  (1) (2) (3) 

www.dexteria.net  (4) (12) (13) (14) 

www.iot-session.com   (5) 

www.angelfire.com/me/xutm  (6) 

www.pragmait.com (7) 

www.askdrcovington.com (8) 

www.doodletherapyapps.com (9) 

www.apps.essare.net/app/ready-to-print (10)  
www.sensationalbrain.com (11) 

www.facebook.com/pages/PTGenie (15) 

www.dfwapps3.com (16) 

www.bluejayhealth.com (17) 

www.campdiscoveryforautism.com (18) 

www.interface3.com/findme (19) 

www.bellybio.com (20)  

www.militaryfamily.com/downloads/apps/military-suicide-prevention-

operation-reach-out/ (21) 

www.relaxationapps.com (22) 

www.findingoptimism.com (23) 

www.meditationoasis.com/smartphone-apps/iphone-application-

support/isleep-easy-free-app-support (24) 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Page | 596

http://www.ptandot-helper.com/
http://www.dexteria.net/
http://www.iot-session.com/
http://www.angelfire.com/me/xutm
http://www.pragmait.com/
http://www.askdrcovington.com/
http://www.doodletherapyapps.com/
http://www.apps.essare.net/app/ready-to-print
http://www.sensationalbrain.com/
http://www.facebook.com/pages/PTGenie
http://www.dfwapps3.com/
http://www.bluejayhealth.com/
http://www.campdiscoveryforautism.com/
http://www.interface3.com/findme
http://www.bellybio.com/
http://www.militaryfamily.com/downloads/apps/military-suicide-prevention-operation-reach-out/
http://www.militaryfamily.com/downloads/apps/military-suicide-prevention-operation-reach-out/
http://www.relaxationapps.com/
http://www.findingoptimism.com/
http://www.meditationoasis.com/smartphone-apps/iphone-application-support/isleep-easy-free-app-support
http://www.meditationoasis.com/smartphone-apps/iphone-application-support/isleep-easy-free-app-support


ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0105   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

New Technique of Forensic Analysis for Digital 

Cameras in Mobile Devices 
 

Jocelin Rosales Corripio, Ana Lucila Sandoval Orozco, Luis Javier García Villalba 

Group of Analysis, Security and Systems (GASS) 

Department of Software Engineering and Artificial Intelligence (DISIA) 

Faculty of Information Technology and Computer Science, Office 431 

Universidad Complutense de Madrid (UCM) 

Calle Profesor José García Santesmases, 9 

Ciudad Universitaria, 28040 Madrid, Spain 

Email: jocelinr@ucm.es, {asandoval, javiergv}@fdi.ucm.es 

 

 
Abstract— Nowadays, forensic analysis of digital images is especially important, given the high use of digital cameras in mobile 

devices. The identification of the device type or the make and model of image source are two important branches of forensic analysis of 

digital images. In this paper we have addressed both, with an approach based on different types of image features and the classification 

using support vector machines. The study mainly has focused on images created with mobile devices and as a result, the techniques and 

features have been adapted or created for this purpose. There have been a total of 36 experiments classified into 5 sets, in order to test 

different configurations of the techniques. In the configuration of the experiments were taken into account among other things the 

future use of the technique by the forensic analyst in real situations and creating experiments with high technical requirements. 

Keywords— Forensics Analysis, digital image, image source acquisition identification, image noise features, image color features, image 

quality metrics, image wavelet features 

.

I. INTRODUCTION 

Currently, the demand for mobile devices (mobile phones, 
smartphones, tablets, etc.) increases year by year despite the 
global economic crisis. According to Gartner [1] in 2013 
smartphone sales grew 42.3% over the previous year, 
outnumber for the first time the sales of feature phones. We 
must not overlook the emergence in today’s society of such 
devices in our day to day life. Increasing storage capacity, 
usability, portability and affordability, have allowed mobile 
devices to be present in several activities, places and events of 
daily life. A consequence of its widespread use, is that digital 
images can be used as silent witnesses in judicial proceedings 
(child pornography, industrial espionage, ...), and in many 
cases crucial pieces of an evidence of a crime [2].  

Forensic analysis of digital images can be mainly divided 
into two branches [3]: tamper detection and image source 
identification. This work focuses on the first branch. Also, 
since mobile device cameras have some characteristics that 
make them different from the rest, this work focuses on images 
from this type of devices. In this paper, we propose a method to 
image source acquisition in mobile devices. The objective of 
this approach is to identify make and model from a group the 
different images into disjoint sets in which all their images 
belong to the same device. This paper is structured into 5 
chapters, being the first this introduction. The rest of the paper 
is structured as follows. Section 2 shows carries out a state of 
the art of techniques and algorithms for identifying the source 

type and source acquisition identification. Section 3 shows 
different sets of features (Noise, Color, Image Quality Metrics 
(IQM) and Wavelets) used by the algorithms and techniques of 
forensic analysis. In section 4, a set of experiments for the 
identification of device type and the source acquisition 
identification of the image are performed. In these experiments 
we use the set of the features previously presented and the 
algorithms of the techniques. Finally, section 5 shows the main 
conclusions of this work and some future work lines. 

II. RELATED WORK 

The main techniques of digital image forensics for 
identifying the source of image acquisition and the main work 
of the analysis. The success of these techniques depends on the 
assumption that all the images acquired by the same device 
have intrinsic features. The features which are used to identify 
the make and model of a digital camera are derived from the 
differences between the techniques of image processing 
technologies and the components which are used. The biggest 
problem with this approach is that different models of digital 
cameras use components of a small number of manufacturers, 
and the algorithms used are also very similar between models 
of the same brand. According to [4] for this purpose four 
groups of techniques can be established depending on their 
base: lens system aberrations, Color Filter Array (CFA) 
interpolation, image characteristics, and sensor imperfections.  
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Techniques Based on Image Features use a set of features 
extracted from the content of the image to identify the source. 
These features are divided into three groups: color features, 
Image Quality Metrics (IQM) and wavelet domain statistics. 

[5] proposes a method to identify the source using the 
following features: color features, image quality metrics and 
frequency domain. The study adopted the wavelet transforms 
as a method to calculate the wavelet domain statistics and use a 
Support Vector Machine (SVM) for classification. In 
experiments digital cameras and mobile devices were used. 
The results obtained in different experiments show results 
between 61.7% and 99.72% accuracy. 

In [6] authors extend the source identification to different 
devices such as mobiles, phones, digital cameras, scanners and 
computers. In this proposal they base it on the differences in 
the image acquisition process to create two features groups: 
color interpolation coefficients and noise features. In the 
experiments they use five smartphone models, five digital 
camera models and four scanner models to identify the source 
type. Their experiments showed an overall result of 93.75% 
accuracy. Identifying the maker and model of five mobile 
phone models resulted in an accuracy of 97.7%. 

In [7] a method for source camera identification is proposed 
through the extraction and classification of wavelet statistical 
features. Finally 216 first-order wavelet features and 135 
second order co-occurrence features is obtained. The most 
representative features are selected using an Sequential 
Forward Featured Selection (SFFS) algorithm and they are 
classified using a SVM. Identification success average of 98% 
the set of all cameras and an average success rate of 96.9% for 
the three cameras of the same model is achieved. 

[13] performs experiments with common imaging features 
to identify the source: wavelet, color, IQM, statistical features 
of difference images and statistical features of prediction 
errors. In the experiments, different combinations of different 
types of features are used and a SVM for classification of 
different devices. Ten different cameras from four different 
makers with 300 images from each camera (150 for training 
and 150 for testing) and a resolution of 1024x1024 is used. 
Using all the features a score of 92% success rate is obtained. 
Moreover experiments were performed to check the robustness 
against three of the most common alterations in digital images: 
JPEG compression, cropping and scaling.  

In [9] a technique for image source identification is 
proposed using ridgelets and contourlets subbands statistical 
models. After the feature extraction a SFFS algorithm is used 
for feature election and a SVM for classification. The method 
based on 216 wavelet features is considered useful only for the 
representation of a dimension, the approach based on ridgelets 
uses 48 features, and the approach based on contourlets 
includes a total of 768 features. In experiments with three 
cameras from different makers success rates are between 
99.5% and 99.8%.  

In [10] a method using the marginal density Discrete 
Cosine Transform (DCT) coefficients in low-frequency 
coordinates and neighboring joint density features from the 

DCT domain is proposed. Furthermore, hierarchical clustering 
and SVM is used to detect the source of acquisition of the 
images. In experiments with images from five smartphone 
models of four makers an accuracy of between 86.36% and 
99.91% was obtained, achieving the best results with a linear 
SVM kernel. 

I. PROPOSED WORK 

Regarding classification, in [11] a study of different 
classification methods such as distance-based classifiers, 
Bayesian classifiers, neural networks, clustering algorithms and 
SVM classifiers is performed. As can be observed in the 
review, the use of SVM classifiers is widely used for these 
purposes. The kernel choice depends, among other factors, on 
the nature of the data to be classified. This paper will use an 
SVM classifier with Non-linear RBF kernel, as it is 
recommended for use when there is no a priori information 
about the data. The parameters for the SVM are the same as 
those used in [12]. Likewise, the option chosen is the most 
widely used one by the most recent precise works and they 
present good results. There are many implementations of SVM 
classifiers; particularly in this work we opted to use the 
LibSVM library [13].  

The set of features to be used can be classified into four 
major groups, depending on the nature of their obtaining: noise 
features (16 features), color features (12 features), IQM (40 
features) and wavelets (81 features). A detailed analysis on 
each of the aforementioned feature sets will be performed 
below. 

A. Noise Features 

One of the objectives is to get a set of features that allow us 
to differentiate between the different types of devices. To do 
this we firstly take into account that digital cameras use a two-
dimensional array sensor whereas most scanners use a linear 
array sensor. In the case of scanners, the linear arrangement of 
the sensor moves to generate the entire image, so it is expected 
to find the periodicity of the sensor noise within the rows of the 
scanned image. On the other hand, there is no reason to find 
sensor noise periodicity within the columns of the scanned 
image. In the case of digital cameras this type of noise 
periodicity does not exist. This difference can be used as a 
basis to discriminate between different types of devices. Noise 
features extraction is based on [14]. 

Let 𝐼 an image of 𝑀 × 𝑁 pixels, 𝑀 as the rows and 𝑁 as 
the columns. We denote 𝐼𝑛𝑜𝑖𝑠𝑒  the noise of the original image 
and 𝐼𝑛𝑜𝑖𝑠𝑒 is the image without noise.  

  𝐼𝑛𝑜𝑖𝑠𝑒 = 𝐼 − 𝐼𝑑𝑒𝑛𝑜𝑖𝑠𝑒  (1) 

Then, each color component of the image without noise is 
subtracted to each color component of the original image, with 
which we obtain noise components of each pixel disaggregated 
for each color component. 

The image original noise 𝐼𝑛𝑜𝑖𝑠𝑒 can be modeled as the sum 
of two components, the constant noise 𝐼𝑛𝑜𝑖𝑠𝑒𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  and 
random noise 𝐼𝑛𝑜𝑖𝑠𝑒𝑟𝑎𝑛𝑑𝑜𝑚. For scanners constant noise only 
depends of the column index, because the same sensor is 
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moved vertically to generate the complete image. The average 
noise of all columns can be used as a pattern reference 
𝐼𝑛𝑜𝑖𝑠𝑒𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡(1, 𝑗) because the random noise components were 
cancelled. For detecting the similarity between different rows 
with the pattern reference, we use the correlation of these rows 
with the pattern. 

  𝑐𝑜𝑟𝑟(𝑋, 𝑌) =
(𝑋−𝑋)⋅(𝑌−𝑌)

‖𝑋−𝑋‖⋅‖𝑌−𝑌‖
 (2) 

Then the same process is performed to detect the similarity 
of the columns with the pattern reference. After obtaining the 
correlation between rows and between columns we will go to 
obtain the feature set. It should be noted at the time of 
obtaining the features, that in the case of scanners the 
orientation of the image is critical, because features obtained 
will be completely different. 

For each type of correlation first order statistical values are 
obtained, which are: mean, median, maximum and minimum. 
Also, the ratio features between rows and columns correlations 
are added. Finally the average noise per pixel feature was 
included. This feature does not depend on rows or columns 
correlations with the reference pattern, but is independent and 
it can distinguish between different types of devices, such as 
computer generated images. In total a set of 16 features are 
obtained: 7 rows features, 7 columns features, the ratio between 
rows and columns correlations and the average noise per pixel. 

B. Color Features 

The configuration of the CFA filters, the demosaicing 
algorithm and color processing techniques mean that signals in 
the color bands may contain treatments and specific patterns. In 
order to determine the differences in color features for different 
camera models, it is necessary to examine the first and second 
order statistics of the pictures taken with them. 

 Pixels average value: This measure is performed for each 
RGB channels (3 features). 

 Correlation pair between RGB bands: This measure 
expresses the fact that depending on the structure of the 
camera, the correlation between the different color bands 
can change (3 features which come from measuring the 
correlation between the RG, RB and GB bands). 

  Neighbor distribution center of mass for each color band: 
This measure is calculated for each band separately (3 
features). Firstly, the total number of pixels for each color 
value is calculated, obtaining a vector with 256 
components. Then, with these calculated values the sum of 
neighboring values are obtained. 

 Energy ratios between pairs RGB: This feature depends on 
the white dots correction process of the camera (3 features)  

C. Image Quality Metrics 

Different camera models produce images of different 
quality. There may be differences in image brightness, 
sharpness or quality color. These differences propose a set of 
quality metrics features that help us to distinguish the image 
source. There are different IQM categories: measures based on 
the pixels differences, measures based on correlation and 
measures based on spectral distance. For obtaining this set of 

metrics, a filtered image in which the noise of the original 
image is reduced to perform different calculations is needed in 
addition to the original image. For this, a Gaussian filter that 
allows us to perform image smoothing is used. After the core is 
obtained, it is normalized, so that the sum of all its components 
is 1. This is necessary to obtain a smooth image but with the 
same colors as the original. The normalization is performed 
dividing each component by the sum of the values of all the 
components. For obtaining the metrics a filter with a 3x3 
kernel with 𝛾 = 0.5 is used. Following the specification of the 
40 IQM features based on [8]. 

 Czekonowsky distance: The Czekonowsky distance is a 
useful metric for comparing vectors with no negative 
components as in the case of color images.  

 Minkowsky metrics: Minkowsky metrics for 𝛾 = 1 and 𝛾 =
2. 

 Normalized Cross Correlation: The closeness between two 
digital images can also be quantified in terms of a 
correlation function. The quality metric of the normalized 
cross-correlation measurement for each image band k. 

 Structural Content: The structural content of an image 
quality metric is defined for each band k. 

 Spectral Measures: The Discrete Fourier Transform (DFT) 
of the original image and the smoothed image, denoted as 
𝜏𝑘(𝑢, 𝑣)and �̂�𝑘(𝑢, 𝑣) for a band k. 

 Measures based on the human visual system: Images can be 
processed by filters which simulate the Human Visual 
System (HVS). One of the models used for this is a band-
pass filter with a transference function in polar 
coordinates. 

D. Wavelet Features 

Due to the deterministic property of the sensor pattern noise 
which is present in an image, this pattern can be used as a 
footprint to identify the device that generated the image under 
investigation. It can be said that the sensor pattern noise is to a 
digital camera as a fingerprint is to a human being. To identify 
the acquisition source we require an algorithm that allows us to 
extract the sensor noise and another that allows us to obtain the 
features of the fingerprints obtained in order to classify and 
identify them.  

Taking the main ideas from [15] as a reference, algorithm 1 
is proposed to extract sensor noise.  

Algorithm 1: Extracting PRNU 

1. Apply a wavelet decomposition in 4 levels to I; 
2. Foreach wavelet decomposition level do 
3. Foreach component c ϵ {H,V,D} do 
4. Compute the local variance; 
5. If (adaptive variance) 
6. Compute 4 variances with windows of size: 3, 

5, 7 and 9 respectively; 
7. Select the minimum variance;  
8. else 
9. Compute the variance with a window of size 3; 
10. Compute noiseless wavelet components applying 

the Wiener filter to the variance; 
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11. Obtain Iclean by applying the inverse wavelet transform 
with clean components calculated; 

12. Obtain the sensor noise with Inoise=I- Iclean; 
13. Apply zero-meaning to Inoise; 
14. Increase the green channel weight with      

𝐼𝑛𝑜𝑖𝑠𝑒 =  0.3 ⋅ 𝐼𝑛𝑜𝑖𝑠𝑒𝑅
+ 0.6 ⋅ 𝐼𝑛𝑜𝑖𝑠𝑒𝐺

+ 0.3 ⋅ 𝐼𝑛𝑜𝑖𝑠𝑒𝐵
; 

 

 

Finally, a total of 81 features (3 channels x 3 wavelet 
components x 9 central moments) are calculated using 
algorithm 2. 

 
 

Algorithm 2: Extracting features 

1. Separate R, G and B color channels of Inoise; 
2. Foreach color channel do 
3. Apply a wavelet decomposition in 1 level; 
4. Foreach component c ϵ {H,V,D} do 
5. Compute k central moments with                  

m𝑘 =
1

n
∑ |𝑐 − 𝑐|𝑘𝑛

𝑖=1  

II. EXPERIMENTS AND RESULTS 

We performed the classification of images on closed set of 
elements, i.e., the classes of the elements used in training are 
the same classes as those used in the test. The images used in 
the training stage are not used in the testing stage. 

In order to evaluate the source device type identification we 
will use an image set composed of: images from mobile 
phones, images obtained from a scanner, and a computer-
generated images. 200 images are used from each set, 100 for 
the SVM training and 100 for testing. All images have a 
resolution higher than 1024x768. There is no restriction on the 
content of the image or the camera configuration parameters at 
the time of the acquisition.  

Images from 7 smartphones: IPhone 4s (I1), Blackberry 
8520 (BB), Huawei U8815 (HU), LG P760 (LG2), Nokia 800 
(N1), Samsung GT-I9001 (S1) and Sony C2105 (SE1). For 
images from scanners and computer-generated images, our 
own sources and the Flickr website were used. As a second 
filter for scanned images, those which had the tag “scanned 
images” and made reference to a retail scanner model were 
used. For the experiments we have taken into account the 
following configuration parameters: size of crop applied to the 
image, crop position (centered or upper-left corner) and 
application of different feature sets (Noise Features, Color 
Features, IQM Features and Wavelet Features).  

Table I shows the results of success rates to evaluate the 
source device type identification between Camera (A), 
Computer (B) and Scanner (C), and the configuration 
parameters used in the 10 experiments.  

From the analysis of the results, general and specific 
conclusions about the various configurations used in each 

experiment can be obtained. Encompassing all the experiments, 
it is observed that success rates are not excessively high 
(60.42% on average and 71.30% in the best case); it can be 
concluded that this technique is not particularly suitable for this 
purpose. It is important to emphasize, as noted above, that the 
number of different makes and models used for this experiment 
is high, which predictably causes success rates to drop. That 
being said, it should be noted that this study does provide 
interesting results on the configuration parameters used, since 
between the best and the worst result there is a difference in the 
average success rate of 23.48%. 

TABLE I.  TPR WITH EQUAL NUMBER OF DEVICES THAN CLUSTERS 

Features Crop Size Crop Align 
Device (%) Average 

(%) A B C 

Noise 

Full Size - 70 54 57 59.95 

1024x768 

Center 

66 80 46 62.39 

800x600 76 60 49 60.68 

640x480 62 61 48 56.62 

1024x768 

Upper-left corner 

76 59 40 56.40 

800x600 65 38 44 47.72 

640x480 74 54 37 52.88 

All 
Features 

1024x768 

Center 

66 73 72 70.26 

800x600 69 74 71 71.30 

640x480 77 73 63 70.75 

Average 69.9 61.3 51.4 60.42 

 
Given the importance of mobile images today, below we 

will show the experiment performed to identify the acquisition 
source of images from mobile devices, i.e., the classification of 
an image set according to the make and model of the camera 
that generated them.  

The results improve significantly when all the features to 
identify the source type are used. Given the high number of 
classes, the results can be qualified as acceptable, since the 
average success rate for all experiments carried out using these 
features is 70.77%. The experiments have been grouped into 3 
groups with the aim of obtaining conclusions on: the use of 
different feature sets, crop size, the number of devices used for 
the classification, and the use of devices from the same 
manufacturer.  

Table II shows the experiments in which 7 models of 
mobile devices from different manufacturers are used. 
Different types of combinations of features sets were tested. 
Most experiments were performed with a crop size of 
1024x768, since as this is considered a large enough size to 
obtain good results, as shown in the previous experiments. 

 

TABLE II.  TPR WITH EQUAL NUMBER OF DEVICES THAN CLUSTERS 

Features Crop Size Crop Align I1 HU LG2 N1 BB S1 SE1 Average 

All Features (Daubechies 8-tap) 1024x768 Center 93 96 80 94 91 70 85 86.54 
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Noise 1024x768 Center 41 42 35 18 40 40 62 37.67 

Color 1024x768 Center 24 37 20 40 31 19 44 29.27 

IQM 1024x768 Center 13 88 46 89 7 34 2 21.65 

Wavelet Daubechies 8-tap 1024x768 Center 95 96 96 94 92 76 93 91.46 

Wavelet Haar 1024x768 Center 95 87 97 70 86 56 91 81.84 

Color + IQM + Wavelet Daubechies 8-tap 1024x768 Center 93 94 90 90 90 53 85 83.67 

All Features (Daubechies 8-tap) 800x600 Center 91 96 84 92 95 56 85 84.41 

All Features (Daubechies 8-tap) 640x480 Center 90 95 84 89 88 51 88 82.15 

 

The experiment reveals that noise, color and IQM feature 
sets are individually completely invalid, since the best result 
obtains an 37.67% average success rate, which is unacceptable. 
With the remaining set of features (wavelets), two experiments 
were conducted using different types of wavelet: Daubechies 8-
tap and Haar. The results show that Daubechies 8-tap obtains 
better results than Haar and the best results of all experiments 
(91.46%). 

With respect to the different feature combinations, it is 
observed that when we use all the features good results are 
obtained (86.54% in the best case), since, although they are 
slightly worse than the best result, the difference is not very 
significant (4.92%). Also, the success rate when all the features 
are used subtly drops the smaller the crop size gets. 

The combination of all the features except noise features, 
which are mainly focused on identifying the source type, yields 
an average success rate of 83.67%. These results, even if not 
bad, are far from those obtained with the wavelets and worse 
than when the combination of all features is used. 

CONCLUSIONS 

In this work we have presented various techniques for 
identifying mobile device images with respect to scanned and 
computer-generated images. Besides, other techniques that 
allow us to distinguish the acquisition source of smartphone 
images are presented. The techniques are based on the use of 
four feature sets (Noise, Color, IQM and Wavelets), on which 
adjustments have been made in order to improve the results for 
this specific type of devices. There have been experiments with 
the combination of the different feature sets, different crop 
sizes and positions, and wavelet functions. With regard to 
source type identification, the first general conclusion is that 
Noise features are discarded as invalid when the number of 
types of devices is greater than 2. In the experiments that used 
whole images and different crop sizes and positions, 
unacceptable results were obtained for identifying three types 
of devices (scanner, smartphone and computer). As discussed 
in the experiments, for these three types of devices there are 
dozens of different manufacturers and models, hampering 
classification. As a counterpart, forensic analysts may consider 
the application of the technique with Noise features for 
identifying the source type of images from mobile devices with 
respect to images from scanners and computers. The results are 
quite good at identifying the type when discerning between 
scanners and smartphones. The use of all the features 
significantly improves results, but as a general conclusion they 
are not good enough to be used in a serious situation. When 

identifying the acquisition source of mobile device images, the 
results are much more encouraging. In all sets of experiments 
performed, there is at least one configuration that yields good 
results, always putting them into the context of the level of 
demand on this technique (a large number of devices or many 
devices from the same manufacturer). 
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Abstract— Tourism industry with well develop virtual tour is important to promote a country iconic places of interest such as 

Malacca. It is essential for Malacca as part of the tourism attraction to preserve the historical value for the tourist and also for the 

younger generation to learn from the history. Maritime Museum is one of the must-go-see places where it is built based on a 

Portuguese’s ship that known as Flor de La Mar (FdLM). However, based on the site visit and the peer review that has been done, the 

existing virtual museum in Maritime Museum Malacca does not reflect the historical identity of the ship. In this paper, we will focus on 

development of FdLM 3D walkthrough application that would enhance the existing virtual museum with virtual and augmented reality 

implementation. Results from the evaluation have shown positive feedback where users are able to imagine the FdLM in real life and 

they prefer FdLM 3D Walkthrough compared to the existing virtual museum. Thus FdLM 3D Walkthrough application shall be 

adapted in the future to the Maritime Museum Malacca as tourist attraction. 

 

Keywords— virtual tourism, virtual reality, augmented reality, Malacca, Flor de La Mar (FdLM) 

I.  INTRODUCTION 

The Malacca Maritime Museum was designed as a replica 
of the original architecture of a Portuguese ship; Flor de La 
Mar (FdLM) which sank off in the cost of Malacca. The replica 
was constructed in 1990 and officially opens to public on June 
13, 1994 [1]. It is vital to preserve this replica and its legendary 
historical identity in a new technological way to ensure that 
today and next generation keep their interest towards the ship 
and the history behind. This will help the Malacca State in 
establishing their famous Historical State tittle, along with the 
current technology interest.  

Currently, there is an existing virtual museum for the FdLM 
in the official website. However, the current virtual museum 

does not give the visitor the actual look and feel of FdLM and 
it looks nothing more than slide show. There are not enough 
multimedia elements that allow the visitor to interact with the 
virtual museum and provided only text with slide show. This is 
very disappointing as it limit the visitors’ interaction due to the 
lack of multimedia elements. In addition, the slide show of 
FdLM does not help visitors to know the interior design of the 
ship. In term of design, this will help them on what to expect, 
even before they go to the Maritime Museum. Based on the 
initial investigation, FdLM is in desperate need of 
improvement. 

Furthermore, there is not enough information about the ship 
from the virtual tour that limits the visitors’ understanding. 
Historical information about the ship is very important to make 
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sure the visitors know every details of the ship. Implementing 
learning theory in the walkthrough will help solving this 
problem. 

A 3D walkthrough application would be a solution to the 
current problem. The main purpose of FdLM 3D Walkthrough 
is to allow the tourist to experience the ship in a virtual 
environment and at the same time conveying brief history of 
the ship and Malacca in particular. With the help of virtual 
walkthrough, visitors should be able to imagine more clearly 
about the ship. Users are able to experience the ship in a new 
3D environment where they are able to ‘walk’ inside the ship 
in a better visual. Besides, they are also able to emerge in the 
virtual environment and interact with the 3D objects. Users 
also have a better understanding and exposure about the ship 
from seeing a physical object in a solid form.  

It is also important for the users to experience the ship in a 
real world environment. Users are able to have total immersion 
when the 3D ship overlay with their physical world with the 
implementation of augmented reality (AR). Engagement of 
FdLM 3D ship and the real world would help in maximizing 
the opportunity of interaction. The implementation of VR and 
AR for FdLM 3D Walkthrough offers a richer user experience. 
Information delivery of the historical side of the ship is much 
more entertaining and accurate. This application would also 
help in guiding the tourist. 

II. RELATED WORKS 

A. Virtual Reality 

Oxford Dictionary defines the word virtual as almost or 
nearly as describe, but not completely or according to strict 
definition [2]. Meanwhile, the word reality is defined as a thing 
that is actually experience of or seen.  

The word virtual reality means a vision of reality without 
its physical, or whatever else that is needed to build the reality 
[3].  VR is also a way for human to visualize, manipulate and 
interact with computers and extremely complex data [4].It has 
been widely use in various fields, especially in medical, 
military and engineering. It is strongly suggests that VR is not 
only a medium or high end user interface, but it is an 
application which involves solution to real problems.  

VR is an application that able to solve a particular problem 
with a well performed simulation that depends very much on 
the third ‘I’; human imagination. The imaginative aspect of VR 
also refers to the human mind capacity to perceive non-existent 
things [5]. 

According to The Virtual Technology, Volume 1, it is also 
stated that VR is an integrated trio of immersion-interaction-
imagination as illustrated in Fig. 1. 

 

 

 

 

 

Fig. 1. The three I’s of VR 

The three pillars of VR would help the users to experience 
the look and feel of the virtual environment, thus contributes in 
their understanding of the historical ship. 

B. Virtual Tourism in Malaysia 

Information and communication technologies (ICT) in 
Malaysia has transformed drastically towards the tourism 
industry. This enhancement has contributed to a new paradigm 
of tourism industry to be one of the major evolving industries 
here. [6]. 

Tourism organizations are promoting and distributing their 
product and services with a lower cost internet. Internet has 
made it possible to interact in one-on-one marketing, other than 
being a basis for mass marketing [7]. 

Along with the globalization of tourism industry, accurate 
information is needed so it would be convenient for the tourist 
around the world to easily search needed information [6]. 
Hence, the delivery of information with 3D virtual reality and 
augmented reality technology would help in making that step 
much more imaginable and interactive for the tourist. 

Virtual tourism is a great marketing tool to promote 
Malaysian uniqueness to the world. In fact it is an emerging 
tourism tool since the launch of Virtual Malaysia in 1997, an 
official virtual reality website to promote the country tourism. 
The Chief Executive Officer, Rohizam Muhammad Yusoff, 
highlights the organization’s goal which is to utilize the VR 
technology by providing virtual tours destination, service and 
even promoting Malaysian products [8]. 

From the website, viewers are able to experience a 360-
degree panoramic view of many Malaysia’s places of interest 
such as the Tempurung Cave, a tourist attraction highlighted in 
the State of Perak. Furthermore, the virtual tour offers the 
closest possible sensory experience of any tourist destination, 
services, and product. Besides Virtual Malaysia, Islamic Art 
Museum Malaysia (IAMM) is also taking a step further as 
compare to other local museums by offering a virtual tour 
whish also consist of 360-degree panoramic view 

However, according to a journalist Chan Chun Yew [9], the 
Malaysian virtual tour is rather disappointing. The writer 
emphasizes disappointment when it was expected to be a 3D-
movement in virtual world-ala Myst but somehow it is not like 
how he imagined. A similar issue occurred for the existing 
FdLM virtual, where there are only transitioning images. 

Despite the increasing in ICT awareness and public 
multimedia literacy, Malaysia technology needs to improve 
vividly in order to go parallel with other developing countries. 
Multimedia application with combination of 3D walkthrough 
virtual reality and augmented reality could be the answer in 
dealing with this issue. 

C. Augmented Reality (AR) 

Different from virtual reality where a virtual environment 
replaces the physical world, AR superimposes the real world 
with additional information [10]. AR also helps to improve a 
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user perception and interaction with the physical world by 
supplementing with 3D virtual objects that immerse within the 
same space [11]. In this study, the 3D model of the ship is 
immersing in the real world through a marker-based detection. 

There are three requirements of an AR application [12]. 
Combination of virtual elements such as 3D objects and the 
real environment is the basic requirement of AR application. 
According to Milgram and Kishino [13], it would be a helpful 
perspective to perceive AR as part of a reality-virtually 
continuum concept where it acts as a scale of ranging an 
environment to be completely real, and the other part is 
completely virtual. AR resides between these two ranging as 
shown in Fig. 2. 

 

 

 

 

Fig. 2. Reality-virtually continuum 

The second requirement of AR is the alignment of virtual 
elements with the real world. These means that the 3D object 
should have aligned and match together with the real 
surroundings. 

Third, AR application should be in real-time interactivity to 
ensure that the virtual elements behave like a real element 
concurrent with the real space. However, this may depends on 
the changes in the perspective of the user, lighting conditions, 
occlusion and other physical laws [12]. 

A marked is needed to display the virtual elements as 
shown in Fig. 2. The purpose of this is to identify and position 
the 3D objects parallel with the real environment. When the 
registered marker is detected, the system will position the 3D 
coordinates of the marker pattern and place the virtual object 
on it [14] 

Together with combination of 3D modelling and marker-
based AR, visitors would be able to experience and interact 
with the FdLM ship as it merge with a reality perspective 
through a desktop camera. 

 

 

 

 

 

Fig. 3. Sample of AR Marker 

Along with the help of a marker design for this application, 
the process of AR happens when the image is captured from 
the desktop camera. As shown in Fig. 4, a line detection 
method is used to find the marker edges to locate the 
intersection so that it will be easier to identify the marker’s 
corner points [15]. 

 

 

 

Fig. 4. Marker-based AR operates 

Pattern with four corner is the most easy and accurate 
marker for AR process. Thus, a square based shape is the most 
suitable marker to be used [16]. 

III. METHODOLOGY 

A step by step process of developing the FdLM 3D 
Walkthrough is crucial in order to develop an application that 
serves its objective and solve the current problem. Listed are 
the steps taken. (a) Initial Investigation, (b) Peer review, (c) 
Design and development, (d) Implementation of FdLM 3D 
Walkthrough and (e) Testing. 

A. Initial Investigation 

This process will help in finding specific details of FdLM 
in order to develop a 3D walkthrough and to prevent any 
misinformation with the final product. Thus, initial 
investigation is carried out to collect the information needed. 
Site visit is conducted to explore the information needed to 
develop the application. 

Site visit is one of a crucial step to have an idea or brief 
information about the project. According to Princeton 
University [17], site visit can be defined as a visit under 
authorized ability to examine a site to focus its suitability for 
some endeavor. Undergo this process helped a lot in figuring 
out how FdLM looks like in real life as well as imagining how 
the historical ship should be designed. 

Based on the initial investigation during the site visit, few 
photos and notes are taken down in order to collect information 
regarding the history of the ship. These are some of the 
information that has been collected: 

 FdLM is made up of three levels 

 The captain room is at the top level. 

 The other two levels include artifacts, documents, and 
paintings from Malacca golden era. 

 The replica ship is standing 34 meters high, and 8 
meters width. 

 The museum highlights Malacca as the Emporium of 
The East. 
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B. Peer Review 

A peer review is done to identify the problem with the 
current FdLM virtual tour as a data gathering to find solutions 
needed to be implement in order to its virtual elements.  

Peer review is a documented review done of associates or 
peers, who is having skill in the topic to be reviewed or a 
subset of the topic to be reviewed at any rate proportion which 
at least equivalent to that need for original work and also 
independent for the topic that are reviewing [18]. 

According to Peer Review in Environmental Technology 
Development Program by Committee on the Department of 
Energy-Office of Science and Technology [18], there are two 
characteristic that measure the independency of the peers, and 
they are as follows, 

 The individual or group do not involved as a 
participant, supervisor, technical reviewer, or advisor 
to the work being reviewed. 

 They have the freedom from consideration, in order to 
make sure the topic is equally reviewed. 

For this study, peer review is done by giving questionnaire 
to the students who already hold a Diploma in Computer 
Science and Mathematics, which also students of Degree in 
Computer Science and Mathematics, Hons Multimedia 
Computing from the Faculty of Computer Science and 
Mathematics, UiTM Jasin, Malacca, Malaysia. The purpose of 
choosing them is because the need for people who are very 
familiar with the multimedia surroundings. Their computing 
and multimedia background helps a lot in justifying the review. 

Estimation for the sample size of peer review is a crucial 
need for an effective and reliable result. Calculating margin 
error to measure the confidence interval of the questionnaires 
can be done using the formula in Fig. 5 [19]. 

 

Fig. 5. Margin error formula 

For example, if there is a 95% of confidence interval, 

meaning there is only 5% of margin error. The further details 

of how much sample size is needed parallel to the margin 

error is already calculated in the Table I, below. 

Table I. Margin error for each sample size 

Sample Size (N) Margin Error Margin Error (%) 

10 0.316 31.6 

20 0.224 22.4 

50 0.141 14.1 

100 0.100 10.0 

200 0.071 7.1 

500 0.045 4.5 

1000 0.032 3.2 

2000 0.022 2.2 

5000 0.014 1.4 

10000 0.010 1.0 

 

Based on the Table I, it is observable how much margin 

error will occur for every different sample size. For a sample 

size of 10, the margin error is quite high with 31.6%, 

compare to sample size of 10,000 with margin error of only 

1%. It is observable that the higher number of sample size 

contribute to a lesser percentage of margin error, and higher 

confidence interval. For this study, peer reviews with sample 

size of 20 are used, with confidence interval of almost 80%. 

Data is gathered and analyzed from the questionnaire. A 

questionnaire set from Chertoff (2010) is used as a reference 

and only the variables are modified to meet with the 

functionality of FdLM 3D Walkthrough.  

There are four categories in the questionnaire. Table II 

shows division of questionnaire is to ensure a more specific 

and focus questionnaire session. 

Table II. The category division of questionnaire 

Categories No of Questions 

Interface 4 

Virtual reality elements 4 

Interactivity 1 

Conclusion 1 

 

The questionnaire was conducted by asking the 

respondents to go to the official Malacca Maritime Museum 

virtual tour at http://www.virtualmuseummelaka.com/ 

maritime.htm. Respondents were then asked to have a look 

through of the existing virtual tour. 

It took about ten to twenty seconds to get attention from 

the users when they are browsing a website but an average of 

two minutes is enough for a user to interact with the website 

[20]. In the questionnaire session, respondents were given 

ten minutes to interact with the FdLM virtual tour. A longer 

minutes is purposely given so that the respondents able to 

carefully examine the existing virtual FdLM. 

The result of the questionnaire is documented and 

analyzed as in Table III. The mean of respondents rating 

from each question is gathered and analyzed. 

Table III. Mean of Interface questions 

No Interface Questions Mean 

1 The virtual tour reflects a detail 
interior design of the FdLM Ship 

1.75 

2 The graphic used to represent 
FdLM is in high definition (HD) 

1.35 
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3 The slide shows give a good graphic 
representation of FdLM 

1.35 

4 The overall interfaces meet my 
expectation of how a virtual reality 
application should look like. 

1.35 

 

The questionnaire starts with question one asking if the 

interface of the virtual ship enable the respondents to 

understand the interior design of FdLM. This is to ensure if 

the interface provided gives significant value to the detail of 

FdLM. The frequency of response results in eight 

respondents rate one as strongly disagree, nine respondents 

rate two as disagree, while the other three as moderate. The 

rating resulted in mean of 1.75. 

The second question emphasis on the viewing pleasure of 

the virtual ship, whether the respondents able to experience 

high definition graphic. This multimedia element is vital in 

ensuring a clear image while browsing through the virtual 

ship. Question two has mean score of 1.35 where thirteen 

respondents rate strongly disagree and seven respondents as 

disagree for the high definition aspect of the graphic used in 

the existing virtual ship. This shows that the existing FdLM 

virtual tour needs improvement in term of HD graphic. 

Meanwhile, question number three would ask respondent 

to rate the slide show provided in the existing virtual ship, if 

it is able to give a good graphic representation for the ship. 

The main purpose for this question is to know whether the 

slide show act as a good interface medium in describing the 

FdLM. However, twelve respondents rate strongly disagrees, 

while the other eight disagree with the statement. Thus, 

result in mean score of 1.35. The mean score shows that the 

slides show does not help in representation of FdLM. 

As all of the respondents have basic in multimedia 

studies, it is important for them to rate the existing virtual 

ship whether it meet their expectation of a virtual reality 

tour. Based on the questionnaire result for question four, it is 

observable that thirteen respondents rate strongly disagree, 

while the other seven rates disagree that the existing virtual 

ship interface meet their expectation. The rate given resulted 

with mean of 1.35.  As a conclusion, the respondents 

strongly disagree that the overall interface of existing FdLM 

tour meet their expectation of a VR application. 

Table IV. Mean of VR questions 

No VR Questions Mean 

5 I am able to feel the presence of 
object inside the FdLM from the 
virtual museum. 

1.25 

6 The virtual museum has a high 
quality of immersion. 

1.20 

7 I am able to imagine how FdLM 
looks like in real life. 

1.30 

8 The overall virtual reality elements 
meet my expectation of how a virtual 
application should look like. 

1.35 

 

The second section of the questionnaire is regarding 

virtual reality elements as in Table IV. The fifth question 

would like the respondents to rate the realness of the existing 

virtual ship as the main purpose of virtual reality is to let the 

user believe that they are actually in the environment they 

are experiencing. Fifteen respondents vote strongly disagree 

and the other five votes disagree. Question five has the mean 

of 1.25. This indicate that the majority of respondents not 

able to feel the presence of object inside the FdLM from the 

virtual museum. 

Question six has the mean of 1.20 with frequency of 

response sixteen respondents vote strongly disagree and the 

other four as disagree. While for question seven, it is scored 

with the mean of 1.30, with fourteen respondents vote as 

strongly disagree and six as disagree.  

The last question for virtual reality, focus on the 

respondents’ opinion of the existing FdLM virtual reality 

meet their expectation of how a virtual application should be 

as show in Fig. 6. Question eight score the mean of 1.35 with 

thirteen respondents’ rate as strongly disagree and seven 

respondents disagree. 

Table V. Mean of Interactivity question 

No Interactivity Question Mean 

9 I am able to interact well with the 

multimedia elements from the 

virtual museum. (ex: click through 

links and photos etc) 

1 

 

The main purpose of question number nine is to identify 

if respondent able to interact well with the existing virtual 

ship as in Table V. The current virtual ship, would not even 

allow the respondent to click between photos or zoom in 

from the photos in the slide show provided. The virtual 

application only allows respondents to view the photos while 

reading some text. The photos were automatically looped 

and it is display from the slide show. Thus, it results in the 

mean of 1 where all respondents rate this question as 

strongly disagree for them to interact with the multimedia 

elements from the virtual museum. 

Table VI. Mean for Conclusion question 

No Conclusion Mean 

10 The existing virtual museum is in 

need of improvement especially in 

term of multimedia elements. 

4.6 

 

Page | 607



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0106   © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

Question ten in Table VI emphasis more on the 

respondents’ opinion whether they think the existing virtual 

FdLM need any improvement or otherwise. Based on the 

Mean, majority of respondents agree that the current FdLM 

virtual museum need improvement especially in term of 

multimedia elements. 

As a conclusion, the existing virtual museum for FdLM 

does need a lot of improvement. A more user friendly and 

interactive user interface should be implemented for a more 

entertaining experience. In addition, modelling 3D object for 

FdLM would help user to feel more immerse in the virtual 

environment. At the same time a 3D Walkthrough will act as 

a visual aid for them to imagine and understand FdLM in a 

deeper perspective. 

C. Design and Development 

Navigational map provide specific information with links 
that show how those information are connected and interact 
with each other. Fig. 6 below shows the navigational map for 
FdLM 3D Walkthrough. 

 

 

 

 

 

 

 

 
Fig. 6. Navigation map 

 

There are six scenes from the FdLM 3D Walkthrough. The 
3D Walkthrough will be at the Start scene. The History scene 
will introduce user to brief historical information of the FdLM 
ship. In order to help the user understand the ship better, they 
are able to see the ship in 360 degree rotation. This will help 
the user in knowing specifically the design of the ship. Next, an 
element of AR is implemented at the FdLM AR scene to let the 
user imagine the ships’ design. This is done by connecting the 
application with the camera. Contact information of the 
Maritime Museum is available at the Contact Us scene. 

Interface is important in developing an application. 
Interface in general should be in prospect of when a user give 
command to the computer, it responds back in a manner of 
showing what the user needs. User interface is much related to 
user interaction which can be delivered through input devices 
such as keyboard, mouse, touch screen and microphone [21]. 
Interface also influence in a good user experience and act as a 
major ingredients for a successful application today [22]. Thus, 
it is advised to use keyboard and mouse as a primary input 
devices for FdLM 3D Walkthrough since it is a desktop 
application. 

Intel Developers has come up with desktop user interface 
guidelines along with the launch of Windows 8 in 2012 for a 
better desktop experience for their customers. Based on those 

guidelines, FdLM 3D Walkthrough is designed to fit into 
desktop application as shown in Fig. 7. 

 

 

 

 

 

Fig. 7.Division of Desktop Interface 

There are three separated partitions with one blue 

partition and two pink partitions. The blue partition represent 

the main focus or the main content of a desktop application 

while the other two pink partitions are made for interaction 

purpose such as icons and buttons. 

Besides the desktop user interface; colors also play a vital 

role in catching the attention from user. A complementary 

color method is used in the application, especially when it 

comes to icons. Fig. 8 shows the Complementary Color 

Chart. For example, a background with brown color that 

situated between the yellow and orange will be complement 

with an icon that has blue color. 

 
 

 

 

 

 

 

Fig 8. Complementary Color Chart 

The complementary chart resembles how a developer 
should play with color in their application. A high contra of 
colors, for example orange with blue, would create a vibrant 
interface especially in full saturation. Complementary color 
also helps user to focus to a specific icons [23]. 

 

 

 

 

 

Fig. 9. Sketch of FdLM Ship 

Sketching of the FdLM ship helps in specifying its look 
in the application. It would also give a brief view of the 
interior design of the ship. Development of the ship 3D 
model is referred to the sketch.  

There are three views for the FdLM sketch as shown in 
Fig. 9. The top view shows the design of the ship from 
above, and two center views that show the Museum and 
Captain’s Room. 
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The development of 3D modelling is done using 3D 

Studio Max. 3D Studio Max is chosen based on its 

capabilities and ease of use to develop 3D model and its 

compatibility to transfer file to other software. Fig. 10 shows 

the modelling process of FdLM. 

 

 

 

 

 

 

 

Fig. 10 Modelling Process 

As modelling 3D object is the basic step of developing 

this application, several techniques is used in order to design 

the iconic ship. Some model only required to use one 

technique, while many other 3D objects required 

combination of two or more techniques. Listed in Table VII 

are some of the techniques used. 

Table VII. Techniques used in modelling FdLM ship. 

No Techniques 

1 Line tool 

2 Extrude 

3 Intrude 

4 Slice plane 

5 Editable poly/mesh with vertex, border, and polygon. 

6 Texturing 

 

Next, the finished 3D model is then converted to fbx file 

to be transferred to 3D Unity. Interaction and modelling 

setup is done within the virtual reality environment. 

Designing and development of the virtual surrounding 

happens in 3D Unity. Repositioning the 3D model is needed 

to place it at the right place. Incase if the model that we 

imported does not match with the VR environment like how 

it should be, adjusting the position, rotation and scale can be 

done at the Transform panel. Additional multimedia 

elements such as links and audio are inserted to enhance the 

look and feel of the ship. 

 

 

 

 

 

 

Fig. 11. FdLM from bird’s eye view 

 

 

 

 

 

 

 

Fig. 12. FdLM Information Screen 

Fig. 11 and 12 shows the application interface that has 
been developed and enhancement are made based on the data 
gathered from initial investigation. 

D. Implementation of Flor de La Mar (FdLM) 

Implementation is done to know what type of hardware 

and software are needed in order to develop the project 

parallel with its functionality. Implementation process is 

where the design plan will be delivered into multimedia 

program. The suitable software and hardware selected and 

used in development of FdLM 3D Walkthrough. 

E. Testing 

The same 20 respondents from the previous peer review 

are called back to evaluate the FdLM 3D Walkthrough. The 

purpose of this testing is to know if FdLM 3D Walkthrough 

has offered improvement in term of multimedia elements 

compare to the existing virtual museum. Table VIII shows 

the mean result for interface questions. 

Table VIII The mean result of FdLM Interface 

No Interface Question Mean 

Q1 The 3D Walkthrough reflects a better 

interior design of the FdLM Ship 

compare to the existing virtual museum. 

4.00 

Q2 The graphic used to represent FdLM is 

in high definition (HD) 

4.10 

Q3 The 3D models give a good graphic 

representation of FdLM 

3.95 

Q4 The overall interfaces meet my 

expectation of how a virtual reality 

application should look like. 

4.40 

 

The total mean score of this evaluation questionnaire is 5. 

For question one, its purpose is to know if the 3D 

Walkthrough gives significant value to the detail of FdLM 

ship. From the Table VIII, we could see the rating for Q1 is 

4.00 out of 5. This means that the respondents do agree that 

the 3D Walkthrough reflects a better interior design of the 

FdLM Ship compare to the existing virtual museum. 

As for Q2, the mean score is 4.10 out of 5.This shows 

that there are improvement for the representation of FdLM in 

term of high definition when using 3D Walkthrough. For Q3, 
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this question would like to evaluate if the 3D model use is 

effective in representing FdLM, and it scores the mean of 

3.95. Meanwhile, the overall interface scores 4.40 out of 5, 

which means the respondents do agree that the interface used 

meet their expectation of how a virtual reality application 

should look like. 

Table IX The testing result for VR 

No Virtual Reality Questions Mean 

Q5 I am able to feel the presence of object 
inside the FdLM from the 3D 
Walkthrough. 

4.50 

Q6 The 3D Walkthrough has a high quality of 
immersion. 

4.55 

Q7 I am able to imagine how FdLM looks like 
in real life. 

4.70 

Q8 The overall virtual reality elements meet 
my expectation of how a virtual 
application should look like. 

4.60 

 

Next, Q5 evaluates if the user able to feel the presence of 

object inside the FdLM and it is proven so when this 

question score 4.50 out of 5. For the immersion element of 

VR, question 6 score 4.55 which really stated that the 3D 

Walkthrough does effect the user in term of immersion. For 

Q7, it scores 4.70 out of 5 and this shows that majority of the 

user able to imagine how FdLM looks like in real life. As for 

the last question in the VR category, Q8 emphasize on the 

overall VR elements from the 3D Walkthrough and it has the 

mean of 4.60. This means that majority of the respondents 

do agree that the FdLM 3D Walkthrough meet their 

expectation of how a virtual application should look like as 

shown in Table IX. 

Table X shows the testing result of Interactivity 

No Interactivity Mean 

Q9 I am able to interact well with the 

multimedia elements from the FdLM 3D 

Walkthrough. (ex: click through links and 

photos etc) 

4.30 

 

As shown in Table X for interactivity elements, Q9 

evaluate of how the interactivity of the 3D Walkthrough 

plays its role. Interactivity from the application able to score 

4.30 out of the total mean score of 5. This shows that the 

majority of respondents do agree that the FdLm 3D 

Walkthrough offer a good interactivity with multimedia 

elements. 

Table XI shows the mean of Conclusion question 

No Conclusion Mean 

Q10 I prefer FdLM 3D Walkthrough 
compare to the existing virtual museum. 

4.65 

 

For the overall aspect of 3D Walkthrough, a conclusion 

question is asked to know the opinion of the respondents. 

The majority of respondents do agree that to prefer FdLM 

3D Walkthrough compares to the existing virtual museum 

with mean rate 4.65 out of 5 as shown in Table XI. 

 

IV. CONCLUSION 

Virtual reality has a big opportunity to be explored 

especially in the tourism industry. Developing a VR 

application for FdLM is just a stepping stone to promote 

Malacca and its historical sites. Ana Serrano, a Chief Digital 

Officer of the Canadian Film Centre (CFC), and founder of 

CFC Media Lab, in her talk during TED events define virtual 

reality as a rich, visual, multi-sensory computer simulated 

environment in which user could emerge themselves in and 

also interact. Based on the testing result, it is observable that 

FdLM 3D Walkthrough serves a better interface, interaction 

and virtual reality element compare to the existing FdLM 

virtual tour. 

As for the future work, the application will be tested to 

the random visitors of FdLM museum. The purpose of this is 

to get a public insight of how the application able to help 

them in guiding and promote understanding of the historical 

ship. 

In conclusion, FdLM 3D Walkthrough has greatly 

facilitate historical understanding using multimedia 

elements. The application also helps user to be more 

immersive, imaginative and interactive, thus, offer solution 

to the existing FdLM virtual museum.  
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Abstract— In this paper we present a new non-blind watermarking scheme for 3D graphical ob jec t s  (meshes). Non-blind 

watermarking scheme is known to be more secure than blind ones, since the original and watermarked models are needed for 

extraction. In our scheme we use the model’s prominent feature points to divide the model into separate segments, these feature 

segments are then projected from 3D representation to the 3 main 2D-Planes. The watermark embedding is done in frequency domain 

of these projections. The experimental results showed the robustness of this scheme against various mesh attacks (mesh 

simplification, subdivision, smoothing, cropping, etc). T his scheme also allows quite large payload to embed. The results of the 

proposed scheme showed average of 50 percent improvement in robustness against geometry attacks, and up to 70 percent against 

connectivity attacks. 
Keywords— Digital Watermarking, 3D Models, Triangular Mesh, Robust Watermarking.  

 

I. INTRODUCTION  

 3D mesh models are rapidly growing in the multimedia 

applications, and are used more and more in many fields, 

with industrial, medical, and entertainment applications. 

This increases the need for intellectual property protection 

and authentication. 

       Digital watermarking was found to be a very efficient 

solution for the authentication problems. This technique 

carefully hides some secret information in the functional 

part of the cover content. A watermark is a digital code 

permanently embedded into a cover content [1]. A 

watermark can be embedded in a variety of cover content 

types, including images, audio data, video data, and 3D 

graphical objects. 

      The 3D graphical objects are the most difficult kind of 

digital media to design a watermarking framework for, as it has 

many challenges [2], such as: (1) Low volume of data: the 

amount of data available to hide the watermark in it is very low 

as a 3D model consists of a few thousands of vertices unlike 

the enormous amount of pixels provided in the case of 

images.(2) No unique representation: an image is represented 

as a 2D array, while a 3D model can be represented in many 

different ways. (3) No robust transformation field that can be 

used for embedding. (4)Attacks may change the geometry and 

connectivity properties of the mesh. (5)High computational 

requirements, specially for frequency domain implementation. 

      Watermarking techniques are generally classified based on 

the detection method to blind and non-blind techniques. Blind 

techniques require neither the cover (original model) nor the 

embedded watermark to extract the watermark, while the non-

blind techniques need the cover content in order to complete 

the extraction process, so that, the possession of the original 

model becomes part of the proof of ownership[3]. The non-

blind watermarking is more robust than the blind 

watermarking. Both techniques gained a lot of attention 
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recently, many algorithms were developed to provide robust 

watermarking scheme [4]. 

      In the first category, a recent blind watermarking technique 

was developed based on multi resolution representation and 

fuzzy logic. Fuzzy logic approach approximates the best 

possible gain with an accurate scaling factor so that the 

watermark remains invisible. The fuzzy input variables are 

computed for each wavelet coefficient in the 3D model. The 

output of the fuzzy system is a single value which is a 

perceptual value for each corresponding wavelet coefficient. 

Thus, the fuzzy perceptual mask combines all these non-linear 

variables to build a simple, easy to use HVS (human visual 

systems) model. Results showed that the system is robust 

against affine transformations, smoothing, cropping, and noise 

attacks [5].  

Another blind watermarking scheme based on volume 

moments was introduced by Wang, et al [6]. During watermark 

embedding, the input mesh is first normalized to a canonical 

and robust spatial pose by using its global volume moments. 

Then, the normalized mesh is decomposed into patches and the 

watermark is embedded through a modified scalar Costa 

quantization of the zero-order volume moments of some 

selected candidate patches [6]. 

      In the second category, there is the non-blind watermarking 

algorithm based on geometrical properties of 3-D polygon mesh 

introduced by Garg, H., et al [4]. The objective of this algorithm 

is to process the object to find the less visible area of 3D 

polygonal mesh. Another non-blind watermarking scheme that 

was developed by Ryutarou Ohbuchi, et al [7], uses the spectral 

domain to embed the watermark. The algorithm computes 

spectra of the mesh by using eigenvalue decomposition of a 

Laplacian matrix derived only from connectivity of the mesh. 

 The rest of the paper is structured as follows: section 2 

provides an overview of the segmentation operations we apply 

on the mesh model. Section 3 describes the steps of embedding 

and extracting the watermark. In Section 4 we illustrate the 

main features of our implementation. The experimental results 

are provided in section 5, and a conclusion of the paper is 

presented in section 6. 

II. SEGMENTATION 

The first step in our algorithm is to divide the original mesh 

model into core part, and a number of segments contain its 

feature points. In this section we describe the used 

segmentation method based on [8]. The feature points selected 

are the prominent points of the model. These points reside on 

the tip of prominent components of the model. For instance, in 

Fig.1, feature points can be found on the tip of the tongue, 

horn, and tail. To formally define the vertices on the tips, it 

should satisfy the following conditions. 

 

∀v ∈ S, let Nv be the set of neighbouring vertices of vertex 

v. Let GeodDist(vi, vj) be the geodesic distance between 

vertices vi and vj of mesh S. The local condition that a feature 

point should satisfy is that ∀vn ∈ Nv. 

∑ 𝐺𝑒𝑜𝑑𝐷𝑖𝑠𝑡(𝑣, 𝑣𝑖) >  ∑ 𝐺𝑒𝑜𝑑𝐷𝑖𝑠𝑡(𝑣𝑛, 𝑣𝑖)𝑣𝑖∈𝑆  𝑣𝑖∈𝑆  

 

The feature points determined are then used to guide the 

segmentation. The mesh is segmented into its core component 

and its prominent components. Each prominent component is 

defined by one or more of the feature points, while the core 

components are closer to the center of the mesh model. The 

segmentation process consists of the following 3 steps: 

1) Spherical Mirroring:  
 Prominent feature points on surface S tend to be 

extreme in some direction, while vertices of the core 

component tend to be closer to the center of S, the aim 

of spherical mirroring is to reverse this situation, and the 

vertices of the core become external and can be easily 

extracted. 

2) Core Component Extraction:  
 The convex hull of the mirrored vertices is computed. 

The vertices that reside on the convex hull, along with the 

faces they define on S, are considered the initial core 

component. 

3) Extraction of the other segments:  
 Once the core component is found, the other segments 

of the mesh are extracted by “subtracting” the core 

component from the mesh. 

 

A. Segments Projection 

      The term projection refers to any dimension-reduction 

operation. One way to achieve this is using a scale factor of 

zero in a certain direction, thus, all points will be projected 

onto the perpendicular plane (in our 3D case). This type of 

projection is called Orthographical Projection or Parallel 

Projection as shown in Fig.2. In our framework, we use parallel 

projection to convert the feature segments selected of the 3D 

mesh model into three 2D-arrays, each obtained by projecting 

against one of the 3 cardinal axes.  

Fig. 1. Prominent Feature Points 

Fig. 2. parallel Projection of a 3D object 

(1) 
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      To project a 3D model or a segment of it onto a plane, we 

use a scale value of zero on the perpendicular axis to this plane 

[8]. The 3D matrices used for projection on the xy, xz, and yz 

planes are as follows: 

 𝑃𝑥𝑦 =  [
1 0 0
0 1 0
0 0 0

] 

 

 𝑃𝑥𝑧 =  [
1 0 0
0 0 0
0 0 1

] 

 

 𝑃𝑦𝑧 =  [
0 0 0
0 1 0
0 0 1

] 

 

 

 

 

III. WATERMARK EMBEDDING AND DETECTION 

A. Watermark Embedding Process  

The watermark embedding process is based on the 

segmentation process, and the segments projection explained in 

the previous section. Fig.3. shows the scheme we use for 

watermark embedding process. In our scheme we use a sample 

image as watermark payload. The pixels of the image (with 

values 0 and 1 only) are embedded in the selected segments 

defined by the feature points of the model. The watermark 

image is split into equal blocks of pixels, as shown in Fig.4. 

Each block is then embedded in a segment of the 3D model. 

 

 

 

Dividing the image watermark into blocks and distribute it 

among the feature segments increase the resistance for attacks 

like cropping. It has been proved in cases of image, audio, and 

video watermarking that it is better to embed information in 

spectral domain rather than in the spatial domain based on [1]. 

Many of the new researches focus on the use of frequency 

domain for its robustness compared to other domains [14]. 

Robustness is a key factor in our algorithm, so we’re adopting 

the DCT (discrete cosine transform)-based watermarking 

method. DCT is selected for its computational simplicity 

compared to other transforms such as Discrete Fourier 

Transform. It also has the ability to pack more information in 

fewer coefficients. The DCT coefficients are divided into 3 

main bands; low frequencies, mid frequencies, and high 

frequencies, as shown in Figure 5. Embedding in the mid-band 

coefficients avoid scattering the watermark information to most 

visual parts of the model i.e. the low frequencies and also it do 

not overexpose them to removal through noise attacks where 

high frequency components are targeted. 

 

 

 

Fig.3. Steps of the watermarking embedding process 

Fig. 4. Watermark Image split into blocks 

Fig. 5. DCT coefficients for 8*8 block 
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The watermarking process can be described as follows: 

 The arrays resulting from the projection of the feature 

segments are divided into blocks, and DCT is applied on each 

block 

 A number (N) of the mid-band coefficients is selected, 

where N = 1/4 the width of the watermark image. 

 The embedding is then performed in the transform 

domain; the logo image we use is represented as 0’s and 1’s. If 

the pixel value to be embedded is 0, then there will be no 

changes in the coefficient value: C’ = C. Otherwise the 

coefficient will be changed to C’ = C + w. C, where C’ is the 

DCT coefficient after embedding, and w is the watermark ratio, 

that has a direct effect on the visual quality of the model. 

Figure 6 shows the effect of the watermark ratio w on the 

visual quality measured by the Root Mean Square error (RMS) 

and the bit error rate of the watermark after extraction. At 7% 

of the coefficient values we reach an acceptable RMS value 

(according the watermarking benchmark [13]), and the 

watermark can be fully recovered.  

 IDCT (inverse discrete cosine transforms) is then 

applied to these blocks to generate the watermarked segments 

projections. 

 We then reverse the projection steps to re-create the 

watermarked segments. 

 3D object reconstruction by combining the core part 

with the watermarked feature segments. 

 

B. Watermark Extraction Process 

     Fig.7. shows the block diagram of watermark extraction 

process. The process has the same steps to create the segments 

projection, and since we’re adopting a non-blind technique, the 

original segments projections are needed to complete the 

extraction process. We use the same process, whether the 

watermarked model is attacked or not. 

The array of segments projection generated for both 

watermarked and original models will be the input for DCT 

operation. The same range of mid-band coefficients is selected 

to extract the watermark: 

𝑊𝐿 =  
𝐶𝑊− 𝐶𝑂

𝛽∙𝐶𝑂
    

 

Where Cw is the coefficient obtained for the watermarked 

model, Co is the original model coefficient, and WL is the 

detected value for the corresponding pixel in the logo image, it 

should have the value of 0 or 1. This way the logo image will 

be re-constructed. The original image will be compared to the 

extracted image using the PSNR (peak signal to noise ratio) 

measure to calculate the efficiency of our watermarking 

scheme. 

 

IV. EXPERIMENTAL RESULTS 

A. Distortion Evaluation  

The described scheme was applied on different 3D models 

whose characteristics are listed in Table 1.  

 
Table.1. Characteristics of the 3D models used in experiments. 
Object No. Vertices No. Faces 
Bunny 34835 69666 
Dragon 50000 100000 
Hand 36619 72958 

Rabbit 70658 141312 
Venus 100759 201514 

The results of applying our scheme on the five objects are 

shown in Fig.8. 

Fig. 7. Steps of the watermarking extracting process 

Fig. 6. The effect of different watermark ratios on visual quality and the Bit 
Error Rate 

(2) 
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The models were selected to provide a diversity of mesh 

shapes; a shape like the bunny has many rounded faces, where 

the dragon shape is very complex. There is also an elongated 

object (the rabbit), and the hand object is quite flat. 

The watermark embedding process introduces some 

distortion to the original cover mesh. This distortion can be 

measured using many metrics; we are using the root mean 

square error (RMS) between two 3D-surfaces which is more 

accurate than other simple vertex-to-vertex distance measures 

(e.g. PSNR). The RMS is defined in eq.3. 

𝑑𝑅𝑀𝑆(𝑆, 𝑆′) =  √
1

|𝑆|
 ∑ 𝑑(𝑝, 𝑆′)2

𝑝∈𝑆   

 

Where p is a point on surface S, S’ is the surface to measure 

the distance to, |S| is the area of S, and d(p,S`) is the distance 

between p and S`. The amount of distortion introduced by a 

watermarking technique is one of the evaluation factors; it’s 

required to present the minimal amount of distortion. The 

method used to measure the quality of the watermarked models 

is Metro [10]. Mesh models are usually used in digital 

entertainment applications, so it has to be assured that the 

embedding of the watermark will not affect the visual quality 

of the models. Based on the evaluation criteria defined by the 

benchmark of 3D models watermarking [11] the induced 

geometric distortion should be <0.09 with respect to the 

diagonal of the bounding box. Table.2 shows the baseline 

evaluation results of the proposed scheme and Wang’s 

algorithm [12], stating the payload size used with every model 

and the visual effect of it in terms of the perceptual quality 

measure RMS. The evaluation shows that our scheme is 

supporting much larger payload, while maintaining the models 

visual quality. In Table.3 the ratio between payload and RMS is 

presented to show that our scheme is better by 36% in 

preserving the visual quality of the 3D Model for large 

watermarking payloads.  

 
Table.2 Baseline Evaluation Results 

 Payload RMS(w.r.t. lbbd)  

Model Wang's Proposed 

Scheme 
Wang's Proposed 

Scheme 
Venus 75 256 0.0023 0.0027 
Bunny 67 144 0.0017 0.0053 
Horse 46 64 0.001 0.0014 

Dragon 49 256 0.0018 0.0057 
Average 

Values 
59.25 180 0.0017 0.0038 

 

 
Table.3 Payload to RMS Ratio 

 Wang's Proposed Scheme 

Payload/RMS 34852 47368 

 
 

The visual effects of embedding the watermark in the mesh 

models are illustrated by zooming in details of the models 

(Fig.9). 

 

Fig. 8. 3D models used in our experiments:  (a) bunny, (b) dragon, (c) hand, 

(d) rabbit, and (e) venus. 

(3) 
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B. Information Embedding Capacity 

In our proposed scheme we provide embedding capacity ( 

watermark payload ) that varies according to the model size 

and number of feature point ( a logo image of 16x16 pixels, up 

to 24x24 pixels ), which gives the ability to hide a considerably 

large data.. 

C. Robustness Evaluation 

In this section we present the evaluation of our 

watermarking scheme against various 3D mesh attacks, in 

general there are three kind of routine attacks applied on 

watermarked meshes: file attacks, geometry attacks, and 

connectivity attacks. In the following we present the results of 

applying a diversity of these attacks, by measuring the amount 

of distortion introduced by these attacks on the watermarked 

model, and the quality of extracted watermark 

 

 Cropping: one of the connectivity attacks in which one 

part of the watermarked mesh is cut off and lost, we applied 

this attack on the model where 12% of the mesh vertices were 

lost as shown in Fig.10 (a). 

 Subdivision: a connectivity attack in which vertices 

and edges are added to the mesh to obtain a smoother and 

higher visual quality version of the model. Two different 

schemes of subdivision are used: the loop scheme [Fig.10 (b)], 

and the mid-point scheme [Fig.10. (c) ]. 

Fig. 9. Zoom-in area of the watermarked models shows the distortion added. 

Fig. . The watermarked bunny model after applying 5 different attacks : (a) 
Cropping, (b) Subdivision using loop scheme, (c) Subdivision using mid-

point scheme, (d) Laplacian Smoothing using 3 iteration, (e) Laplacian 

Smoothing using 10 iterations. 
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 Smoothing: a geometry attack that’s also a common 

process used to remove the noise generated during the mesh 

generation process. Referring to the benchmark we adopt [12] 

we applied Laplacian smoothing with different number of 

iterations [N =3, N= 10], its effect is shown in Fig.10 (d) and 

(e) respectively.  Applying these attacks on the watermarked 

mesh introduces different amount of distortion, and affects the 

hidden data in its own way. In Fig.11, we plot the effect of 

these attacks on the bunny model. The PSNR measures the 

quality of the watermark image restored after applying the 

attacks, the results show that the watermark is efficiently 

extracted from the attacked model. 

 

 

V. RESULTS COMPARISON 

In order to show the robustness of our scheme, it is 

compared to other schemes. Referring to the benchmark we 

used for evaluating the embedding effect on the models, it 

presents 2 different algorithms to compare with, the work of 

Wang et al.  [11] that is based on modification of the mesh 

local volume moments, and the work of Cho et al.  [12] that is 

based on modification of the mean value of the histogram of 

vertex norms. 

 

 
Table.4 Robustness Comparison between the 3 methods 

Attacks Chos’s  

BER 
Wang’

s  

BER 

Proposed 

Scheme BER 

Similarity Transformation 0.0 0.0 0.0 

Smoothing N = 5 0.01 0.0 0.013 

Smoothing N = 10 0.23 0.01 0.015 

Smoothing N = 30 0.38 0.07 0.02 
Smoothing N = 50 0.45 0.14 0.02 

Average Geometry Attacks 0.214 0.044 0.014 

Subdivision Midpoint 0.04 0.0 0.02 
Subdivision   0.14 0.0 0.04 

Subdivision Loop 0.16 0.0 0.045 
Simplification E = 10 0.01 0.0 0.02 

Simplification E = 30 0.05 0.0 0.019 

Simplification E = 50 0.18 0.0 0.025 
Simplification E = 70 0.33 0.0 0.029 

Simplification E = 90 0.23 0.01 0.031 

Cropping 10% 0.5 0.51 0.012 

Cropping 30% 0.53 0.49 0.014 

Cropping 50% 0.51 0.49 0.013 
Average Connectivity Attacks 0.243 0.136 0.024 

 
 

The benchmark limits the used payload to be around 70 bits 

in order to conduct a meaningful comparison, so we are 

reducing the size of our embedded watermark logo to an 8x8 

image, which gives us 64 bits to be embedded. The perceptual 

protocol defined by the benchmark is applied, and the Bit Error 

Rate (BER) is calculated as a measure of robustness. Table 4 

shows a comparison of the BER computed after applying a 

number of attacks on Venus model. Embedding the watermark 

in the middle frequency band does not expose it to removal by 

operation targeting the higher frequencies such as smoothing, 

and it can be noted that our scheme gives a remarkable 

robustness against this kind of attacks even at large number of 

iterations. The embedding of the watermark is also scattered 

between many feature segments that are not necessary 

interconnected, that makes it more robust against faces 

removing attacks, such as cropping. 

 

 

 

Fig.11. The effects of some attacks on the visual quality of the watermarked model 

and the efficiency of watermark extraction. 
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CONCLUSION  

In this paper, we proposed a new non-blind, frequency 

domain watermarking scheme that is based on mesh 

segmentation. The proposed scheme compared to other 

methods shows a better robustness against both geometry and 

connectivity attacks. The scheme also preserves the visual 

quality of the 3D mesh models. A considerably large payload is 

also supported, which allows hiding of large sum of 

information, and this one of the most critical issues in 3D 

models watermarking. 
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Abstract— User interfaces are part of our daily life, it is usual that people are connected to the digital world through applications in 

a computer, smart phone or tablet. At present time these devices offer a fluency feeling in real time communications, this is the 

principal argument to use them in this project. We present the design of three types of user interfaces employing Matlab and Android, 

which constitute a bridge between the movements that the person desires and mobile robot with Bluetooth connectivity. For this 

objective we control robots by the inclination of phone without physical buttons, also for many people who like the videogames is 

possible to control it with a traditional controller and finally if not available any of the above, the robot can be controlled through a 

common keyboard.. In addition this paper show the design and control of two cheap mobile robots for the user interface demonstration 

which contain an Arduino like a main processing board and the case created with 3d printer. 

Keywords— mobile robots, teleoperate, multimedia interfaces, PS3 controller.

I.  INTRODUCTION  

Nowadays user interfaces development are becoming 
increasingly crucial. One of the most significant types of 
development is based in Android, the operating system that 
powers millions smartphones and tablets, fast and smooth with 
slick graphics [1].  

The future is wireless and Bluetooth technology [2] is a 
favorite in the world of electronics enthusiasts where the data 
link "no physical connection" must be robust, reliable and 
secure. Moreover the operative system Android [3] is the most 
famous in the world [4]. Furthermore, in recent years research 
on mobile robots is gaining followers [5][6].  

An action field of mobile robots is the teleoperation [7], 
teleoperation allows an operator in a specific place to execute a 
task on another place, possibly separated by large distances 
[8][9]. On other hand, game controllers are used for different 
objectives like [10][11], one of them is the PlayStation 
controller that contains enough buttons to program robot 
functions like the velocity, steering and connectivity. 

In this paper we combine the potential of android, ease of 
Bluetooth wireless connection, focusing on design a small 
cheap mobile robot [12] teleoperated via a smartphone or pc. 

The robot has an Arduino control board, a Bluetooth 
module for wireless communication, infrared or ultrasonic 
sensors (depending on the model) to avoid collisions. 

The control allows to link the robot with the device 
operated by the user with different speeds and automatic 
avoidance of obstacles, the control stops the movements of 
robot with the exception of reversing. 

The rest of this paper is organized as follows. Section II: 
gives a simple summary about the user interfaces developed for 
control the mobile robots using keyboard, ps3 controller and 
mobile phone. Section III presents the design of robots, 
information about theirs parts and performance, as well as 
design drawings with their respective views. The experiments 
are given in Section IV. Finally, Section V is the conclusion. 

II. USER INTERFACES 

A. The heart of user interfaces 

The user interfaces are the skin of applications they 
represent the link between the codes that be sending via 
Bluetooth and the friendly user interfaces. Always the best 
program or application need be simple and intuitive; for these 
reasons we designed three different interfaces, but the heart of 
communication of them are the same.  

These robots used Bluetooth technology that is mainly 
based on connect two devices together with the same settings. 
A brief explanation about the parameters for serial 
communication is listed below: 

Baud Rate = 9600; 

Byte Size = 8; 

Stop Bits = ONE STOP BIT; 

Parity = NON PARITY;  

Once configured these parameters on both mobile robot and 
control device, the robots are ready to begin the transmission of 
data. We devise a common communication for send the same 
data although we change the user interface,  
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The possible movements are forward, backward, left and 
right, the speeds that can be chosen are: fast, normal and slow, 
we contemplated that if the user does not press the scroll keys, 
the robot will stop.  

B. PS3 Controller Interface 

The DUALSHOCK 3 wireless controller for the 
PlayStation 3 system provides the most intuitive game play 
experience with pressure sensors in each action button and the 
inclusion of the highly sensitive SIXAXIS technology motion 
detection. Each hit, crash and explosion is more realistic when 
the user feels the rumble right in the palm of your hand. Use 
Bluetooth wireless technology for gaming [13]. 

An user interface Fig. 1 was created in Matlab to control 
robots using the PS3 controller, this program allows you 
perform movements such as forward, backward, left and right, 
as they have pressed the corresponding keys on the controller, 
plus you can control the speed of moving in three distinct 

stages: the speeds that can be selected are low, medium, high. 

First we set the control to work in Matlab with mfiles of 
JOYMEX [14]. These platforms lead the development of this 
work; 

We use mfiles of JOYMEX because it interprets the signals 
sent by each button of ps3 controller, for this way we can 
change or finish the control. Although we do not use in this 
project, ps3 controller has there buttons that give pressure 
information on them and even gives the rotation of the ps3 
controller, for our project we focus on recognizing the data 
from the buttons are explained below;   

i. Selecting the robot 

• Yellow mobile robot- must press the "R1" button. 

• Red mobile robot - must press the "R2" button. 

ii. After selecting the robot with which we interact, we must 
expect the GUIDE notify us that found within the range of the 

robot and start connecting calls via Bluetooth, for pairing must 
press the "L1" button and wait the next step. 

iii. Selecting the moving speed of the robot: 

• Slow - button "triangle". 
• Medium - button "circle". 
• Fast - button "X". 

iv. Controlling the robot with the arrow keys on the remote: 

• Forward 
• Right 
• Backward 
• Left 

v. terminate the application press the "START" RC button 

C. Keyboard Interface 

In the application Fig. 2 the mobile robot is selected 
(yellow or red) and also the speed of movement, when you 
click on the start button, the application sets the Bluetooth 
communication, the status indicator will change from offline to 
online. The control keys of mobile robot are: 

• w: forward 
• d: right 
• s: backward 
• a: left 

The application is terminated with finish button. 

D. Phone Interface 

The application Fig. 3 has the following elements: 

• Power button, when pressed and select the device to 

be connected, the phone can be used as a remote 

control. 

• A connection status indicator, it is connected (green) 

and offline (red). 

• Four indicators are showing the move instruction, 

(left, right, up, back) and speed (yellow = slow, 

 
Fig. 2. Keyboard interface. 

 

Fig. 1. Interface for ps3 controller 
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orange = Mede, and red = fast). The control is 

sensitive to the phone inclination, if the phone 

inclination increase, the velocity will bigger, but when 

the phone is centered the indicators are gray and the 

robot is stopped. 
• Shutdown button to terminate the application. 

The application has designed similar to following images: 

III. MOBILE ROBOTS DESIGN 

We design and use two robots for the user interface 
demonstration.  

The idea was create a cheap robot mobile, we decided to 
make our own designs and printed them, for this we use 
Inventor software, the design has complex forms not only 
because they look better aesthetically, but also for its 
functionality, we place two sensors at 45 degrees with respect 
at frontal sensor to avoid collisions, in the lower front the robot 
has an proximity infrared sensor to prevent the robot falling off 
the table or even for use it as a line follower. 

Robots assembled and painted are in Fig. 4. 

A. General Recognition of the Robots 

The views of mobile robots are in Fig. 5. Parts shown 
include: 

1. On-off switch Battery. 
2. Infrared Proximity Sensors 

3. Ultrasonic Sensors 

4. Floor sensor 

5. Holes for jockey wheel 

6. Motors 

7. Lithium Polymer (LIPO). 
8. Area circuitry. 

Mobile robots have Arduino boards that are open platforms 
for prototyping with flexible software, inexpensive and easy to 
use. 

 
(a) 

 
(b) 

 
Fig.5. Views of mobile robot. (a) Robot with Ultrasonic Sensors and (b) 
Robot Infrared Proximity Sensors 

 

 
Fig. 3.  Phone Interface 

 
Fig. 4.  Mobile Robots Design 
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IV. EXPERIMENTS 

In our work, we designed, printed and developed two 
mobile robots that are controlled independently with multiple 
devices. We try to prove that it is easy to merge several 
technologies to make interesting projects with inexpensive cost 
and with customizable user interfaces, for us the most 
innovative controller  was the smartphone because it is able to 
control robots by the inclination without physical buttons, but 
for many people who like the videogames is also possible to 
control it with a traditional controller and finally if not 
available any of the above, the robot can be controlled through 
a common keyboard.  

Experiments with the ps3 controller allowed to conclude 
that the interface was adequate for handling the mobile robot, 
since many users are familiarized to the control because it is a 
command for video games. Fig. 6 shows the application that 
run and the user with ps3 controller. 

Experiments with the keyboard were efficient, each person 
that operate a computer has used a keyboard, so the interface is 
simple to use. The Fig. 7. Shows the application and the robot.  

Experiments with the phone were the most intuitive control 
using the accelerometer [15] as sensor, thereby moving the 
phone in one direction and with a certain inclination user can 

generate a slow or fast motion or the detention of the robot 

when is centered. Fig. 8. Shows this action. 
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Abstract— HCI (Human Computer Interfaces) applications are generally based on using keyboard or joystick; in this paper we experimented the 

use of vowels to activate some input device such as to control the movement of mouse pointer on the screen. The control of the windows icon 

mouse pointer (WIMP) by voice command is currently based on using vowel utterances, this category of letters is easy to recognize and to be 

pronounced, especially for individuals who are physically disabled or have a partial voice disorder. So this type of MCI might be used by a 

category of disabled person. In addition, vowels are quite easy to model by automatic speech recognition (ASR) systems. In this work we 

represent the design of a system for the control of mouse cursor based on voice command, using the pronunciation of certain vowels and short 

words. The Mel Frequency Cepstral Coefficients (MFCCs), fundamental frequency (F0) and Formants (F1,F2)  are selected as features. The 

TDW with Euclidian Distance and Hidden Markov Models (HMMs) have been tested as classifiers for matching components (vowels and short 

words). Comparison between different features and classifiers were tested and results are presented on tables, finally a GUI has been designed 

for user applications. 

Keywords- vowel recognition; dynamic time warping; MFCC features; HMM. 

I.  INTRODUCTION  

  Existing human-computer interfaces are not suited to 

individuals with upper limb motor impairments.  Recently, a lot 

of interest is put on improving all aspects of the interaction 

between human and computer especially for this category of 

persons, however these devices are generally more expensive 

example sip-and-switches [1]  eye-gas and eye tracking 

devices[4] , head mice [2,3] chin joystick[5] and tongue switches 

[6]. Here is some related works on human computer interaction, 

based on voice activation or control, which can be invested for 

individuals with motor impairments. Most of concepts of vocal 

commands are built on the pronunciation of vowels [5, 6, and 7], 

where the particularity of vowels used is the simple and the 

regular pronunciation of these phonemes. Many vocal 

characteristics are exploited in several works, but the most used 

are: energy [1, 2, 3 and 5], pitch and vowel quality [9,10] speech 

rate (number of syllables per second) and volume level [7]. 

However, Mel Frequency Cepstral Coefficients (MFCCs) [11, 12 

and 13] are used significantly of speech processing as bio-

inspired feature for automatic speech recognition of isolated 

words [15-16]. 

The paper is organized as follows: in section 2, presentation 

of an overview on related works of mouse cursor control based 

on voice control and commands. In section 3, we showed LPC 

and MFCC computation and use as features extraction 

techniques. Then we describe used classifiers: DTW then HMM 

in section 4. In section 5, we present tests and results. And 

finally, we provide graphic user interface as an application. 

II. RELATED WORKS: 

We describe some related works with vocal command system 
in the literature review. Voice recognition allows you to provide 
input to an application with your voice. In the basic protocol, 
each vowel is associated to one direction for pointer motion 
[1].This technique is useful in situations where the user cannot 
use his or her hands for controlling applications because of 
permanent physical disability or temporal task-induced disability. 
The limitation of this technique is that it requires an unnatural 
way of using the voice [5] [6]. Control by Continuous Voice: In 
this interface, the user’s voice works as an on/off button. When 
the user is continuously producing vocal sound, the system 
responds as if the button is being pressed. When the user stops 
the sound, the system recognizes that the button is released. For 
example, one can say “Volume up, ahhhhhh”, and the volume of 
a TV set continues to increases while the “ahhh” continues. The 
advantage of this technique compared with traditional approach 
of saying “Volume up twenty” or something is that the user can 
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continuously observes the immediate feedback during the 
interaction. One can also use voiceless, breathed sound [6]. 

Alex Olwal et al. [7] have been experimenting with non 
verbal features in a prototype system in which the cursor speed 
and direction are controlled by speech commands. In one 
approach, speech commands provide the direction (right, left, up 
and down) and speech rate controls the cursor speed. Mapping 
speech rate to cursor speed is easy to understand and allows the 
user to execute slow. The cursor’s speed can be changed while it 
is moving, by reissuing the command at a different pace. One 
limitation of using speech features is that they are normally used 
to convey emotion, rather than for interaction control. 

The detection of gestures is based on discrete pre-designated 
symbol sets, which are manually labeled during the training 
phase. The gesture-speech correlation is modeled by examining 
the co-occurring speech and gesture patterns. This correlation can 
be used to fuse gesture and speech modalities for edutainment 
applications (i.e. video games, 3-D animations) where natural 
gestures of talking avatars are animated from speech [7] [8]. 

J. Bilmes et al. [9] have been developed a portable modular 
library (the Vocal Joystick”VJ” engine) that can be incorporated 
into a variety of applications such as mouse and menu control, or 
robotic arm manipulation. Our design goal is to be modular, low-
latency, and as computationally efficient as possible. The first of 
those, localized acoustic energy is used for voice activity 
detection, and it is normalized relatively to the current detected 
vowel, and is used by our mouse application to control the 
velocity of cursor movement. The second parameter, “pitch”, is 
not used currently but it is left for the future use. The third 
parameter: “vowel quality”, where the vowels are characterized 
by high energetic level. The classification of vowels is realized 
by extraction of two first formants frequencies, tongue height and 
tongue advancement [9, 10]. Thus, the VJ research has focused 
on real time extraction of continuous parameters since that is less 
like standard ASR technology [9]. The main advantage of VJ is 
the reaction of the system in real time. 

In [14], Thiang et al., described the implementation of speech 
recognition system on a mobile robot for controlling movement 
of the robot. The methods used for speech recognition system are 
Linear Predictive Coding (LPC) and Artificial Neural Network 
(ANN). LPC method is used for extracting feature of a voice 
signal and ANN is used as the recognition method. 
Backpropagation method is used to train the ANN. Experimental 
results show that the highest recognition rate that can be achieved 
by this system is 91.4%. This result is obtained by using 25 
samples per word, 1 hidden layer, 5 neurons for each hidden 
layer, and learning rate 0.1. 

III. FEATURE EXTRACTION 

In order to implement the HMI application on embedded 
system in future,  and to get good results in automatic speech 
recognition is to select better and easy to compute features, so the 

features would be robust and fast to compute. The LPC, MFCC 
with energy and derivatives were selected based on literature 
reviews [15, 16] and [17]. 

A. MFCC Feature extraction[11] 

The extraction of the best parametric representation of 
acoustic signals is an important task to produce a better 
recognition performance. The efficiency of this phase is 
important for the next phase since it affects its behavior. MFCC 
is based on human hearing perceptions which cannot perceive 
frequencies over 1Khz. In other words, in MFCC is based on 
known variation of the human ear’s critical bandwidth with 
frequency. MFCC has two types of filter which are spaced 
linearly at low frequency below 1000 Hz and logarithmic spacing 
above 1000Hz. A subjective pitch is present on Mel Frequency 
Scale to capture important characteristic of phonetic in speech. 
The overall process of the MFCC can be presented in the 
following steps: 

1. After the pre-emphasis filter, the speech signal is first 
divided into fixed-size windows distributed uniformly along the 
signal. 

2. The FFT (Fast Fourier Transform) of the frame is 
calculated. Then the energy is calculated by squaring the value of 
the FFT. The energy is then passed through each filter Mel. 𝑆𝑘: is 
the energy of the signal at the output of the filter K, we have now 
𝑚𝑝 (number of filters) 𝑆𝑘 parameters. 

3. The logarithm of 𝑆𝑘 is calculated. 

4. Finally, the coefficients are calculated using the DCT 
(Discrete Cosine Transform). 

  

 𝑐𝑖 =  √
2

𝑚𝑝
 {∑ log (𝑆𝑘

𝑚𝑝

𝑘=1 ) cos [𝑖 (𝑘 −
1

2
)

𝜋

𝑚𝑝
]}     

       𝑝𝑜𝑢𝑟 𝑖 = 1 … … . . 𝑁             

N: is the number of MFCC coefficients. 

B. Fundamental Frequency and formants extraction  

Linear predictive analysis of speech has become the 
predominant technique for estimating the basic parameters of 
speech. Linear predictive analysis provides both an accurate 
estimate of the speech parameters and also an efficient 
computational model of speech. 

The basic idea behind linear predictive analysis is that a 
specific speech sample at the current time can be approximated 
as a linear combination of past speech samples. Through 
minimizing the sum of squared differences (over a finite interval) 
between the actual speech samples and linear predicted values a 
unique set of parameters or predictor coefficients can be 
determined. 
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LPC computation basic steps can be presented as follow [14]: 

a) Pre-emphasis: The digitized speech signal, s(n), is put 
through a low order digital system, to spectrally flatten the signal 
and to make it less susceptible to finite precision effects later in 
the signal processing. 

b) Frame Blocking: The output of pre-emphasis step �̃�(𝑛) is 
blocked into frames of N samples, with adjacent frames being 

separated by M samples. If 𝑥𝑙(𝑛) is the 𝑙𝑡ℎ frame of speech, and 
there are L frames within entire speech signal. 

c) Windowing: After frame blocking, the next step is to 
window each individual frame so as to minimize the signal 
discontinuities at the beginning and end of each frame. If we 
define the window as w (n), 0 ≤ n ≤ N– 1, then the result of 
windowing is the signal: 

 xl̃(n) =  xl(n)w(n) 

d) Autocorrelation Analysis: The next step is to auto correlate 
each frame of windowed signal in order to give: 

 𝑟𝑙(𝑚) = ∑ 𝑥�̃�(𝑛)𝑥�̃�(𝑛 + 𝑚)𝑁−1−𝑚
𝑛=0  

             𝑚 = 0, 1, … 𝑝                                                 

e) LPC Analysis: which converts each frame of p + 1 
autocorrelations into LPC parameter set by using Durbin’s 
method.  

f) LPC Parameter Conversion to Cepstral Coefficients: LPC 
cepstral coefficients, is a very important LPC parameter set, 
which can be derived directly from the LPC coefficient set. The 
recursion used is: 

𝑐𝑚 =  𝑎𝑚 +  ∑ (
𝑘

𝑚
)𝑚−1

𝑘=1 . 𝑐𝑘 . 𝑎𝑚−𝑘≤ 𝑚 ≤ 𝑝

And: 

 𝑐𝑚 =  ∑ (
𝑘

𝑚
) . 𝑐𝑘 . 𝑎𝑚−𝑘

𝑚−1
𝑘=𝑚−𝑝  

  𝑚 > 𝑝                                                   

The LPC cepstral coefficients are the features that are 
extracted from voice signal and these coefficients are used as the 
input data for the classifier (Euclidian Distance or DTW). In this 
system, voice signal is sampled using sampling frequency of 8 
kHz and the signal is sampled within 1.5 seconds, therefore, the 
sampling process results 1200 data. Because we choose LPC 
parameter N = 200, m = 100, and LPC order = 10 then there are 
119 vector data of LPC cepstral coefficients. 

IV. CLASSIFIERS 

In pattern recognition in general, automatic speech 
recognition, speaker Identification, image or shape recognition 
we need some how an algorithm to classify. 

A. DTW(Dynamic Time Warping) 

DTW algorithm is based on Dynamic Programming 
techniques .This algorithm is for measuring similarity between 
two time series which may vary in time or speed. This technique 
also used to find the optimal alignment between two times series 
if one time series may be “warped” non-linearly by stretching or 
shrinking it along its time axis.  

This warping between two time series can then be used to 
find corresponding regions between the two time series or to 
determine the similarity between the two time series. 

 

Fig. 1. The optimal warping path from [22] 

B. Enclidien distance formulat:  

       The Euclidean distance between points p and q is the length 

of the line segment connecting them ( ). 

In Cartesian coordinates, if p = (p1, p2,..., pn) 

and q = (q1, q2,..., qn) are two points in Euclidean n-space, then 

the distance (d) from p to q, or from q to p is given by 

the Pythagorean formula: 

 

 dist((x, y), (a, b)) = ((x - a)² + (y - b)²)1/2                             (6) 

 

       Dist (qi,pi)= Sum(qi –pi)2      for i=1..n                         (7) 

 

 

    

       The position of a point in a Euclidean n-space is 

a Euclidean vector. So, p and q are Euclidean vectors, starting 

from the origin of the space, and their tips indicate two points. 

The Euclidean norm, or Euclidean length, or magnitude of a 

vector measures the length of the vector: 
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                   (8) 

where the last equation involves the dot product. 

A vector can be described as a directed line segment from 

the origin of the Euclidean space (vector tail), to a point in that 

space (vector tip). If we consider that its length is actually the 

distance from its tail to its tip, it becomes clear that the 

Euclidean norm of a vector is just a special case of Euclidean 

distance: the Euclidean distance between its tail and its tip. 

      The distance between points p and q may have a direction 

(e.g. from p to q), so it may be represented by another vector, 

given by 

     (9)   

 

      If D(x,y) is the Euclidean distance between frame x of the 

speech sample and frame y of the reference template, and if 

C(x,y) is the cumulative score along an optimal alignment path 

that leads to (x,y), then: 

 
C(x,y)=MIN(C (x-1,y),C(x-1,y-1) ,C(x,y - 1))+ D (x,y)        (10) 

 

C. HMMs Basics [13] 

Over the past years, Hidden Markov Models have been widely 

applied in several models like pattern, or speech recognition. To 

use a HMM, we need a training phase and a test phase. For the 

training stage, we usually work with the Baum-Welch algorithm 

to estimate the parameters (π,A,B) for the HMM. This method is 

based on the maximum likelihood criterion. To compute the 

most probable state sequence, the Viterbi algorithm is the most 

suitable. 

An HMM model is basically a stochastic finite state automaton, 

which generates an observation string, that is, the sequence of 

observation vectors, O = O1, .. Ot, ... ,OT . Thus, a HMM 

model consists of a number of N states S={Si} and of the 

observation string produced as a result of emitting a vector ‘Ot’ 

for each successive transitions from one state Si to a state Sj. 

‘Ot’ is d dimension and in the discrete case takes its values in a 

library of M symbols. 

The state transition probability distribution between state Si to Sj 

is A={aij}, and the observation probability distribution of 

emitting any vector ‘Ot’ at state Sj is given by B={bj(Ot)}. The 

probability distribution of initial state is Π={ πi}. 

 𝑎𝑖𝑗 = 𝑃(𝑞𝑡+1 =
𝑆𝑗

𝑞𝑡
= 𝑆𝑖)                       (11)  

 𝐵 = {𝑏𝑗(𝑂𝑡)}                                        (12) 

  

 𝜋𝑖 = 𝑃(𝑞0 = 𝑆𝑖)                                     (13)  

 

Given an observation O and a HMM model λ=(A,B,Π), the 

probability of the observed sequence by the forward-backward 

procedure P(O/λ) can be computed. Consequently, the forward 

variable is defined as the probability of the partial observation 

sequence O1, O2, ...,Ot (until time t) and the state S at time t, 

with the model λ as α(i). and the backward variable is defined 

as the probability of the partial observation sequence from t+1 

to the end, given state S at time t and the model λ as β(i). The 

probability of the observation sequence is computed as follow: 

 

 𝑝(𝑜 𝜆) = ∑ 𝛼𝑡(𝑖)𝑁
𝑖=1 ∗ 𝛽𝑡(𝑖)⁄ =  ∑ 𝛼𝑇

𝑁
𝑖=1 (𝑖)                 (14) 

  

And the probability of being in state I at time t, given the 

observation sequence O and the model λ is computed as in (13). 

 

V. DESCRIPTION OF APPLICATION 

The application is designed to control the mouse cursor by 
using the pronunciation of certain phonemes and words, which 
we chose as vocabulary: '' aaa'', '' ooh'', '' iii''," eeu''',                   
“ou”, ”uu”, '' Clic'' and '' stop''. 

  The choice of these vowels and short words is based on the 
following criteria: 

• Easy to learn. 

• Easy to pronounce. 

• can be pronounced persons with voice disorder. 

• Easy to recognize by automatic speech recognition 
system. 

A. DataBase Description 

The database consists of 10 women (age 20 to 50 years), 10 

men (age 20 to 60 years), and 5 children ( age from 5 to 14 

years) and category of persons with voice disorder from German 

database of the PTSD Putzer's voice in [18], each speaker had: 5 

trials for each phoneme or word. Collection of the database is 

performed in a quiet room without noise. 

B. The parametrization 

According to the tests, we found that the parameters more 

robust to noise than other parameters are the LPC coefficients 

and Mel Frequency Cepstral Coefficients (MFCCs). 

The input signal is segmented by a window of 25 ms 

overlapping 10ms, from each segment parameters were 

extracted by both methods LPC (the order of the prediction: 10) 

then MFCC (42 coefficients: Energy and derivative and second 

derivatives). 

C. Classification 

For this moment, we have tested two classifier, first one has 

been used for simplicity in order to be implemented in future on 
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DSP circuit of microcontroller: Dynamic Time Warping (DTW) 

with Euclidian distance and Hidden Markov chains (HMM) for 

classification phase. 

For Hidden Markov models, in our system, we utilize left-to-

right HMM structures with 3 states and 3 mixtures are used to 

model MFCCs coefficients. 

D. Application 

Our application is used to control the mouse cursor by voice, 

pronouncing a vowel or short words above. The vowels are 

mapped to directions of movement cursor and push buttons on 

mouse as follow and presented in figure 2: 

 Up:'' ooh'' 

 Down:'' aah'' 

 To the right:'' iii'' 

 Left:'' eeu'' 

 To double-click (open):'' click'' or “eke”  

 To exit the application by voice command:'' stop'' 

or”abe”. 

 Left-Click : “ou” 

 Right-Click:” “uu” 

            
Fig. 2. Directions of cursor mouse mapping from vowels 

 

VI. RESULTS AND DISCUSSIONS 

For the testing phase, 20% of recorded sounds are selected for 
each vowel or  short word from the vocabulary.  

In order to see the effect of training and making the system 

speaker independent, different scenarios for the tests were done, 

where we choose the results of recognition of three users out of 

database. 

Some vowels and short words were correctly classified with 

some confusion, where a phoneme (or word) test classified as 

another phoneme (or word), the misclassification is presented in 

the tables below (I, II). And it is clear that the confusion is 

higher in LPC features with DTW classifier while it is reduced 

using MFCC with HMM classifier. 

 

 

 

 

 

 

 

TABLE I.  CONFUSION TABLE USING (MFCC/HMM) 

Pronounced 

Vowel 

Classified as:  

aaa ooh eeu iii clic stop ou 

aaa o x - - - x - 

ooh x o - - - x - 

eeu - x o x - - x 

iii - - - o x - - 

ou - x x - - - o 

uu - - x - - - x 

Clic or 
“eke” 

- - - - o x 
- 

Stop or 

“ebe” 
- x - - - o 

- 

x: means that pronounced phoneme classified as an other 

 

 

TABLE II.  CONFUSION TABLE USING (LPC/DTW) 

Pronounced 

Vowel 

Classified as:  

aaa ooh eeu iii clic stop ou 

aaa o x - - x x  

ooh x o x - - - x 

eeu x x o x - - x 

iii x - x o x - - 

ou - x - - - x o 

uu - x x - - - x 

Clic or “eke” - - x x o - - 

Stop or “ebe” - x x - x o x 

x: means that pronounced phoneme classified as an other 

 

 

 

 

 

TABLE III.  CLASSIFICATION USING LPCS, MFCC  AND DTW AS 

CLASSIFIER 
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Vowel 
LPC 

(%) 

MFCC 

(%) 

aaa 76 
81 

ooh 58.33 62 

eeu 
57 

 

59 

iii 61 73 

Clic or “eke” 54.55 79 

Stop or “ebe” 55.56 81 

TABLE IV.  CLASSIFICATION USING LPC,MFCCS AND HMM AS CLASSIFIER 

Vowel 
LPC 

(%) 

MFCC 

(%) 

aaa 85 92 

ooh 78 83 

eeu 74 84 

iii 79 87 

clic 87 94 

stop 90 95 

 

According to the results presented above (Tables: III, IV), the 
recognition rates using MFCCs parameterization classification 
with DTW or HMM classification is better than: LPCs and 
MFCCs with DTW. So we can say that the MFCCs / HMM 
system is partially independent of the speaker. 

Results using MFCC and HMM, on German database vowels 
(sounds) for persons with chronic inflammation of the larynx and 
vocal fold nodules[19], are presented in Table V. 

TABLE V.  CLASSIFICATION USING LPC AND MFCC USING HMM FOR 

VOWELD FORM GERMAN DB  [18] 

Vowel 
LPC 

(%) 

MFCC 

(%) 

aaa 55 67 

ooh 42 53 

eeu 
43 

 

49 

iii 53 72 

Clic or “eke” 57 
64 

Stop or “ebe” 54 70 

 

We can see that the recognition rate is little bit lower than for 
healthy persons, we conclude that in this case other special 
features might be necessary to include on the application. 

In addition, we must consider the preprocessing for noise in 
future work, as well as the database training models need from 
the category of children. 

CONCLUSION  

According to the results, we note that the classification using 
HMM is better than the DTW, and the decision based on MFCC 
coefficients is more certain than the coefficients LPCs. 

From experimental results, it can be concluded that MFCC 
features and HMM as classifier can recognize the speech signal 
well. Where the highest recognition rate that can be achieved in 
the last scenario. This result is achieved by using MFCCs and 
HMM. Moreover, we need to get better features to improve 
classification of vowel and short words pronounced from voice 
disabled persons; in fact this can be resolved by inserting Jitter 
and Shimmer as features.  

We notified that the variety of signals, collected for database 
from different age and gender, the recording conditions and the 
environment, have a considerable impact in classification results. 
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Abstract—Full-wave parallel finite difference time domain (FDTD) algorithm is presented for modeling open region dispersive 

electromagnetic applications. The algorithm is based on spatial partitioning of the problem geometry into adjacent non-overlapping 

sub-domains using two-dimensional topology. The inter-processor communication among the neighboring processors is carried out by 

using the message passing interface (MPI) library. The performance of the proposed parallel system, which is composed of 16 PCs 

interconnected through 100Mbps Ethernet, was illustrated for a point source radiating in three dimensional Lorentz dispersive domain 

and it has been found that the proposed algorithm not only speed up computations but also increases the maximum solvable problem 

size. 

 

Keywords—Parallel programming; message passing interface (MPI); finite difference time domain (FDTD); anisotropic perfectly 

matched layer (APML); dispersive media. 

I.  INTRODUCTION 

     In the last decade, the finite difference time domain 

(FDTD) method [1] has been widely used for solving many 

electromagnetic problems [2]. This is due to its simplicity and 

direct applicability to Maxwell’s curl equations. Nevertheless, 

when the FDTD method is used for modeling open region 

problems, efficient absorbing boundary conditions (ABCs) are 

needed to truncate the computational domains. The perfectly 

matched layer (PML) [3]-[6] has been shown to be one of the 

most effective FDTD ABCs. This ABCs surrounds the FDTD 

computational domain with a lossy layer that absorbs outgoing 

waves with minimal reflections. 

    To model large problems using the FDTD method, intensive 

computational time and memory storage are needed. Hence, 

parallelizing the FDTD method has been shown to be one of 

the latest challenges in the FDTD research. In last few years, 

different parallel PML-FDTD algorithms, based on the 

message passing interface (MPI) library [7], have been 

successfully introduced [8]-[14]. Nevertheless, these 

algorithms are suitable only for non-dispersive 

electromagnetic applications. In [15], dispersive parallel scalar 

wave equation FDTD algorithm has been presented. This 

approach, however, is valid only for source free applications 

only. 

     In this paper, full-wave parallel PML-FDTD algorithm is 

presented for modeling open region dispersive 

electromagnetic problems. The algorithm is based on spatial 

partitioning of the problem geometry into adjacent non-

overlapping sub-domains using two-dimensional (2-D) 

topology and the inter-processor communication among the 

neighboring processors is carried out by using the MPI library.            

The performance of the proposed parallel system, which is 

composed of 16 PCs interconnected through 100Mbps 

ethernet, was illustrated for a point source radiating in three 

dimensional Lorentz dispersive domain and it has been 

observed that the parallel algorithm not only speed up 

computations but also increases the maximum solvable 

problem size. The paper is organized as follows. In Section II, 

the basic formulations of the FDTD and the APML ABCs 

approaches are presented. In Section II, the proposed parallel 

strategy is described. Numerical example to show the validity 

of the proposed parallel algorithm is included in Section III. 

Finally, summary and conclusions are included in Section IV. 

II. THEORY 

A. Basic Formulations 

Considering an isotropic, homogeneous and dispersive 

computational domain, the frequency domain Maxwell’s curl 

equations can be written as  

𝑗𝜔𝜀0𝜀𝑟(𝜔)𝐄(𝐫, 𝜔) = ∇ × 𝐇(𝐫, 𝜔) (1) 
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𝑗𝜔𝜇0𝐇(𝐫, 𝜔) = −∇ × 𝐄(𝐫,𝜔) (2) 

where 𝐄 and 𝐇 are, respectively, the electric and the magnetic 

field vectors, and 𝜀𝑟(𝜔) is the relative permittivity of the 

domain which can be written as  

𝜀𝑟(𝜔) =
∑𝑀

𝑚=0 𝑎𝑚(𝑗𝜔)𝑚

∑𝑀
𝑚=0 𝑏𝑚(𝑗𝜔)𝑚

 (3) 

where 𝑎𝑚 and 𝑏𝑚, (𝑚 = 0, 1, ⋯, 𝑀), are the coefficients of 

the rational polynomials and 𝑀 is the maximum order of the 

dispersive domain. To discretize (1) and (2), consider, as an 

example, the 𝐸𝑧-field component of (1), i.e.,  

𝑗𝜔𝜀0𝜀𝑟(𝜔)𝐸𝑧 =
∂𝐻𝑦

∂𝑥
−

∂𝐻𝑥

∂𝑦
 (4) 

Equation (4) can be written as  

𝑗𝜔𝜀0𝐷𝑧 =
∂𝐻𝑦

∂𝑥
−

∂𝐻𝑥

∂𝑦
 (5) 

where 𝐷𝑧 is related to 𝐸𝑧 through the constitutive relation:  

𝐷𝑧 = 𝜀𝑟(𝜔)𝐸𝑧 =
∑𝑀

𝑚=0 𝑎𝑚(𝑗𝜔)𝑚

∑𝑀
𝑚=0 𝑏𝑚(𝑗𝜔)𝑚

𝐸𝑧 (6) 

Using the inverse Fourier transform relation, 𝑗𝜔 ⇒ ∂/ ∂𝑡, and 

employing the FDTD time and space discretizations [1], (5) 

can be written in the discrete time domain as  

𝐷𝑧𝑖,𝑗,𝑘+1/2

𝑛+1 = 𝐷𝑧𝑖,𝑗,𝑘+1/2

𝑛 +
Δ𝑡

Δ𝜀0

[𝐻𝑦𝑖+1/2,𝑗,𝑘+1/2

𝑛+1/2 − 𝐻𝑦𝑖−1/2,𝑗,𝑘+1/2

𝑛+1/2  

       −𝐻𝑥𝑖,𝑗+1/2,𝑘+1/2

𝑛+1/2
+ 𝐻𝑥𝑖,𝑗−1/2,𝑘+1/2

𝑛+1/2
]         (7) 

where Δ = Δ𝑥 = Δ𝑦 is the space cell size. Equation (6) can be 

easily written in the discrete time domain easily by using the 

Bilinear transformation relation [16] 

𝑗𝜔 ⇒
2

Δ𝑡

1−𝒵−1

1+𝒵−1       (8) 

where 𝒵−1 is the 𝒵-transform variable which corresponds to a 

single delay element in the discrete time domain. To this end, 

(6) can be written in the 𝒵-domain as  

𝐷𝑧(𝒵) =
∑𝑀

𝑚=0 𝑐𝑚𝒵(1−𝑚)

∑𝑀
𝑚=0 𝑑𝑚𝒵(1−𝑚) 𝐸𝑧(𝒵) (9) 

where 𝑐𝑚 and 𝑑𝑚, (𝑚 = 0, 1, ⋯, 𝑀), are related to 𝑎𝑚 and 𝑏𝑚 

and the time step Δ𝑡. Using the 𝒵-transform relation  

𝒵−𝑚𝐺(𝒵) → 𝐺𝑛−𝑚 (10) 

 (9) can be written directly in the discrete time form as  

𝐸𝑧𝑖,𝑗,𝑘+1/2

𝑛+1 =
𝑑0

𝑐0
𝐷𝑧𝑖,𝑗,𝑘+1/2

𝑛+1 + Ψ 𝑖,𝑗.𝑘+1/2

𝑛  (11) 

 where  

 Ψ 𝑖,𝑗.𝑘+1/2

𝑛 =
1

𝑐0

∑𝑀
𝑚=1 (𝑑𝑚𝐷𝑧𝑖,𝑗.𝑘+1/2

𝑛+(1−𝑚) − 𝑐𝑚𝐸𝑧𝑖,𝑗.𝑘+1/2

𝑛+(1−𝑚))

 (12) 

 Similar equations can be obtained for the other field 

components. 

B. Absorbing Boundary Conditions 

Using the anisotropic PML (APML) formulations of [5], (1) 

and (2) can be written in the APML region at the domain 

boundaries as  

𝑗𝜔𝜀0𝜀𝑟(𝜔)𝜀(𝐫, 𝜔)𝐄(𝐫,𝜔) = ∇ × 𝐇(𝐫, 𝜔) (13) 

 𝑗𝜔𝜇0𝜇(𝐫,𝜔)𝐇(𝐫, 𝜔) = −∇ × 𝐄(𝐫, 𝜔) (14) 

where 𝜀(𝐫, 𝜔) and 𝜇(𝐫, 𝜔) are, respectively, the APML 

permittivity and permeability diagonal tensors defined as [5]  

𝜀(𝐫, 𝜔) = 𝜇(𝐫, 𝜔) =

[
 
 
 
 
𝑆𝑦𝑆𝑧

𝑆𝑥

𝑆𝑥𝑆𝑧

𝑆𝑦

𝑆𝑥𝑆𝑦

𝑆𝑧 ]
 
 
 
 

 (15) 

 with 𝑆𝜂(𝜂 = 𝑥, 𝑦, or 𝑧) are given by 

𝑆𝜂 = 1 +
𝜎𝜂

𝑗𝜔𝜀𝑜
 (16) 

where 𝜎𝜂 is the APML conductivity profile along the 

𝜂 −coordinate designed to absorb the outgoing waves with 

minimal reflections [3]. To discretize (13) and (14), consider, 

as an example, the 𝐸𝑧-field component of (13):  

𝑗𝜔𝜀0𝜀𝑟(𝜔)
(1+

𝜎𝑦

𝑗𝜔𝜀0
)(1+

𝜎𝑥
𝑗𝜔𝜀0

)

(1+
𝜎𝑧

𝑗𝜔𝜀0
)

𝐸𝑧 =
∂𝐻𝑦

∂𝑥
−

∂𝐻𝑥

∂𝑦
 (17) 

 equation (17) can be re-arranged as  

𝑗𝜔𝜀0 (1 +
𝜎𝑥

𝑗𝜔𝜀0
)𝐺𝑧 =

∂𝐻𝑦

∂𝑥
−

∂𝐻𝑥

∂𝑦
 (18) 

 where 𝐺𝑧 is given by  

𝐺𝑧 =
(1+

𝜎𝑦

𝑗𝜔𝜀0
)

(1+
𝜎𝑧

𝑗𝜔𝜀0
)
𝐷𝑧 (19) 

and 𝐷𝑧 is related to 𝐸𝑧 through (6). Using the inverse Fourier 

transform relation, 𝑗𝜔 ⇒ ∂/ ∂𝑡, (18) and (19) can be written in 

the time domain as  
∂𝐺𝑧

∂𝑡
+

𝜎𝑥

𝜀0
𝐺𝑧 =

1

𝜀0
(

∂𝐻𝑦

∂𝑥
−

∂𝐻𝑥

∂𝑦
) (20) 

 and  
∂𝐺𝑧

∂𝑡
+

𝜎𝑧

𝜀0
𝐺𝑧 =

∂𝐷𝑧

∂𝑡
+

𝜎𝑦

𝜀0
𝐷𝑧 (21) 

 Using the FDTD algorithm [2], (20) and (21) can be written 

in the discrete time domain as  

𝐺𝑧𝑖,𝑗,𝑘+1/2

𝑛+1 =
𝛼𝑥𝑖

−

𝛼𝑥𝑖
+

𝐺𝑧𝑖,𝑗,𝑘+1/2

𝑛 +
Δ𝑡

𝛼𝑥𝑖
+Δ𝜀0

[𝐻𝑦𝑖+1/2,𝑗,𝑘+1/2

𝑛+1/2
− 𝐻𝑦𝑖−1/2,𝑗,𝑘+1/2

𝑛+1/2  

 −𝐻𝑥𝑖,𝑗+1/2,𝑘+1/2

𝑛+1/2
+ 𝐻𝑥𝑖,𝑗−1/2,𝑘+1/2

𝑛+1/2
]                               (22) 

           𝐷𝑧
𝑖,𝑗,𝑘+

1
2

𝑛+1 =
𝛼𝑦𝑗

−

𝛼𝑦𝑗
+ 𝐷𝑧

𝑖,𝑗,𝑘+
1
2

𝑛 +

𝛼𝑧
𝑘+

1
2

+

𝛼𝑦𝑗
+ [𝐺𝑧

𝑖,𝑗,𝑘+
1
2

𝑛+1  

                                        −
𝛼𝑧𝑘+1/2

−

𝛼𝑧𝑘+1/2
  + 𝐺𝑧𝑖,𝑗,𝑘+1/2

𝑛 ]                           (23) 

 where 𝛼𝜂𝑚

± , (for 𝜂 = 𝑥, 𝑦, or 𝑧), is given by  

𝛼𝜂𝑚

± = 1 ± Δ𝑡𝜎𝜂 𝑚
/2𝜀𝑜 (24) 

After computing 𝐺𝑧𝑖,𝑗,𝑘+1/2

𝑛+1 , and 𝐷𝑧𝑖,𝑗,𝑘+1/2

𝑛+1  from (22) and (23), 

respectively, 𝐸𝑧𝑖,𝑗,𝑘+1/2

𝑛+1  can be obtained from (11) and (12). It is 

important to note that (22) and (23) can also be applied in the 

inner FDTD computational domain by setting the APML 

conductivity profiles (𝜎𝜂(𝜂 = 𝑥, 𝑦, 𝑧) ) to zero. Similar 

expressions can be obtained for the other field components.  

C. Parallelization Strategy 

In the presented parallel algorithm, the computational domain 

is spatially partitioned into adjacent non-overlapping sub-

domains using 2-D topology, in which the computational 

domain is divided into sub-domains along two directions. Fig. 
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1 shows a typical 2-D decomposition when 4 processors are 

used. To update the field components at the sub-domain 

boundaries, data from the neighboring sub-domains are 

needed. In this paper, the inter-processor communication 

among the neighboring processors is carried out by using the 

MPI library [7]. Fig. 2 shows the data need to be exchanged 

between neighboring sub-domains. For the communication 

purpose, ghost layers located at the edges of the sub-domains 

are used as shown in Fig. 2. It is important to note that as the 

APML field equations involve the same number of inter-

processor communication operations as the conventional 

FDTD equations, as can be seen from (7), (22), and (23), the 

APML finite-difference equations can be used for the total 

computation domain by properly choosing the APML 

parameters. This makes the parallel FDTD algorithm easier to 

implement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig.1: Computational domain partitioning using 2-D topology. Shaded and 

gray layers represent ghost layers and internal edges at the sub-domains, 

respectively. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Communications at the boundaries of a sub-domain for the 2-D 

topology. 

 

Finally, the steps for the proposed parallel algorithm can be 

summarized as: 

1. MPI initialization. 

2. Reading of simulation parameters. 

3. Creation of the 2-D topology. 

4. At each time step perform the following: 

4.1 Exchange H-fields with the neighbor sub-

domains by using the MPI library functions. 

4.2 Update the E-fields and other auxiliary variables 

in each sub-domain. 

4.3 Exchange E-fields with the neighbor sub-

domains by using the MPI library functions. 

4.4 Update the H-fields in each sub-domain.  

5. MPI finalization.  

TABLE  I: FDTD PARALLEL SYSTEM CHARACTERISTICS. 

 

 
Fig. 3: Total simulation time and communication time of the proposed parallel 
algorithm 

 

III. SIMULASTION STUDY 

The performance of the proposed parallel algorithm was 

studied for a three dimensional radiation problem. In this 

study, a 𝑧 −polarized modulated Gaussian pulse with a carrier 

frequency of 20 PHz was excited at the center of 240Δ ×
240Δ × 40Δ computational domain, where Δ = Δ𝑥 = Δ𝑦 =
Δ𝑧 = 1 × 10−10𝑚. The computational domain was entirely 

composed of linear Lorentz material (𝑀 = 2) with a dielectric 

permittivity given by  

𝜀𝑟(𝜔) = 𝜀∞ +
Δ𝜀𝜔0

2

𝜔0
2+𝑗2𝛿𝜔−𝜔2

 (25) 

where 𝜀∞ = 𝜀𝑟(∞) = 1.0, Δ𝜀 = 𝜀𝑠 − 𝜀∞, with 𝜀𝑠 = 𝜀𝑟(0) =

2.25, 𝜔0 = 4 × 1016𝑟𝑎𝑑/𝑠 is the resonance radial frequency, 

and 𝛿 = 0.28 × 1016𝑠−1 is the damping constant [17]. In this 

case, the coefficients of (3) are  

𝑎0 =   (𝜀∞ + Δ𝜀)𝜔0
2 , 𝑎1 = 2𝜀∞𝛿, 𝑎2 = 𝜀∞, 

CPU  Pentium IV 2.20 GHz  

Memory   512 Mbyte  

Processor number   4, 8, or 16  

Communication software   Message passing interface  

Network interface   100Mbps Ethernet  

Operating system   Windows XP  

Compiler   C++  
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Send 
Ey, Ez 
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 𝑏0 = 𝜔0
2, 𝑏1 = 2𝛿 , and   𝑏2 = 1                           (26) 

The computational domain was truncated by eight additional 

PML layers with a quadratic conductivity profile and with a 

theoretical reflection coefficient of 10−5, as defined in [3]. 

The simulation time was carried out for the first 2500 time 

steps and the time step was taken as Δ𝑡 = Δ/(√3𝑐/√𝜀∞), 

where 𝑐 is the speed of light in vacuum. The parallel system 

used in this study was composed of 16 PCs interconnected 

through 100Mbps ethernet. Table I shows the characteristics 

of the proposed parallel system. Fig. 3 shows the total 

simulation time and the communication time of the proposed 

parallel algorithm.  

 

 
 
Fig. 4: Speed-up of the proposed parallel algorithm. 

 

The performance of the proposed parallel algorithm was 

studied according to Speedup and efficiency factors. The 

speedup was calculated as  

𝑆(𝑃) = 𝑇(1)/𝑇(𝑃) (27) 

where 𝑇(1) is the time needed to solve the problem using one 

processor and 𝑇(𝑃) is the time needed to solve the same 

problem using 𝑃 processors. The efficiency was calculated as  

𝐸(𝑃) = 𝑆(𝑃)/𝑃 (28) 

Figs. 4 and 5 show, respectively, the speedup and the 

efficiency of the proposed parallel algorithm. For the purpose 

of comparison, the ideal speedup and efficiency were also 

shown in Figs. 4 and 5. As can be seen from Fig. 4, almost 

linear speedup was obtained when the parallel code was run 

on less than four processors. Beyond this, the efficiency of the 

parallel system decreases. This is due to the fact that as the 

number of processors increases, the size of each sub-domain 

will be too small and hence the communication time becomes 

comparable to the computational time in the sub-domain. It is 

important to note that the performance of the parallel system 

can be improved further by using 3-D topology, which 

involves dividing the computational domain in the 𝑥, 𝑦, and 𝑧-

directions [8]. 

 

 

 
 

Fig. 5: Efficiency of the proposed parallel algorithm. 

 

Finally, it should be noted that in the above example, the 

scalability of the proposed parallel algorithm was measured 

for a fixed problem size. Nevertheless, for some problems, 

parallel systems can also be used to solve larger problems. For 

such problems, the performance of the parallel algorithm is 

measured as the problem size scales proportionally to the 

number of processors. In this case, the computational problem 

size is kept constant per processor, while the number of 

processors increases. In the present study, the sub-domain size 

is kept fixed at 240 × 240 × 40 per processor. Table II shows 

the scalability of the proposed parallel algorithm. As can be 

seen from these results, although the problem size is increased, 

there is a slight change in the total simulation time, which is 

due to the communication time between the processors. 

Hence, the problem size can be increased as the number of 

processors is increased. 

TABLE  II: SCALABILITY OF THE PROPOSED PARALLEL ALGORITHM FOR 

SCALED PROBLEM SIZE. 

  

 𝑃   𝑃𝑥   𝑃𝑦   𝑁𝑥   𝑁𝑦   Computation time  

1  1   1   240   240   3814.8  

4  2   2   480   480   4083.0  

8  4   2   960   480   4131.6  

16  4   4   960   960   4275.6  

 

IV. CONCLUSIONS 

In this paper, full-wave parallel FDTD algorithm is presented 

for modeling electromagnetic wave propagation in dispersive 

open region problems. In the presented work, the problem 

geometry is divided into non-overlapping sub-domains using 

the 2-D topologies. It has been observed that the proposed 

parallel algorithm not only speed up computations but also 

increases the maximum solvable problem size. It is important 

to note that the presented formulations can be used for 

modeling electromagnetic waves interactions with human 

tissues like mobile phone radiations effect on human head. 

Finally, it should be noted that the simulations can be 

accelerated dramatically by using the graphical processing unit 
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(GPU) and employing the compute unified device architecture 

(CUDA) parallel programming model [18], and this issue is 

under investigations. 
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Abstract— Context-aware systems are fundamental for making the use of computing devices intuitive. These systems respond to 

their environments to facilitate seamless interactions between the users and their computing devices, and to make these devices less 

intrusive. Although it is more than a decade since context-aware systems were introduced, context is still not well understood within a 

context-awareness research community. Although there are numerous definitions of context, these definitions refer to context as an 

input or as a derivable. The majority of researchers believe any input that makes a context-aware system to accomplish its task is a 

context. In the contrast, there is handful of researchers who believe context is derived from more than one inputs. This paper aims to 

provide a clear meaning of context and consequently to resolve the differences between researchers regarding context. In particular, 

this paper answers the most fundamental, but yet the most avoided, question; what is context? 

 

Keywords— context, situation, context-awreness system; ubiquitous computing; context-aware architecture 

I.  INTRODUCTION 

The Ubiquitous Computing (UbiComp) paradigm has 
inspired the invention of numerous computing devices. 
Although these devices offer the users many convenient ways 
of accomplishing their everyday tasks, it remains a challenge 
for the users to use them effectively. This is more challenging 
as these devices are mobile. The users' working environments 
become open and hence less predictable. The users and their 
devices enter and leave different working environments where 
different settings and computing needs may be required. This 
makes interacting with devices difficult and more time 
consuming. 

In response to these challenges, a Context-Awareness 
research strand emerged. The main focus of this strand is to 
investigate different principles, methodologies and techniques 
required to develop software systems that can adapt to their 
dynamic environments and the users' computing needs [1]. 
These systems are called context-aware systems. Initial 
context-aware systems used location or identity information to 
automatically provide users' computing needs. To date there 

are many context-aware systems, each exploiting different 
aspects of the real world. 

Central to a context-aware system is context. Despite of its 
importance, context is still not well understood within the 
context-awareness research community. As a result, context 
means differently to different researchers. Although there are 
numerous definitions of context, there are two notable 
interpretations of context; context as an input and context as a 
derivable. The majority of researchers believe any input that 
makes a context-aware system to accomplish its task is context. 
In the contrast, there is handful of researchers who believe 
context is derived from more than one inputs. 

This paper aims to provide a clear meaning of context and 
consequently to resolve the differences between researchers 
regarding context. In particular, this paper answers the most 
fundamental, but yet the most avoided, question; what is 
context? This is not the first time this question is raised. Dey 
and Abowd [2] and Zimmermann and his colleagues [3] have 
raised and attempted to address this question. The majority of 
researchers avoid defining context and instead adopts the 
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existing definitions of context. As contended by [4], defining 
context is difficult and hence researchers prefer to adopt the 
existing definitions. Others argue that the definition of context 
is not important but how context is used is. Since context is 
central to context-aware systems, in this paper we argue that a 
clear understanding of context is important. 

The rest of this paper is organised as follows. The 
background of context-awareness computing is provided in 
section II where the reason for the different interpretations of 
context is outlined. The explanation of the two notable 
interpretations of context is provided in section III and IV. The 
discussion of these interpretations is provided in section V. 
Section VI discusses the implications and consequences of 
these two interpretations. Section VII provides a conclusion of 
this paper and the future work. 

II. BACKGROUND ON CONTEXT-AWARENESS 

The pioneers of Context-Awareness computing [1] define 
context-aware system as a computing system that examines and 
reacts to individual’s context. To examine is to scrutinise or 
analyse while to react is simply to respond to something. 
Hence, according to Schilit and his colleagues, context-aware 
systems are computing systems that analyse someone’s context 
before responding to it. This implies that context is dynamic 
and thus context-aware systems should be adaptive to these 
dynamics. As Schilit and his colleagues assert, the constantly 
changing execution environment is a significant aspect of 
context-awareness. This leaves us with many questions but the 
most important one is; what is context? 

Unfortunately, Schilit and his colleagues provide us with no 
definition of context. Instead, they assert that where you are 
(location), who are you with (other people) and what resources 
are nearby (accessible devices) are important aspects of 
context. As Schilit and his colleagues argue, the little 
information covering someone’s proximate environment is the 
most important in context-awareness. Clearly, these aspects are 
“ingredients” and context is an end product. Hence, context-
aware systems should use these “ingredients” as inputs to 
determine and subsequently to respond to someone’s context. 
This implies that context-aware systems should be responsive 
to context and not to individual inputs. 

In the contrary, initial context-aware systems [5-9] are 
described to be responsive to implicit inputs such as identity 
oand location. Weiser [10], for instance, describes a system 
that opens a door to the right badge wearer. In these systems, 
responses are predetermined and hence inputs are used as cues. 
Although Schilit and his colleagues [11] later call for a broader 
view of context, the description of the initial context-aware 
systems had already caused a considerable divide among 
researchers. While the majority of researchers believe that an 
input to a context-aware system is a context, few argue that 
context is derived from more than one input. 

III. CONTEXT AS AN INPUT 

Dey and Abowd [2] define a context-aware system as a 
computing system capable of providing information and/or 
services relevant to the user’s task. This definition raises a 

question as to how would a context-aware system know what 
task a user is involved in? According to [2], context-aware 
systems do not know users’ tasks but are programmed to 
provide relevant information and/or services in a task. To 
automate the latter process, these systems are developed to 
respond to cues. In a context-aware tour guide system, for 
example, a tourist is provided with relevant information about a 
site when approaching the site. In this example, the location of 
the site is a cue. 

Dey and Abowd [2] refer to cues as context and define it as 
any information that can be used to characterise a situation of 
an entity, where an entity can be a user or any other object. 
This definition implies that context can be one or a set of 
inputs. In the tour guide example, for instance, location is a 
context because it is used to characterise the situation of the 
user. This is a fairly reasonable definition of context since it is 
open-ended. It provides flexibility to system developers to 
enumerate contexts as required by their systems. According to 
their example, a situation is a task that a user needs to 
accomplish. Hence, any information that is necessary for the 
system to accomplish this task is context. Although this 
definition is broad, as argued by [3], it addresses the criticism 
that it is impossible to enumerate exhaustive list of context. 

Although it is more than a decade since this definition was 
proposed, it is still used in the recent work. Soylu and his 
colleagues [12], Liu [13] and van de Westelaken and his 
colleagues [14], for instance, used this definition. As stated by 
[4], defining context is difficult and hence the majority of 
researchers prefer to adopt existing definitions. Although few 
researchers have attempted to define context, in many cases 
these definitions are variations of the definition provided by 
[2]. Chen and Kotz [15], for instance, define context as a set of 
environmental states and settings. Similarly, Chen [16] defines 
context by replacing ‘any information’ from the definition 
provided by [2] with a list of attributes and entities within a 
physical environment. Zimmermann and his colleagues [3] 
attempt to narrow the definition provided by [2]. 

In this interpretation, context is regarded as an input to a 
context-aware system. In many cases, context is referred to an 
attribute of an entity, which is essential for a context-aware 
system to accomplish a specific task. Consequently, as shown 
in figure 1, context-aware system is regarded as a system that 
monitors (P1) its environment and responds (P2) to inputs from 
its sensors. 

 

 

 

 

 

 

Fig. 1. Key processes of context-aware systems in this category 

 

 

P1 P2 
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Two concepts from the description of context-aware 
systems from [1] and [2], however, are not blending well into 
this interpretation of context. First is the analogy of human 
perception and information within someone’s proximate 
environment. Human being uses information around them to 
understand their environments and hence to respond 
appropriately. Context-aware systems in this category, 
however, respond to individual pieces of information. Hence it 
is unclear on how context-aware systems use information from 
their surroundings to respond appropriately. Second is the idea 
of dynamism of context and how it is used in context-aware 
systems of this category. 

IV. CONTEXT AS A DERIVABLE 

“In this model computation does not occur at a single 
location and in a single context, as in desktop computing, but 
rather spans a multitude of situations and locations ...” [1]. 

It is evident from the excerpt that context is dynamic and it 
occurs in a location. This excerpt implies that location is not a 
context but it is part of context. As noted by [1], the dynamic 
environment of devices is the driving factor for designing 
context-aware systems. 

Respond and adapt are two different terms and hence they 
should be carefully used, especially in context-awareness. In 
English, to respond means to act on return while to adapt 
means to modify or adjust to new conditions. Thus, in a 
responsive system the relation between inputs and outcomes is 
binary; the outcomes depend on whether the inputs exist or not. 
To be adaptive, however, a system should have a certain degree 
of correctness. This implies that an adaptive system should be 
able to examine or analyse its inputs. As noted by [2], 
“adapting to context" means a context-aware system can 
modify its behaviours accordingly. 

Chen and Kotz [15] and Kaenampornpan [17] argue that a 
context-aware system should combine various inputs. Kofod-
Petersen [18] also argues that if a context-aware system is 
unable to reason about various inputs, it cannot be adaptive to 
its context. Likewise, [12] argue that a context-aware system 
should exhibit intelligence. This implies that context is 
dynamic and hence context-aware systems should be able to 
contemplate different aspects of their environments before 
responding. This view of context-aware systems correlates with 
the definition of context-aware systems provided by [1]. These 
systems do not respond to individual inputs but after analysing 
these inputs. Hence context in these systems is derived from 
more than one input. Consequently, as shown in figure 2, a 
context-aware system is regarded as a system that monitors 
(P1) its environment, analyses (P2) its inputs and responds (P3) 
to ongoing context. Hence a change of an input implies a 
change to an ongoing context. Thus, the dynamism of context 
is subject to different aspects of an environment. 

 

 

 

 

 

 

 

Fig. 2. Key processes of context-aware systems in the ‘context as derivable’ 

category. 

 

 

This also explains why human perception and information 
within someone’s proximate environment is relevant in 
context-awareness. Human perception can be summarized as a 
three-phase process, involving sensing of surroundings, 
interpreting of stimulus from sensory organs, and inferring 
what is going on. To know what is going on, human beings use 
their past experience about a phenomenon. In context-
awareness, a similar argument has been raised. Bolchini and 
his colleagues [19], for instance, argue that context-awareness 
involves applying past experience to the available facts within 
the environment to understand what is happening. Similarly, 
[17] argues that a context-aware system should possess prior 
knowledge about situations. Therefore, like human beings, 
context-aware systems should also apply previous knowledge 
about contexts within their environments. 

V. DISCUSSION 

As explained in section III and IV, the term context has two 
notable interpretations in the context-awareness research 
community. On one camp context is referred to as any input to 
a context-aware system while on the other camp context is 
referred to as a product of a context-aware system after 
combining more than one input. One camp argues that any 
information is a context as long as it affects how a context-
aware system operates. Hence, depending on a context-aware 
system, context can be one or more pieces of information. In 
contrast, the other camp argues that context is derived after 
analysing more than one input. In this camp context is a 
collective term used to describe circumstances of a user in the 
real world environment. 

Let us assume that we have two context-aware systems; one 
that automatically opens a door to a right badge wearer and the 
other that remotely switches ON a user’s computer when a user 
enters a room. Both of these systems depend on one input, 
which is the identity of the users’ badges, but react differently. 
The user’s goal in the first system is to open a door while the 
user’s goal of the other system is to switch ON her/his 
computer when enters a room. Hence each of these systems 
responds to a user’s goal. ID of the badge is used by these 
systems as a cue; for automating the process of opening the 
door or switching ON a computer. Thus, a context-aware 
system is developed to respond to user’s goals and not to the 
inputs of the system. 

Since context-aware systems respond to users’ goals, these 
goals can be referred to as context. This type of context, 
however, is static as it is predefined by developers of context-
aware systems. Consequently, as [2] found a decade ago, the 
majority of the existing context-aware systems are responsive 
rather than adaptive to their environments. Recently, we also P1 P3 P2 
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arrived to similar findings [23]. The difference between these is 
that currently context-aware systems respond to more than one 
input. Hence, if a context-aware system is developed to 
automatically open a door to a right badge wearer, this system 
will open the door even when the badge wearer is not intending 
to enter the room. Hence, like the initial context-aware 
systems, these systems use inputs as cues. 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. Key processes of context-aware systems. 

 

 

From the definition by [1], context-aware system should be 
capable of monitoring (P1), analysing (P2) and responding (P3) 
to context as shown in figure 3. As asserted by [1], the 
constantly changing execution environment is a significant 
aspect of context-awareness. Hence all these processes play 
important roles but P2 is the most important one as it 
determines context of a user. Thus, if at time Tt a system 
responded to one context then through P2 the system would be 
able to respond to a different context at time Tt+n. Pieces of 
information gathered by the system, through P1, is used as an 
input to analyse the individual’s context. The majority of the 
existing context-aware systems, however, are developed with 
predefined context and subsequently without P2. As a result, 
these systems cannot adapt to changes that occurs within their 
environments. 

VI. IMPLICATIONS AND CONSEQUENCES 

 

A. Inputs to Context-Aware Systems are Context Parameters 

It is evident from the discussion that inputs to context-
aware systems are parameters to these systems. Hence we 
argue that any information required by a context-aware system 
is a context parameter. We define context parameter as a piece 
of meaningful information that has an impact on a context-
aware system. This information may be interpreted from data 
captured by a sensor or acquired directly from other sources 
such as a network or application software. The name of the 
owner of a device interpreted from the device's ID captured by 
a sensor, for instance, is a context parameter. 

A widely used synonym of a context parameter is 
contextual information. This term, however, is interchangeably 
used with singular and plural meaning. Gu and colleagues [24] 

and Chen [16], for instance, refer to identity, location or time 
as contextual information while [25] and [26] refer to a set of 
context parameters as contextual information. Hence, to avoid 
this confusion, we prefer to use the term context parameter. 

B. Context is What a System is Programmed to Do 

It is evident from the discussion that context-aware 

systems respond by accomplishing whatever are programmed 

to do. Inputs are used by context-aware systems as cues to 

automate whatever task a context-aware system is 

programmed to do. To avoid contradictions with context, as it 

is widely used, [15] refer to this kind of context as a high level 

context. Gellersen and colleagues [20] refer to this kind of 

context as a situational context. Barkhuus [21] refers to this 

kind of context as a human context. Similarly, [22] refers to 

this kind of context as activity or situation. Likewise, we [23] 

refer to this kind of context as situation. 
This paper adopts the definition of a situation from [18] 

who defines a situation as a social setting, such as a meeting, 
where the users involved want to achieve various goals. This 
definition of situation differs from that of [2], [26] and [27] as 
is not confined to a particular task. This definition emphasises 
meaningful interactions between relevant entities required to 
sufficiently describe the real world environment that is of 
interest to the users and their devices. A situation provides a 
detailed picture of the real world environment whereas a 
context parameter provides an aspect of the real world 
environment. 

C. Architectural Support are Key to Context-Awareness 

As [2] and [23] found, currently the majority of the existing 
context-aware systems are responsive rather than adaptive to 
their changing environments. These systems respond 
appropriately only to contexts that are programmed with. In 
most cases, any change within a physical environment does not 
affect how these systems should respond. For instance, a 
context-aware system that automatically displays presentation 
slide will continue to display a slide with sensitive information 
even if an unauthorized person enters a room. Hence, should 
developers change how context-aware systems are currently 
implemented to accommodate the adaptive nature of context-
aware systems? 

For more than two decades context-aware systems have 
been implemented for a specific purpose. As the pioneers of 
context-aware computing have outlined, these systems provide 
and/or gather some sort of information or services or trigger 
some actions on their host devices. Therefore, changing how 
these systems should be implemented runs counter to the very 
fundamental principle of their existence. Developers can 
attempt to implement general purpose context-aware systems 
but they should be aware that there is no a killer-application. 

The best that researchers can do is to develop knowledge-
driven context-aware architectures. Instead of context-aware 
architectures to be passive, as the majority, these architectures 
should be active. In addition to acquiring and translating data 
from sensors and other sources, these architectures should be 
able to use numerous context parameters to determine ongoing 

P1 P3 

P2 
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context. Hence, instead of context-aware architectures to be 
sharing context parameters with context-aware systems, these 
architectures should be sharing knowledge of what is 
happening. This will significantly increase application of 
context-awareness because even the most miniature and 
resource-limited devices would be made aware of their ongoing 
contexts. 

To walk the walk, we have developed one of such 
architectures in the School of Computing at the Dublin Institute 
of Technology. In addition to monitoring and interpreting data 
gathered by sensors, our architecture called Knowledge-driven 
Distributed Architecture (KoDA) reasons about available 
information to recognise ongoing context. With KoDA, the 
implementation of context-aware systems is significantly 
simplified as they can be implemented without inference rules. 
This frees developers from the hurdles of learning knowledge 
representation languages required to represent inference rules. 
It also removes redundancy of inference rules as in KoDA 
these rules are centralised. 

VII. CONCLUSION 

In this paper we have review relevant literature in context-
awareness computing with the aim of providing a clear 
meaning of context and consequently to resolve the differences 
between researchers. In particular, this paper answers the most 
fundamental, but yet the most avoided, question; What is 
context?. We categorised the existing definitions of context into 
the two notable interpretations of context; context as an input 
and context as a derivable. The ‘context as an input’ 
interpretation of context qualifies individual pieces of 
information that have effect on how a context-aware system 
operates to context. In contrast, the ‘context as a derivable’ 
interpretation of context refers to context as to what that is 
derived after a context-aware system processes its inputs. 

This paper is in favour of the ‘context as a derivable’ 
interpretation of context. This interpretation implies that 
context is what a context-aware system is programmed to 
accomplish. This interpretation also implies that context, as is 
used by the majority of the researchers, is a context parameter. 
It is an input that is essential for a context-aware system to 
accomplish its tasks. This programmed context is static and 
hence runs counter to the reasons for inventing context-aware 
systems in the first place. It is possible to develop context-
aware systems that utilise data from numerous sensors and 
other sources to determine and subsequently to adapt to their 
environments. This requires huge processing power, which not 
all hosting computing devices have. Additionally, the form 
factor of the majority of hosting devices is not flexible to 
accommodate new sensors as are invented. Hence, we argue 
that architectural solutions are required in order to 
accommodate the adaptive nature of context-aware systems. 

We have briefly described our Knowledge-driven 
Distributed Architecture (KoDA) which despite of monitoring 
and interpreting information from sensors, it reasons about the 
available information to recognise ongoing context. Among the 
benefits of KoDA includes the simplification of the process of 
implementing context-aware systems and the removal of 

redundancy of inference rules. In KoDA, inference rules are 
not represented in context-aware systems. This significantly 
simplified the process of implementing context-aware systems 
as developers are freed from the hurdles of learning knowledge 
representation languages required to represent inference rules. 
In KoDA, inference rules are centralised and hence removes 
redundancy of inference rules. 

CONCLUSION 
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Abstract—Software and hardware testers concentrate on how to minimize the time involved in testing at the same time to ensure that 

the system is also tested well and made acceptable. This paper has enhanced and explained in details our previous strategy “A Tree Based 

Strategy for Test Data Generation and Cost Calculation for Pairwise Combinatorial Interaction Testing” to work effectively in parallel 

and to go beyond pairwise testing. The proposed strategy can now support a parallel 2-way and general multi-way combinatorial 

interaction test data generation based on two algorithms; a parallel tree generation algorithm which generates the test cases and a parallel 

T-way cost calculation algorithm which is used in constructing test suites with minimum number of test cases. Both strategies have been 

explained here in details. 

Keywords— Parallel algorithms, Software testing, Hardware testing, Multi-way testing 

I.  INTRODUCTION 

A well-tested product or service is necessity to ensure 

customer's satisfaction. However, exhaustive testing is 

unaffordable due to combinatorial explosion problem. 

Combinatorial explosion in testing may occur for configurable 

systems. When systems under test have many configuration 

parameters, each with several possible values, testing each 

configuration is sometimes infeasible. 

 

Combinatorial interaction testing has been one of the 

methods used to minimize the size and the time involved in 

testing [28-32], at the same time to ensure that the system is also 

tested well and made acceptable. The combinatorial interaction 

testing approach can reduce the number of test cases by 

systematically selecting a subset from an exhaustive testing 

combination based on the strength of parameter interaction [9-

14, 23,27]. Basic combinatorial interaction testing which is 

called pairwise or 2-way testing [4-8] provides a systematic 

approach to identify and isolate faults since many faults are 

caused by unexpected 2-way interactions among system 

factors. Empirical investigations have concluded that from 50 

to 97 percent of software faults [1, 6, 9, 15, 24- 26] could be 

identified by pairwise combinatorial interaction testing. 

However, what about the remaining faults? Especially, in case 

of highly interactive systems which have a number of 

interactions with higher strength. How many failures could be 

triggered only by an unusual interaction involving more than 

two parameters? Investigations have found that many faults 

were caused by a single parameter, a smaller proportion 

resulted from an interaction between two parameter values, and 

progressively fewer were triggered by 3-6 way interactions 

[3,18- 22].  

Therefore, to ensure a high quality testing of complex 

applications, it is necessary to generate test suites for higher 

degree T-way interactions. T-way testing [3, 18, 19, 20, 21, 22] 

requires every combination of any T parameter values to be 

covered by at least one test, where T is referred to as the strength 

of coverage. If all faults in a system can be triggered by a 

combination of T or fewer parameters, then testing all T-way 

combinations of parameters can provide high confidence that 

nearly all faults have been discovered. A number of studies 

have shown combinatorial methods to be highly effective for 

software and hardware testing.  

 

Large and/or computationally expensive optimization 

problems sometimes require parallel or high-performance 

computing systems. Parallel algorithms have been applied to 

problems such as weather and climate modelling, 

bioinformatics analysis, logistics and transportation, and 

engineering design. Furthermore, commercial applications are 

driving development of effective parallel software [16, 17, 22, 

26] for large-scale applications such as data mining and 

computational medicine. In the simplest sense, parallel 

computing involves the simultaneous use of multiple computer 

resources to solve a computational problem.  

In this paper we have enhanced our previous strategy “A Tree 

Based Strategy for Test Data Generation and Cost Calculation” 

[24, 25, 26] to work in parallel and to go beyond pairwise (2-

way) testing. The proposed strategy can now support a parallel 

and general T-way combinatorial test data generation involving 

uniform and non uniform parametric values. The proposed 

strategy is based on two algorithms; a parallel tree based test 

data generation algorithm which generates all the test cases, and 

a parallel T-way cost calculation algorithm which is applied to 

construct T-way test suites with minimum number of test cases. 
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The remainder of this paper is organized as follows. Section 2 

explains the parallel tree generation and the proposed iterative 

T-way cost calculation strategy with an example. Section 3 

gives parallel tree generation algorithms for test case generation 

and explains its advantages. Section 4 presents the parallel, 

iterative, T-way cost calculation algorithm for T-way test suites 

generation, with its working explained. Finally, Section 5 gives 

the conclusion. 

II. THE PROPOSED STRATEGY 

 The proposed strategy constructs the tree based on the 

parameters and values given. It constructs every branch of the 

tree in parallel. The number of branches the tree has depends on 

the number of values of the first parameter i.e. if the first 

parameter has 3 values then the tree also would have 3 branches. 

Therefore every branch construction starts by getting one value 

of the first parameter i.e. branch T1 gets the first value, T2 gets 

the second value and so on. After the base branches are 

constructed one child thread is assigned to every branch and the 

further construction takes place in a parallel manner. Each of 

the branches considers all values of all the other parameters 

two, three,…..N where N is the total number of parameters. All 

the branches consider the values of the parameters in the same 

order. The following simple system with parameters and values, 

illustrates the concept as shown below: 

 

 Parameter A has two values A1 and A2 

 Parameter B has one value B1  

 Parameter C has three values C1, C2 and C3 

 Parameter D has two values D1 and D2 

 

We have given the illustration for minimum test suite 

construction of 2-way and 3-way combinatorial interactions 

testing using our algorithm, for the system mentioned. The 

algorithm starts constructing the test-tree by considering the 

first parameter. As the first parameter has two values the tree is 

said to have two main branches with the first branch using A1 

and the second branch using A2. Then each of the branches is 

constructed in parallel by considering all the values of the 

second parameter, then the third and fourth and so on. When the 

branches are fully constructed the leaf nodes gives all the test 

cases that has to be considered for cost calculation. Since all of 

the branches are constructed in parallel there is a significant 

reduction in time. Fig. 1 shows the test tree for the system 

below. 

Fig. 1 above shows how the test-tree would be constructed. 

The test cases generated by the first branch are stored in the lists 

T1 and the test cases generated by the second branch are stored 

in T2 respectively. i.e. (A1,B1,C1,D1), (A1,B1,C1,D2), 

(A1,B1,C2,D1), (A1,B1,C2,D2), (A1,B1,C3,D1), 

(A1,B1,C3,D2) are stored in T1, and (A2,B1,C1,D1), 

(A2,B1,C1,D2), (A2,B1,C2,D1), (A2,B1,C2,D2), 

(A2,B1,C3,D1) and (A2,B1,C3,D2) are stored in T2. 

 

Once the parallel tree construction is over we are ready 

with all the test cases to start the parallel iterative cost 

calculation. In this strategy the cost of the leaf nodes in each of 

the lists are calculated in parallel in order to reduce the 

execution time. The cost of a particular test case is the 

maximum number of T-way combinations that it can cover 

from the covering array. At First, the algorithm starts by 

constructing the covering array, for all possible T-way 

combinations of input variables, if T equals 2 i.e. [A & B], [A 

& C], [A & D], [B & C], [B & D] and [C & D]. The covering 

array for the above example has 23 pairwise interactions as 

shown in Table 1, which has to be covered by any test suite 

generated, to enable a complete pairwise interaction testing of 

the system. 

 
Once the covering array is generated the algorithm starts to 

include all tree branches. which might definitely give the 
maximum Wmax cost into the test suite. Then these test cases 
are deleted from the tree branches lists T1 and T2, and the 
corresponding pairs covered by it in the covering array are also 
deleted. In the third step, the main thread in the algorithm 
invokes a number of child threads equal to the number of values 
of the first parameter and calculates the cost of all the test cases 

 
Fig. 1 Test-Tree Construction 
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in each of the branches in a parallel fashion. Each child thread 
stores all the test cases with the Wmax value from its 
corresponding branch into a separate sub-list. The child thread 
that finishes calculating the cost of all the test cases in its branch 
first locks the covering array. This thread then looks into its sub-
list and includes the test cases stored in it into the test suite only 
after confirming that the test case definitely has the maximum 
cost or Wmax value. Then the test cases included in the test suite 
are deleted from the tree branches list and sub-list, and the 
corresponding pairs that these cover are deleted from the 
covering array. 

TABLE 1.  PAIRWISE COVERING ARRAY. 

A with B A with C 
A with 

D 
B with C 

B with 

D 

C with 

D 

A1,B1 A1,C1 A1, D1 B1,C1 B1, D1 C1, D1 

A2,B1 A1,C2 A1, D2 B1,C2 B1, D2 C1, D2 
 A1,C3 A2, D1 B1,C3  C2, D1 

 A2,C1 A2, D2   C2, D2 

 A2,C2    C3, D1 
 A2,C3    C3, D2 

The other threads wait in a queue until the execution of the 

first thread is over, after which these threads resume their 

execution in the order in which they are queued. These threads 

on resumption re-evaluate the test cases in their sub-list to 

confirm that these test cases have the Wmax value before 

including these into the test suite. Thus in the first iteration all 

the test cases with the maximum Wmax value from all the 

branches are included in the test suite. Now the Wmax value is 

decremented by one and the same parallel execution of all the 

threads continue until all the pairs in the covering array are 

covered. For the above example all the test cases which are 

included in the test suite are identified in four iterations and 

there are six such test cases. Table 2 shows how the cost 

calculation works iteratively to generate the test suite. The same 

test suite gets generated if a sequential execution of the above 

algorithm takes place. 

As the pairwise test suite is generated, we can generate the 

test suite for 3-way combinatorial interactions and so on the 

forth until (n-1) way combinatorial interaction test suites are 

generated. To illustrate the 3-way test suite generation, again 

the whole process starts by constructing the 3-way covering 

array and the iterative, parallel cost calculation of the test cases 

in the various branches as explained before. Table 3 shows the 

covering array for 3-way combination i.e. [A, B, C], [A, B, D], 

[A, C, D] and [B, C, D], for the example in Fig. 1. The covering 

array for the above example has 28 3-way interactions which 

have to be covered by any test suite generated, to enable a 

complete 3-way interaction testing of the system. Table 4 shows 

how the cost calculation works iteratively to generate the test 

suite. Table 4 also shows the order in which the various test 

cases are actually included in the test suite. 

 

        TABLE 3    3-WAY INTERACTION COVERING ARRAY. 

A, B, C A, B, D A, C, D B, C, D 

A1, B1, C1 A1, B1, D1 A1, C1, D1 B1,C1, D1 
A1, B1,C2 A1, B1,D2 A1, C1, D2 B1,C1, D2 

A1, B1,C3 A2, B1,D1 A1, C2, D1 B1,C2, D1 

A2, B1,C1 A2, B1,D2 A1, C2, D2 B1,C2, D2 

A2, B1,C2  A1, C3, D1 B1,C3, D1 

A2, B1,C3  A1, C3, D2 B1,C3, D2 

  A2, C1, D1  
  A2, C1, D2  

  A2, C2, D1  

  A2, C2, D2  

  A2, C3, D1  

  A2, C3, D2  
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III. PARALLEL TREE GENERATION ALGORITHMS FOR TEST 

CASE GENERATION 

A. Tree Generation Algorithm for Main Thread 

 

 TABLE 2.  GENERATED TEST SUITE FOR PAIRWISE COMBINATORIAL INTERACTION. 

Test Case No. Test Case Iteration/Child Thread No. 
Max 

Weight 
Covered pairs 

T1 A1,B1,C1,D1 1/1 6 
[A1,B1][A1,C1][A1,D1] 
[B1,C1][B1,D1][C1,D1] 

T10 A2,B1,C2,D2 ½ 6 
[A2,B1][A2,C2][A2,D2] 

[B1,C2][B1,D2][C2,D2] 

T6 A1,B1,C3,D2 2/1 4 
[A1,C3][A1,D2] 

[B1,C3][C3,D2] 

T11 A2,B1,C3,D1 3/2 3 [A2,C3] [A2,D1] [C3,D1] 
T3 A1,B1,C2,D1 4//1 2 [A1,C2] [C2,D1] 

T8 A2,B1,C1,D2 4/2 2 [A2,C1] [C1,D2] 

 

TABLE 4      GENERATED TEST SUITE FOR 3-WAY COMBINATORIAL INTERACTION.  

Test Case 

No. 
Test Case 

Iteration/ Child Thread 

No. 

Max 

Weight 
Covered pairs 

T1 A1,B1,C1,D1 1/1 4 [A1,B1,C1][A1,B1,D1][A1,C1,D1][B1,C1,D1] 

T4 A1,B1,C2,D2 1/1 4 [A1,B1,C2][A1,B1,D2][A1,C2,D2][B1,C2,D2] 

T8 A2,B1,C1,D2 ½ 4 [A2,B1,C1][A2,B1,D2][A2,C1,D2][B1,C1,D2] 
T9 A2,B1,C2,D1 ½ 4 [A2,B1,C2][A2,B1,D1][A2,C2,D1][B1,C2,D1] 

T5 A1,B1,C3,D1 2/1 3 [A1,B1,C3][A1,C3,D1][B1,C3,D1] 

T12 A2,B1,C3,D2 2/1 3 [A2,B1,C3][A2,C3,D2][B1,C3,D2] 
T2 A1,B1,C1,D2 3/1 1 [A1,C1,D2] 

T3 A1,B1,C2,D1 3/1 1 [A1,C2,D1] 

T6 A1,B1,C3,D2 3/1 1 [A1,C3,D2] 
T7 A2,B1,C1,D1 3/2 1 [A2,C1,D1] 

T10 A2,B1,C2,D2 3/2 1 [A2,C2,D2] 
T11 A2,B1,C3,D1 3/2 1 [A2,C3,D1] 

 

Input:    A set of parameters and the values of the corresponding parameters 

 

Output: Lists of test cases. Each list holds the Fig. 4 Cost Calculation Algorithm  

 

Test cases generated by the tree in one particular branch of that tree. 

 

Begin 

              X = number of values of first parameter p1 

  

         {For the first parameter p1} 

            Ti=Vi, where i=1,2,3,……..,X/ parameter p1 has X values 

  

If N=1 then stop and exit; 

 

Create X threads with unique thread ids. Assign each Ti to a separate child thread and execute all the child threads in 

parallel 

 

Wait for the termination of all the threads to get the results from all the branches. 

 

End 
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B. Tree generation Algorithm for Child Thread 

 

The tree generation algorithm thus provides the following 

advantages: 

1. A systematic method whereby all possible test cases 

are generated in order. 

2. The above procedure works fine with the parameters 

having any number of values. Therefore all parameters 

can have different or same values as any real time 

system to be tested would have. 

3. The procedure appears to generate the full tree by 

using all the values of the parameters but at every 

iteration only a set of leaf nodes are left thus having a 

list of leaf nodes ( or test cases) when the procedure 

ends. 

4. Since the test cases in every branch are generated in 

parallel by the child threads there is significant 

reduction in time. 

 

   The example tree shown in Fig. 1 explains how the test 

cases are constructed manually. In reality we may need only the 

leaf nodes and all the intermediate nodes are not used. 

Therefore in order to increase the efficiency of the 

implementation we have constructed the same tree as in Fig. 1 

using the proposed parallel tree generation algorithm. This 

proposed algorithm constructs the tree by minimising the 

number of nodes. Minimisation of the number of nodes is 

achieved by giving importance only to the leaf nodes at every 

stage.    The main thread just constructs the base branches of the  

tree each of which consists of one value of the first parameter 

in an order in which the input was made. Therefore, in the 

example above there are only two base branches and the value 

A1 is assigned to branch T1 and A2 to T2. Then the main 

algorithm invokes a number of unique child threads to handle 

each of the branches separately. At each stage or iteration each 

of the child threads look at the leaf nodes of their corresponding 

branches and generate the next level nodes by considering all 

the values of the current parameter, to generate the new set of 

nodes. The new set of leaf nodes from an already existing set is 

calculated using a replication strategy. The existing set of leaf 

nodes be Esoln, new set of leaf nodes be Nsoln and the number 

of values of the parameter under consideration be n. Then,  







Begin 

 

 {For the remaining parameters the execution takes place in parallel} 

 

       For parameters Pj, j=2,3,………N do 

            Where N is the total number of parameters 

 

       Begin 

        For each Test (Vi1, Vi2,………….Vim) in Ti do 

Where i = 1,2,…..X, X is the number of values of parameter p1and m is the maximum number of test cases in list Ti 

at that Time 

 

 Begin 

 Replicate the Test as many times as (the number of values of Pj – 1) 

Add all the replicated nodes sequentially after the current original test node and before the other test nodes in Ti 

For each value in Pj do 

Begin 

 

Append the original node with V1 and all the replicated tests with (V2, V3,……..Vy-1, Vy) where Vy is a 

value of Pj and each of which is considered in order. 

 

End 

    End 

            End 

End 
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  Let there be 4 leaf nodes in a branch and the next 

parameter to be considered has 2 values. Then the new list of 

nodes for that branch will have 8 new leaf nodes as a result. The 

algorithm considers every leaf node separately and calculates 

the number of times this particular node needs to be replicated 

with the formulae given below:  

 


Where pj – is the jth parameter under consideration for 

constructing the new set of leaf nodes and j=1, 2,….N – the 

number of parameters. In the Fig. 1 that is shown above 

consider the leaf nodes (A1, B1) of list or branch T1 and (A2, 

B1) of branch T2. To construct the next level of leaf nodes the 

parameter under consideration is C, which has values C1, C2 

and C3. Therefore, the node (A1, B1) needs to be replicated 

twice. Now we will have three (A1, B1) nodes to which C1 is 

added to the first, C2 is added to the second and C3 is added to 

the third and then the replicated nodes are included in the list of 

leaf nodes after the original node. The same is done to (A2, B1). 

It is replicated twice and hence we have three of it (one original 

and two replicated nodes). Now C1 is added to the first (original 

node), C2 is added to the second (replicated node) and C3 is 

added to the third (replicated node). Thus we have (A2, B1, C1), 

(A2, B1, C2) and (A2, B1, C3).  If there are more parameters 

the same is continued until all the parameters are considered. 

Thus, once the lists of leaf nodes are generated we go to the next 

strategy of iterative and parallel cost calculation to construct the 

test suite. 

 

IV. TEST SUITE GENERATION BY ITERATIVE AND PARALLEL 

COST CALCULATION STRATEGY 

   The main thread includes the base test cases which would 

definitely have a maximum cost value and then invokes a 

number of unique child threads which operate in parallel on 

each of the branches lists. The main thread iterates N-2 times 

thus generating N-2 test suites. In the first iteration, i=2, the 

child threads iterate through the lists of test cases until all the 

pairs of the 2-way covering array are covered. Then the 

minimum 2-way test suite generated is stored and the next 

iteration begins. Now, i=3 and the child threads iterates again 

through the lists of test cases until all the 3-way combinations 

of the 3-way covering array are covered and then the 3-way test 

suite generated is stored. Thus this is continued until i= N-1. At 

each iteration, all the test cases with the maximum cost (Wmax) 

for that particular iteration are included in the test suite. Thus 

the algorithm guarantees identifying minimum test suites for 

parameters with same as well as different number of values. 
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A. Strategy T-way Test Suite Generation by Iterative and 

Parallel Cost Calculation (Main Thread) 

 

Input:    Lists of test cases. Each list holds the test cases generated by the tree in one particular branch of that tree. 

 

Output: T-way test suites with minimum number of test cases 

 

Begin 

Tempb = Tb (where b is the number of lists of test cases) 

 

X = number of values of parameter p1 

 

B=min (Value(p1), Value(p2), …….Value(pn) 

 

For i = 2 to N-1 do 

 

Begin 

Generate the i-way covering array for the given parameters. 

 

Wmax = N!/((i!)*((N-i)!))   // N – is the number of   parameters 

 

Let T’ be an empty set where i-way test suites are stored. 

 

For a = 1 to B do 

 

Begin 

 Testa = concatenate the ath values of all the parameters to form a test case. 

End 

 

For each Testa do 

Begin 

 Delete all the T-way combinations that Testa covers in the covering array 

 Delete Testa from the Ti Lists 

 T’ = Testa 

End 

 

Creates a set of temporary lists Yi corresponding to the Ti lists, where i= 1,2,…..X, X is the number of values of parameter p1 

or the number of lists. 

 

Create X threads with unique thread ids. Assign every child thread Thi with one Ti lists, the corresponding Yi lists, i value and 

Wmax value, and execute all the child threads in parallel. 

 

Wait for the termination of all the child threads. 

 

Store the i-way test suite generated in the list T’ 

 

Tb = Tempb  

 

End 

End 
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B. Strategy T-way Test Suite Generation by Iterative and 

 Begin 

 

While (covering array is not empty) do 

 

Begin 

        

     For each Test Tij in Ti do 

  Where i=1,2,…….X, X – is the number    of lists and j=1,2,….n where there are n test cases in Ti at that time 

 

Begin 

 

 Cost[Tij]= The number of T-way combinations covered by it in the covering array 

 

  If (Cost[Tij]==Wmax) 

      Begin 

 

    Yi = Tij 

 

          End 

 

End 

 

{Whichever thread completes its execution first locks the covering array and updates all its test cases with Wmax values from Yi to the 

Test suite T’ and deletes all the corresponding T-way combinations of those test cases included in T’ from the covering array. The 

other threads on completing execution enters a queue and does its updation in that queued order by locking and unlocking the covering 

array after the first thread releases its lock on the covering array } 

 

For each Yi do (lock the covering array and make updation)  

Begin 

 

  If (Yi != empty) 

     Begin 

       

        For each Test Tij in Yi do 

Begin 

    

Count= The number of T-way combinations covered by it in the covering array 

 

   If (Count ==Wmax) 

       Begin 

 

       T’ = T’ U Tij 

 

        Delete all the T-way combinations that Tij covers   in the covering array 

 

                  Delete Tij from the lists Ti 

             

               End 

 

               Delete Tij from the lists Yi 

 

              End 

 

            End 

       (unlock the covering array) 

          End 

          Wait until all child threads finishes updating 

   Wmax=Wmax-1 

End 

End 
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Parallel Cost Calculation (Child Thread) 

V. CONCLUSION 

In this paper we have explained in details the parallel tree 

based test data generation and parallel iterative cost calculation 

strategy for multi-way combinatorial interaction testing and the 

correctness of the proposed strategy has been proved in section 

3 (Tables 1, 2, 3 and 4).  
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Abstract—Automated software engineering has attracted a large amount of research efforts. The need for new approaches that reduces 

the cost of developing software systems within project schedule has made it necessary to develop approaches that aid in the construction 

of different UML models in a semi-automated approach from Arabic textual user requirements. UML use case models represent an 

essential artifact that provide a perspective of the system under analysis or development. The development of such use case models is very 

crucial in an object-oriented development methodology. In this paper, MADA TOKAN is used to parse different statements of the user 

requirements written in Arabic to obtain different components of a sentence like lists of nouns, noun phrases, verbs, verb phrases, etc. 

that aid in finding  potential  actors and use cases. A set of steps that represent our approach for constructing a use case model is 

presented.   Finally, the proposed approach is to be validated and implemented at a later stage of the research project. 

 

Keywords— Arabic User Requirements, Use Case Model, MADA+TOKAN tool. 

I.  INTRODUCTION 

Object-oriented methodologies are used for software systems 

development for the many benefits they provide like software 

reuse, reducing software development costs, to name just a few. 

Therefore, there is a need for development of automated tools 

that can help in constructing different components of an object-

oriented software system. 

A use case diagram shows a set of use cases and actors and 

their relationships. Use case diagrams address the static use 

case view of a system. These diagrams are especially important 

in organizing and modeling the behaviors of a system. This 

paper addresses the problem of generating a use case model 

from user requirements, written in Arabic, in a semi-automated 

approach. An Arabic natural language processing tool/software, 

namely MADA+TOKAN, is used to parse different statements 

of the user requirements, written in Arabic, to obtain lists of 

nouns, noun phrases, verbs, verb phrases, etc. that aid in finding  

potential  actors and use cases. A set of steps that represent our 

approach for constructing a use case model is presented.  
The rest of the paper is organized as follows: the section 

about related works presents the literature review and any related 
approaches; the section about constructing use cases describes 
the process of constructing use case models from Arabic user 
requirements; the section about validation presents the 
validation and implementation of our proposed approach, and 
finally, the section about conclusion presents the main issues 
related to the proposed approach. 

II. RELATED WORKS 

Recently there is a great interest in automating software 

engineering activities. Many tools were developed to automate 

different activities of software systems development like 

normalizing relational database schemas, reverse engineering 

of relational database and generating the corresponding entity-

relationship data model, …etc. [1, 2]. In addition, many CASE 

tools were developed to aid in drawing different diagrams of 

UML. For example, Rational Rose is an object-oriented Unified 

Modeling Language (UML) software design tool intended for 

visual modeling and component construction of enterprise-level 

software applications [3]. Rational Unified Process (RUP) is an 

object-oriented Web-enabled program development 

methodology. [4]. 
More advanced tools were developed to automate software 

engineering activities that are more complicated than just aiding 
in drawing a UML diagram or checking its overall structure.   
Arman and Daghameen proposed a systematic approach that 
generates class diagrams from textual software requirements. 
They presented some steps to build a matrix that was used to 
obtain classes and their associations to generate class diagrams 
[5]. The same authors later developed a CASE tool, called, 
SDLCCASE tool that implemented their approach [6]. Kothari 
proposed an approach that can extract the basic elements for 
generating a class diagram from user requirements written in a 
clear way. The Natural Language Processing for Class (NLPC) 
can extract classes, data members and member functions from 
the given user requirements [7]. This approach was implemented 
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as a software tool to generate the class diagrams. Seresht and 
Ormandjieva proposed an approach to generate use case 
diagrams from software requirements, but this approach depends 
on other models to obtain the use case by  combining two 
technologies: Recursive Object Model(ROM) and Expert 
Comparable Contextual (ECC) Models and it doesn’t deal with 
the textual requirements directly [8]. Cayaba et al. proposed an 
approach called computer automated use case diagram generator 
(CAUse), that can generate the use case diagrams from a text 
described using a special language called ADD [9]. However, 
this approach depends on the ADD language to generate the use 
case diagrams. Mala and Uma proposed an approach to extract 
the object-oriented elements of system requirements. This 
approach started by assigning the parts of speech tags to each 
word in the given requirements [10]. An automated approach 
that helps a software engineer in developing formal 
specifications in VDM is presented in [11].  In this approach, the 
detection of ambiguous sentences and inconsistences in the 
informal specifications was a major concern. Relationships are 
determined from the verbs in the sentences. Entities and 
relationships are then used to develop an entity-relationship 
model from which a VDM data types are obtained. Another 
major research endeavor in automated software engineering was 
the work of using natural language processing to aid in object-
oriented analysis [12]. The natural language processing 
capabilities to build a UML class diagram was used. The 
research approach involved two major stages. The first stage is 
a linguistic analysis of the text to build a semantic net. The 
second stage uses the semantic net to obtain the class model and 
its (classes, associations, attributes, etc.). Arman and Jabbarin 
used Stanford Parser to construct uses cases from Arabic user 
requirements [13]. In this paper,   MADA+TOKAN is used since 
it provides a richer set of tags that can help in parsing the Arabic 
statements more accurately. In addition, more accurate 
heuristics are presented. 

III. CONSTRUCTING USE CASE MODELS 

The IEEE, in the standard for Software Requirements 

Specification, identifies a good requirement as correct, 

unambiguous, verifiable, and traceable. The IEEE also 

identifies a good set of requirements as complete, consistent, 

and modifiable. This is an assumption that is used in our 

approach. It is assumed that the requirements are “good” in the 

sense implied by the IEEE good requirements assumptions. 

 
This section describes how the actors and use cases are 

extracted from user requirements written in Arabic. There is a 
need for an Arabic Natural Language Processing tool such as the 
MADA+TOKAN, which is used in this research to help in 
splitting and tokenizing the Arabic user requirements text. Once 
this is performed, a set of heuristics are used to construct the use 
case model as presented in subsequent subsections. 

A. MADA+TOKAN 

MADA+TOKAN is a versatile, highly customizable and 

freely available toolkit for Arabic NLP applications. It consists 

of two components. MADA is a utility that, given raw Arabic 

text, adds as much lexical and morphological information as 

possible by disambiguating in one operation part-of-speech 

tags, lexemes, diacritizations and full morphological analyses. 

TOKAN is a utility that, given the information MADA 

produces, can generate a tokenization (sometimes also called a 

“segmentation”) formatted exactly to user specifications. This 

tokenization also identifies the stem of the word [14]. All user 

requirements are processed using the MADA+TOKAN. 

A set of user requirements for a system implementing 

ridesharing is used. The requirements were written in Arabic 

and some of these requirements are used in our examples. The 

ridesharing system includes many requirements. Two examples 

are presented below: 

 

يقوم السائق بتسجيل الدخول الى النظام ومن ثم يستطيع الاعلان عن الرحله التي  -

سيقوم بها ويقوم في هذه  المرحله بتحديد ومتطلباتها وتشمل: وقت الرحله 

اعد الفارغه. كما ويستطيع )الانطلاق( و المسار الذي سيسلكه اضافة الى عدد المق

  حذف رحلة بعد انتهاءها او الغائها.

 

A translation of the examples: “The driver shall be able to sign 

in to the system and then he shall be able to make an 

advertisement about the trip he is going to make. At this stage, 

he provides all information related to the trip, including the time 

and the number of seats available. He shall also be able to delete 

the trip afterwards.” 

 

     

يقوم السائق بقبول الركاب او رفضهم , يستطيع ايضا تتبع المسافرين باستخدام ال  -

GPS عند الركاب في النهايه يقوم بتسجيل الخروج. ان توفرت هذه الخاصيه 

 

A translation of this example: “The driver shall be able to accept 

or reject passengers. He shall also be able to follow the 

passengers using a GPS if available. At the end, he shall also be 

able to sign out.” 

 

 In addition, MADA+TOKAN uses a set of tags to describe 

different components of a statement. 

MADA+TOKAN tokenizes the statements and uses a large 

number of tags, including: 

  

MADA+TOKAN has many tags, including, but not limited to:  

Verb : VBP, VBZ, VBD 

Noun: DTNN , NN ,DTNNS ,NNS ,DTNNP ,NNP ,DTNNPS 

,NNPS  

Addictive ( Object ): DTJJ, JJ 

Preposition: IN 

Connectors: CC (و/ف،أو) , RB ثم  

 

These tags are used in determining the actors and uses cases as 

described below. 

B. Actors Identification 

To identify the actors from the user requirements written in 

Arabic, a set of heuristics are presented. These heuristics are 

used to extract the actors from the tagging of the user 

requirements generated from the MADA+TOKAN. These 

heuristics are presented as follows: 
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 If the statement is simple (i.e. it contains only a verb, a 
subject and an object) then the actor is the main subject 
in the statement. 

e.g.  يقوم السائق بتسجيل الدخول  

Using MADA+TOKAN tags, the statement is divided 
into: 

 DTNN/الدخول NN/تسجيل IN/ب DTNN/السائق VBP/يقوم 

Here the main subject is    السائق and it’s the actor. 

Generalization: If the statement is in the form of 

<VBP> < DTNN> <IN> <NN> <DTNN> when using 

the MADA+TOKAN, then the first DTNN is the actor. 

To simplify referencing, the form can be write as 

<VBP> < DTNN(1)> <IN><DTNN(2)> , where the 

subscripts determine the order of the DTNNs. 

 When there are  two statements combined with a 
connection then, there are three cases: 

a) The subject is the actor. 

 

e.g.  الإعلانمن ثم يستطيع  النظام و إلىيقوم السائق بتسجيل الدخول 

الرحلةعن   

Using MADA+TOKAN tags, the statement is divided 
into: 

 DTNN/الدخول NN/تسجيل IN/ب DTNN/السائق VBP/يقوم
 VBP/يستطيع NN/ثم WP/من CC/و DTNN/النظام IN/الى
 DTNN/الرحلة IN/عن DTNN/الاعلان

 

The actor is السائق. 

 

b) If the subject is redundant in the second statement 

then the actor doesn’t change. 

e.g.  السائق من ثم يستطيع النظام و إلىيقوم السائق بتسجيل الدخول 

الرحلةعن  الإعلان  

Using MADA+TOKAN tags, the statement is divided 
into: 

 DTNN/الدخول NN/تسجيل IN/ب DTNN/السائق VBP/يقوم
 VBP/يستطيع NN/ثم WP/من CC/و DTNN/النظام IN/الى
 DTNN/الرحلة IN/عن DTNN/الاعلان DTNN/السائق

 

The actor is السائق. 

 

c) If the subject changes in the second statement then 

this is another actor. 

e.g.    الراكب  النظام ومن ثم يستطيع إلىيقوم السائق بتسجيل الدخول

 اختيار الرحلة المعلن عنها من خلال زيارة النظام.

Using MADA+TOKAN tags, the statement is divided 
into: 

 

 DTNN/الدخول NN/تسجيل IN/ب DTNN/السائق VBP/يقوم
نم CC/و DTNN/النظام IN/الى /IN ثم/RB يستطيع/VBP 
 IN/عن DTJJ/المعلن DTNN/الرحلة NN/اختيار DTNN/الراكب
 DTNN/النظام NN/زيارة NN/خلال IN/من PRP/ها

The actors are  السائق and  الراكب . 

 

Generalization: If the statement is  in the form of 

<VBP(1)> <DTNN(1)> < NN(1)> <DTNN(2)> <IN(1)> 

<DTNN(3)> <DTJJ(1)> <CC(1)> <VBP(2)> <DTNN(4)> 

<IN(2)> <DTNN(5)> <WP(1)> < VBD(1)> <NNP(1)> 

<CC(2)> <NNP(2)> <IN(3)> <DT(1)> <DTNN(6)> 

<NNP(3)> <NNP(4)> <NNP(5)>  <PUNC> <NN(2)> 

<JJ(1)> <DTNN(7)> <DTJJ(1)> <CC(3)> <DTNN(8)> 

<WP(2)> <VBP(3)> <N(3)> <IN(4)> <NN(4)> <DTNN(9)> 

<DTJJ(2)> <PUNC>  <CC(4)> <VBD(2)> <NN(5)> 

<NN(6)> <NN(7)> <NN(8)> <CC(5)> <NN(9)> 

C. Use Cases Identification 

To identify the use cases from the user requirements, more 

heuristics that can be used to extract the use cases from the user 

requirements are presented. 

 If the statement is simple (i.e. it contains only a verb, a 
subject and an object) then the use case is the main 
object in the statement. 

e.g.  يقوم السائق بتسجيل الدخول  

Using MADA+TOKAN tags, the statement is divided 
into: 

 DTNN/الدخول NN/تسجيل IN/ب DTNN/السائق VBP/يقوم 

 

The main object is  .and it’s the use case الدخول تسجيل 

Generalization: If the statement is in the form of 
<VBP> < DTNN(1)> <IN><DTNN(2)>, when using the 
MADA+TOKAN, then VBP IN DTNN(2) is the use 
case.  

 If the statement contains the connector (و) without any 
verb or actor in the second statement then the second 
statement is the use case. 

e.g. يستطيع الراكب الانضمام إلى الرحلة و الحجز فيها 

Using MADA+TOKAN tags, the statement is divided 
into: 

 IN/الى DTNN/الانضمام DTNN/الراكب VBP/يستطيع
 PRP/ها IN/في DTNN/الحجز CC/و DTNN/الرحلة

In the above example, the statement contains a 
connector (و) so there are two use cases 1- يستطيع الانضمام 
 يستطيع الحجز -2

Generalization: If the statement is in the form of 
<VBP> <DTNN(1)> <DTNN(2)> <IN(1)> <DTNN(3)> 
<CC><DTNN(4)><IN(2)><DTNN(5)> when using the 
MADA+TOKAN, then 
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a) The use case is the VBP with DTNN(2).  

b) The use case is the VBP with the DTNN(4) after the 
CC. 

 If the statements that contain the connector( أو) without  
any verb or actor in the statement  then  the first verb in 
the statement with the first noun after each connector  is  
a use case. 

e.g.   يستطيع الراكب الانضمام إلى الرحلة و الحجز فيها أو الانسحاب
.منها  

Using MADA+TOKAN tags, the statement is divided 
into: 

امالانضم DTNN/الراكب VBP/يستطيع /DTNN ىال /IN 

 CC/او PRP/ها IN/في DTNN/الحجز CC/و DTNN/الرحلة

 PRP/ها WP/من DTNN/الانسحاب

In the above example, the statement contains a 
connector (e.g. أو) so there are three use cases 1-  يستطيع
  .يستطيع الانسحاب-3 يستطيع الحجز -2 الانضمام

Generalization: If the statement is in the form of 
<VBP> <DTNN(1)> <DTNN(2)> <IN(1)> <DTNN(3)> 
<CC(1)> <DTNN(4)> <IN(2)>< <PRP(1)> <CC(2)> 
<DTNN(5)> <WP><PRP(2)> when  using the 
MADA+TOKAN, then 

a) The use case is the VBP with DTNN(2).  

b) The use case is the VBP with DTNN(4) after the CC(1). 

c) The use case is the VBP with DTNN(5) after the CC(2). 

 

D. Use Case Model Generation 

To complete the generation of the use case model, a 
structure that depicts the relationships among the 
different tokens is needed. A matrix consisting of 
columns with headings, which contain the potential use 
cases, and rows with labels, which contain the potential 
actors, is used. These are obtained from the heuristics 
explained previously.  The matrix is filled by arrow 
symbols. An arrow means that an actor is associated 
with one or more particular use cases. For example, if 
an arrow is shown in the cell that corresponds to the row 
labeled with Use Case i and the column labeled with 
Actor j, t is concluded that Actor j is associated with Use 
Case i.  

Once the matrix is constructed, the use case model is 

obtained by taking an actor with all its associated use 

cases to generate a use case diagram. The set of all use 

case diagrams represent the use case model. According 

to the above description, this approach can be 

implemented easily to generate a use case model. 

 

 
Applying the proposed approach described so far to the set 

of user requirements mentioned previously generates the matrix 
presented in Table I. 

As can be seen from the table, all potential actors are 
associated with the related use cases using the arrow notation. 

 

 

 

 

TABLE I. MATRIX OF POTENTIAL ACTORS AND THEIR USE CASES 

 

IV. PROPOSED APPROACH VALIDATION AND 

IMPLEMENTATION  

The next step in this research is to validate the proposed 
approach. Once the approach proves to be beneficial, the 
proposed approach will be implemented as a software tool that 
can be used to generate the use case model from Arabic user 
requirements. 

 

V. CONCLUSIONS 

The proposed approach of developing use case models is 
very essential in the practice of object-oriented software 
engineering. This approach can be implemented and 
incorporated in any Integrated CASE (Computer Aided 
Software engineering) Tool to aid in the process of obtaining the 
use case models from user requirements written in Arabic. The 
approach has the main advantage of dealing with Arabic 
language. In addition, a set of heuristics are presented to obtain 
the use cases. These heuristics use the tokens produced by a 
natural language processing tool, namely MADA+TOKAN.  
These tokens are then used as the main components of the use 
case diagram, namely, the actors and the use cases. Finally, the 
proposed approach is to be validated and implemented in further 
research efforts. 

 Potential Actors            الراكب السائق المدير

 

Potential Use Case 

   تسجيل الدخول 

    الإعلانيستطيع  

   تحديد متطلبات 

   قبول الركاب 

   ننبع المسافرين 

   تسجيل الخروج 

   يستطيع الانضمام 

   يستطيع الحجز 

   يستطيع الانسحاب 

   يوفر تغذيه 

   يستطيع اضافة 

   يستطيع حذف 

   تصنيف مستخدمين 

   يستعرض الرحلات 
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Abstract—Smart OptiSelect is a multi-objective evolutionary optimization and a machine learning based framework for software 

product lines feature selection. It serves in the direction of  filling the gap between software product lines search based feature selection 

optimization and real life utilization by stakeholders. OptiSelect enables system analysts and project managers to select best features to 

implement to meet their dynamic and always changing objectives by offering plenty of multi-objective optimized solutions that complies 

with these objectives. Smart OptiSelect created the availability for providing various versions of result sets based on user experience in 

a more comprehensive working flow. Smart OptiSelect is enabled to interactively figure out user’s preferences and help to reach more 

convenient solutions that should best draw out the user’s desires and express his organization goals. 

Keywords— User-in-the-loop (UIL); Software Product Lines; Feature Models; Optimal Feature Selection; Multi-objective Optimization; 

Search-Based Software Engineering; Machine Learning; Pareto Front; Non-Dominant Solutions 

I. INTRODUCTION 

Smart OptiSelect is a continuous result of research 
experiments that investigated the best ways to empower the 
user in the process of feature model configuration. Two targets 
are achieved through this version: 1) Narrowing the gap 
between product lines search based optimization and real life 
cases to provide real utilizations to software stakeholders. 2) 
Provide a preference based framework which can understand 
the user’s needs and provide effective suggestions based on 
them. 

Smart OptiSelect is an interactive framework. Users are 
enabled to dynamically load feature models, apply adjustments 
to feature attributes, set objectives and desirable thresholds, 
and interact by selecting preferred solution among optimization 
cycles. 

Smart OptiSelect is a continuing effort of the previously 
proposed Opti-Select [1] through enhancing the workflow 
using machine-learning techniques to intelligently extend 
preferences, hybrid multi-objective optimization, and adding 
new features as setting user’s objective thresholds. 

The optimization process takes place in an incremental 
form. After each round of optimization, the user is provided 
with a concise presentation of the multiple solutions thus make 
up the Pareto Front, allowing the user to mark their preferred 
ones to focus on producing related solutions in the following 
iterations. 

This work discusses the features and the workflow steps of 
Smart OptiSelect. An overview of the used algorithms and 
techniques and how they work together to achieve the user’s 
goals is provided. The rest of the paper is organized as follows; 
Section II illustrates Smart OptiSelect workflow steps, points 
of interactions with the user, and processing stages. Section III 
describes the algorithms and methodologies, why they are 
selected, and how they orchestrated to work within Smart 
OptiSelect. Section IV displays a survey comparing users’ 
satisfaction with the results of different techniques. Section V 
summarizes the proposed framework’s contributions to achieve 
a preference based User-in-the-Loop solutions for search based 
product lines features optimization. It also covers an overview 
of some future directions and plans. 
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II. SMART OPTISELECT WORKFLOW 

Smart OptiSelect point of strength lays in the ability to 
bring together most empowered multiobjective optimization 
algorithms proven to produce best search based product lines 
features optimization results [2]. This is done  side by side with 

machine learning techniques in one single interface frame work 
giving the user the widest capability to be a part of the 
optimization process itself as shown in Fig. 1. This framework 
takes place through a tuned process to fit users’ interactions. 
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Fig. 1. Smart OptiSelect workflow diagram 

Page | 659



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0114 © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

A. Loading and Saving Attributed Features. 

The Simple XML Feature Model (SXFM) format was 
defined by the SPLOT website [3]. Smart OptiSelect 
implemented a module for dynamically reading and saving 
feature models in SXFM formats to decrease the time of 
changing the test model though configuration file or through 
hard coded instructions. 

In Order to provide the user a capability for managing and 
saving changes over features’ attributes. The proposed 
framework introduced an attributed feature model file format 
as shown in Fig. 2. It can attach a dynamic series of attributes 
to each feature in the model. 

B. Objective Configuration 

Smart OptiSelect has a predefined set of quality attributes 
for enabling the user to dynamically set optimization objectives 
and targets. Objectives targets are enabled through setting 
threshold for each objective as shown in Fig. 3. 

The user is allowed to specify objectives being optimized 
prior to any optimization runs or between runs. This gives the 
user the power to use a desired solution set resulting from some 
objectives optimization at specific time as an offspring for a 
specific objective optimization. 

 

Fig. 2. Saved faeature attributes format sample 

During the optimization process, each solutions is 
dynamically evaluated based on the current objectives’ settings 
by calculating their related attributes values. 

C. Feature Attributes Management 

Based on the selected objectives, the users are allowed to 
edit the corresponding attributes for each feature and define if a 
certain feature is forced to appear in all solutions or even to be 
excluded from all solutions as shown in Fig. 4. 

Feature attributes management window is designed to be 
smart enough to help the user manage consequences of forcing 
existence and discarding existence of features by generating 
and applying corrective actions based on the behaviors of the 
user. It checks for user’s opinion if more than one corrective 
option is available as shown in Fig. 5. 

D. Multiobjective Optimization 

Based on previous researches [4], IBEA [5] has been 
proven to perform better than the rest of the multiobjective 
algorithms in optimizing multiobjective problems related to 
product lines models and feature selection optimization as it 
pays most attention to user indicators without violating domain 
constraints. NSGA-II [6] came next in overall result quality. 

Smart OptiSelect made advantage of both algorithms and 
provided innovative hybrid technique based on running both 
IBEA and NSGA-II separately within limited time. Then the 
results of both algorithms are merged employing Pareto front 
ranking [7]. 

 

Fig. 3. Configuration sample of the objectives being optimized 

 

ID,Desired,Excluded,UsedBefore,Cost,Defffects,Usability 

web_portal,true,false,false,10.0,10,10 

basic,true,false,true,16.0,3,50 

html,true,false,false,20.0,3,0 
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Fig. 4. Feature attributes management window 

 

Fig. 5. Attributes management corrective actions list sample 

E. User Preference Selection 

Smart OptiSelect users are enabled to select a subset of the 
solutions from the total result set as preferred solutions as 
shown in Fig. 6. Selected preference are used as an initial 
offspring population for the next optimization cycles to force 
the optimization cycle to focus around the selected solutions 
along with the repeating cycles. 

The proposed framework tries to enrich the population for 
the next iteration based on user selections at the current 
iteration. It uses any of the machine learning techniques to 
classify the rest of the non-selected and undisplayed solutions 
and see if they match the user current selections. Naïve Bayes 
[8] has been employed as one of the classification techniques. 
The user is then asked if he wants to add the suggested 
solutions to be considered in next iterations as shown in Fig. 7. 

F. Iterating and Machine Learning 

Smart OptiSelect uses final user preferred decisions 
selected from total result set to build and train a c4.5 classifier 
that aims to figure out user’s preferences [9] to be used to filter 
result sets through next iterations. 

Application repeats optimization cycle and apply user 
thresholds preferences filters and display different results to 
user to indicate if there are similar solutions to selected ones 
should be also selected by user. 

G. Displaying Result 

 Smart OptiSelect provides four types of results to be 
displayed to the user after each iteration for comparative 
purposes: IBEA Result – NSGAII Result – Hybrid Result – 
C4.5 Filtered results. 

 

Fig. 6. Solution resultset sample enables the user to select preferred solutions 

 

Fig. 7. A sample of Naïve Bayes suggestions to the user 

 Each result is displayed in a window detailing solution’s 
objective values and solution features details. 

III. ALGORITHMS USED, H OW AND WHY? 

Smart OptiSelect uses hybrid of Multiobjective 
optimization and machine learning algorithms to achieve 
effective User-In-the-Loop preference based framework. 

A. IBEA 

Indicator-based evolutionary algorithm (IBEA) is a multi-
objective evolutionary algorithm that can be combined with 
arbitrary indicators. In contrast to existing algorithms, IBEA 
can be adapted to the preferences of the user and, moreover 
does not require any additional diversity preservation 
mechanism; such as fitness sharing to be used. IBEA calculates 
domination value (i.e. amount of dominance) based on 
indicator (e.g. hypervolume). It favors objectives, i.e. user 
preferences. 

A comparison among various multi-objective search-based 
software engineering methods was performed by A. Sayyad et 
al. [10]. It has shown that IBEA performs much better in 
product line feature optimization than methods in widespread 
use especially with increased number of optimization 
objectives. IBEA works best since it makes most use of user 
preference knowledge. It also generates far more products 
without violations of domain constraints. 

To adopt IBEA, jMetal [11] IBEA library was used by 
Smart OptiSelect through formatting feature model trees 
attributes into indexed formats ready for the evaluation process. 
Then, it passes problem to IBEA in a binary-encoded-problem 
format. IBEA generates selected/non-selected features list for 
each decision based on the optimization of features selection 
using hyper volume indicator.  
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B. NSGAII 

NSGA-II [12] is a multi-objective evolutionary algorithm 
which uses a non-dominated sorting for optimizing multi-
objective problems. It is able to find high spread solutions in all 
problems. It pays special attention towards creating a diverse 
Pareto-optimal front within low computational requirements, 
elitist approach, and parameter-less sharing approach. 

NSGA-II Calculates distance to the closest point for each 
objective. The fitness is the product of these distances. It favors 
higher fitness, i.e. more isolated points. It favors absolute 
domination and more spread out solutions. 

NSGA-II came second after IBEA in optimizing product 
lines feature models [10] achieving better spread and hyper 
volume rather than rest of multi-objective evolutionary 
algorithms. 

JMetal [11] NSGA-II library was used by Smart OptiSelect 
as following: 

 Feature model attributes tree is reformatted into an 
indexed array to speed up evaluation processes. 

 Problem is passed to NSGA-II as a binary-encoded 
problem using selected/non-selected features for each 
decision. 

 NSGA-II generates optimized solution set based on 
maximizing the spread of features attributes. 

C. Hybrid Optimization 

Smart OptiSelect runs both optimization algorithms 
independently for a fixed amount of time rather than fixed 
amount of evaluations to control the performance and to 
guarantee each of optimization algorithms is not waiting for 
other. Then both algorithms solutions are merged, ranked and 
filtered. 

For achieving this merging process, employing Pareto front 
ranking [13] gave a way to extract non-dominated solutions 
with highest ranks from multiobjective optimization hybrid 
solutions. 

After each phase of the optimization process, solutions 
generated by both algorithms are plotted on the fitness space as 
shown in Fig. 8. J Metal Library [14] is used to sort, filter and 
extract first rank of Pareto front optimum solutions. 

D. Naïve Bayes 

Naïve Bayes [15] classifier is selected for providing 
suggestions to the user based on his preferred solutions selected 
from totals solutions result set. 

The Naive Bayes algorithm is a simple probabilistic 
classifier that calculates a set of probabilities by counting the 
frequency and combinations of values in a given data set. 

The probability of a specific feature in the data appears as a 
member in the set of probabilities derived by calculating the 
frequency of each feature value within a class of a training data 

set. The training dataset used to train a classifier algorithm by 
using known values to predict future, unknown values. 

Although Naïve Bayes performed consistently worse than   
C4.5 [16], it remained true to its reputation and 
sufficient enough for being used for providing suggestions to 
the user for following reasons: 

 Its probabilistic nature depending on counting 
frequency and combination given in training set suited 
well the problem in hand as training dataset is the same 
of test dataset. 

 It can build models from extremely small feature sets 
[17]. 

 Its simplicity and fairly competitive performance make 
it the best alternative. 

 

Fig. 8. Hybrid ranked non-dominant optimization solutions. 

Smart OptiSelect used Naïve Bayes through following 
implementation: Given a set of r decision vectors D = {d1, …, 
dr}, classified along a two C classes, C={c1,c2} for representing 
Selected/Non-Selected classes, Bayesian classifiers estimate 
the probabilities of each class ck given a decision dj as: 

𝑃(𝑐𝑘|𝑑𝑗) = (𝑃(𝑐𝑘)𝑃 (𝑑 j | 𝑐𝑘)) / 𝑃(𝑑 j )  (1) 

In eq. 1, 𝑃(𝑑 j ) is the probability that a randomly picked 
decision has vector 𝑑𝑗 as its representation, and 𝑃(𝑐𝑘) the 
probability that a randomly picked decision belongs to ck. 

𝑃 (𝑑 j | 𝑐𝑘) is the product of the probabilities of each 
feature that appears in the decision. So, 𝑃 (𝑑 j | 𝑐𝑘) may be 
estimated as: 

𝑃 (𝑑 j | 𝑐𝑘) = ∏ ||

1

T

i
 𝑃 (Fij | 𝑐𝑘)  (2) 

 

Where, 𝑑 j = (f1𝑗, …, f|𝑇|𝑗). 
 

For classifying datasets, Weka library implementation was 
adopted by OptiSelect. Weka is a data mining library contains 
many machine leaning algorithms [18].  

Smart OptiSelect uses Weka Naïve Bayes library through 
the following steps: 
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1) For each decision, the application checks each feature 
in it and format it into binary map represents presence 
and absence of that feature. 

2) Training Naïve Bayes using every decision and its 
corresponding category (Selected/Non-Selected). 

3) While testing a decision, algorithm calculates the 
probability of each feature of the test decision. 

4) The test decision is classified into Selected/Non-
Selected categories on the basis of probability. 

E. C4.5 

C4.5 [19] is adopted by Smart OptiSelect to build user 
preferences decision tree based on user’s preferred solutions. 
This decision tree evolves along optimization increments and is 
used to determine the user preferences. During each framework 
cycle, the results from the optimization process are filtered 
using the C4.5 built preference decision tree during previous 
cycles. 

 C4.5 may perform slightly worse than Support Vector 
Machine and Random Forest algorithms in terms of output 
quality, yet it is the most convenient to be used by Smart 
OptiSelect for its superiority in building models from 
extremely small feature sets [17]. 

C4.5 is based on inductive logic programming methods, 
constructing a decision tree based on a training set of data and 
using an entropy measure to determine which features of the 
training cases are important to populate the leaves of the tree. 

The algorithm first identifies the dominant attribute of the 
training set and sets it as the root of the tree. Second, it creates 
a leaf   for each of the possible values the root can take. Then, 
for each of the leaves it repeats the process using the training 
set data classified by this leaf. The core function of the 
algorithm is determining the most appropriate attribute to best 
partition the data into various classes. 

Smart OptiSelect uses C4.5 through the following steps: 

1) After each iteration, C4.5 is trained to build decision 
tree using user selected preferred decisions as a 
training set using two classes (Selected/Non-Selected). 

2) After finishing each next optimization cycle, each 
decision is tested using the C4.5 built decision tree to 
calculate decisions belonging to the user’s preferences 
class, resulting in a filtered solution result set. 

F. Mechanism Design Methodologies 

Feature management conflict control: During the phase of 
feature attributes’ management, the user is allowed to configure 
forcing and excluding specific features. This type of 
management may violate feature model mandatory constraint 
or cross tree constraints. 

The pseudo code shown in Fig. 9 illustrates how the 
application deals with such probable conflicts. 

Pre-optimization indexing: Performance and memory 
management are essential especially when searching large 
feature model trees attached with dynamic multi-objective 
attributes. A sorted index array is introduced to hold references 
for tree features nodes as shown in Fig. 10. 

 

Fig. 9. Feature management consecuences control pseudo code 

 

Fig. 10. Features Indexed List 

Features tree is traversed using depth first algorithm once 
prior to optimization iteration to generate a sorted index array. 
This Index provides O (1) direct access to features properties 
and attributes. Hence, evaluation processes and search 
performance are optimized by avoiding tree repetitive search 
and tree diving recursion overhead which costs O (N). Thus, 
attributes are demoralized to a binary array. 

Tree mutation probability: Based on the knowledge of 
SPLOT feature model tree structure, Tree mutation using 
special tree mutation probability parameter is used [20]. It aims 
to prevent mutations which violates feature model constraints 
and performs mutations with paying respect to feature model 
tree structure and constraints as shown in Fig. 11. 

Usually, in the experiments, we set tree mutation 
probability to 0 to prevent tree structure and constraints 
violation while mutation. We also experimented raising the tree 
mutation probability parameter to %20 which resulted in more 
diversity in results but less correct solutions due to correctness 
thresholds. 

IF control is exclusion/forcing THEN 

Get all successors/parents affected nods  
FOR each _node in affected nods 

     If _ node exclusion/forcing causes conflict 

     THEN 
          Get all corrective alternatives 

          If corrective alternative count > 1 THEN 

               Notify the user 
          ELSE 

                Perform corrective action 

          END IF 
     END IF 

END FOR 

END IF 
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Fig. 11. Tree mutation procedure pseudo code 

IV. USERS SATISFACTION RESULTS 

Smart OptiSelect can display four result sets formats of 
solutions: 

 IBEA optimization Result 

 NSGAII optimization Result 

 Hybrid Pareto front optimization result 

 C4.5 preferences filtered result 

A survey has been created among 20 specialized software 
project managers, software architects and system analysts. 
Each of them has run through the framework for five iterations 
then was asked to express his satisfaction with different 
versions of output. User satisfaction is expressed in terms of 
solutions richness and its relevance to the scope. Each user was 
only allowed to select one result set as the best result set based 
on his satisfaction for each iteration round. We calculated 
average satisfaction for each number of iterations round. 
Sometimes, one result version achieved much higher 
satisfaction than others. Other times, more than one result were 
nearly equaled as shown in Table 1. 

TABLE I.  SYSTEM OUTPUTS USERS SATISFACTION 
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The results have shown that: 

IBEA results we generally more satisfying than NSGAII 
results because they made more attentions to users’ objectives.  

Hybrid results attracted attention as it displayed interesting 
decision solutions added from NSGA-II. 

During the first iterations, Users were more satisfied with 
IBEA and hybrid results as they have more decisions displayed 
than filtered result sets by C4.5. 

Starting from second iteration, most of users - who paid an 
interest in certain solutions’ features - found that the C4.5 
results were more convenient to their needs. 

V. RELATED WORK DISCUSSIONS AND COMPARISON 

Botterweck G. [21] feature configuration tool S2T2 
Configurator integrates a visual interactive representation of 
the feature model and a formal reasoning engine that calculates 
consequences of the user’s actions and provides formal 
explanations. Still it didn’t provide a multi-objective support 
nor incremental configuration. 

FAMA [22] is a framework for the automated analysis of 
feature models integrating some of the most commonly used 
logic representations and solvers proposed for automated 
analyses of feature models. 

The Feature Model Plugin (FMP) [23] is implemented as an 
Eclipse plug–in. It supports configuration based on feature 
diagrams. But it does not have the analysis of FMs among its 
main goals. It does not support attributed feature models. 

CaptainFeature is a feature modelling tool using the FODA 
notation to render and configure feature diagrams. It does not 
support the automated analysis of FMs. 

\ [24] is a lightweight yet expressive language for structural 
modeling:  feature modeling and configuration, class and 
object modeling. 

TABLE II.  SUMMARY OF FEATURE CONFIGURATION PROPOSAL 
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FMP 
       

CaptainFeature 
       

Clafer 
        

FOR each bit in the decision string 
 IF rand (0, 1) < mutation_probability THEN 

 IF Deselecting root feature OR Deselecting a mandatory child 
feature whose parent is selected, or Group cardinality is violated AND 
rand (0,1) < tree_mutation_probibility  

THEN  
  Do not mutate 
ELSE 

             Flip this bit 
  IF selecting (turning on) a feature THEN  
                      Turn on children (a minimum skeleton) 
             Else IF deselecting (turning off) a feature THEN 
              Turn off all children 
  END IF 
 END IF 
END IF 

END FOR 
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Opti-Select 
       

Smart 

OptiSelect        

VI. CONCLUSION AND FUTUTRE WORK 

Smart OptiSelect pays more attention to user preferences by 
recoding his selections and training the framework 
incrementally to narrow the results around selected decisions 
and solutions. 

Smart OptiSelect is considered an innovative framework as 
it is the first in the field of product-lines-search-based-
optimization to adopt and purpose the following techniques and 
algorithms, as well as merging their outputs together 
consistently in one frame work application: 

 Incremental optimization: The user can run feature-
selection optimization process in increments allowing the 
user to adjust both the objectives and attributes in the 
middle of the optimization process, and to set preferred 
solutions.  

 Hybrid Optimization: The Innovative technique utilizing 
the superiority of IBEA and NSGA-II [25] [26] in the field 
of search-based-product-line-optimization, as well as 
merging and filtering their results using Pareto front 
ranking. 

 Utilization of machine learning techniques such as Naïve 
Bayes and C4.5 for their capability to build classifiers and 
decision trees to produce preference-based-solutions 
inspired by the user’s selections among optimization 
increments. 

 

Through our continuous research and development, our 
future steps will be: 

 Using machine learning techniques to train classifiers to 
learn the user’s objectives classification and 
categorization. This may vary as a simple objective or a 
certain relation between some features rather than his 
preferred features. 

 Utilization of newly proposed 10-WS-C4.5-TDM-NB-
TDMR [27] for user’s preferences classification problem. 

 Examining scalability of the results obtained with larger 
feature models, such as the Linux kernel feature model 
(part of LVAT repository [28]) composed of 6888 
features. 
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Abstract—The innovation of information and communications technology in education has improved the learning quality and has 

provided a positive impact on the learning environment and its community. Integrating learning styles in adaptive e-Learning systems 

has been considered a growing trend in technology to improve the learning process. Also, when these technologies are obtainable, 

reasonable and available, they represent more than a transformation for people with disabilities. The purpose of this research is to 

adopt a decision support system in e-learning in order to model the visual-auditory-kinesthetic learning style focusing on learning 

disabilities children. Learning disabilities children face difficulties in processing and retaining information and thus have problems in 

the classroom. Providing adaptively based on learning styles has potential to make learning easier for students and increase learning 

progress. The traditional way to identify learning styles is by using questionnaires. Even though, the problem with the traditional 

approach is not all the students are interested to fill out a questionnaire. Hence the most recent years, several approaches have been 

proposed for automatically detecting learning styles to solve these problems. Therefore, the main aim of this paper is to propose e-

learning decision support system architecture to estimate students’ learning style automatically using literature-based method.  

Calculation to estimate each of the student’s learning styles based on number of visits and the time that spent on learning objects with 

respect to the visual-auditory-kinesthetic learning style. 

 

Keywords—learning disabilities; decision support system; visual-auditory-kinesthetic learning style  

I.  INTRODUCTION 

Today Information and Communication Technologies 
(ICT) have been broadly applied to the field of education and 
learning technologies transformed educational systems with 
impressive progress. The enhanced use of ICT in most sectors 
of the community, especially in supporting education and 
inclusion for persons with disabilities can be a powerful tool to 
improve their quality of life. Many children with disabilities 
are facing   a wide range of barriers, including omitted from 
educational opportunities and do not complete primary 
education [1]. The effective application of technologies can 
ensure comprehensive classroom learning, accessibility, 
teaching and learning content and techniques more in friendly 
with learners’ needs. E-Learning appears as a new education 
paradigm to fulfill that learners need, overcome physical 
deficiency of the users and decrease barriers in education [1, 2, 
3]. Some researchers have explored that accommodating 
learning styles-based approach in e-learning has proven to be 
effective in the classroom and allows individual learning styles 
and preferences to be accommodated [3, 4, 5]. Students with 
learning disabilities may have different learning difficulties 
from each other [3] and have different ways in their own 

learning processes to help them learn better. These several 
well-known learning style models such as Kolb, Honey & 
Mumford, Dunn & Dunn and Felder-Silverman. To implement 
the adaptation in such e-Learning systems, students’ learning 
styles need to be identified first.  

There are many ways of identifying learners’ learning style 
and commonly it is static approach that uses a questionnaire. 
This approach is still useful until now. But, the problem with 
the questionnaire approach is not all the students are interested 
to fill out the questionnaire and the result depends heavily on 
students’ mood [6]. Moreover, these questionnaires are unable 
to detect changes in a learner’s learning style [7]. As a result of 
these problems, various researches have been concentrated on 
how to identify learners’ learning styles automatically. There 
are two broadly approaches, including data-driven approach 
(DDA) and literature-based approach (LBA). Generally, the 
idea of the automatic detection learning style can be simplified 
as Fig. 1. In our study, we choose the literature-based approach 
to automatically detect learning styles of learners in DSS e-
Learning systems. In this research, we propose approach 
decision support systems for specific groups of users, by taking 
into consideration user’s learning style in e-learning. 
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Fig. 1. Idea of automatic detection learning style 

 

II. DECISION SUPPORT SYSTEM     

A decision support system (DSS) is an interactive computer- 

based system capable of supporting decision-making process. 

Lately, DSS technology has been positively applied to many 

decision-making problems in numerous disciplines, including 

education [8]. DSS as part of e-learning systems can analyze 

data in users’ profiles and allow the learners to select 

optimized learning paths based on previous learning 

information about learners [9]. Individuals with learning 

disabilities possibly will have dissimilar problems from each 

other. Therefore, it is supposed that learning surroundings 

which are developed for learning disability individual should 

be adapted to the learning need of the individual. DSS is 

suitable and has many advantages for education of learning 

disability students as they can deliver a different presentation 

of learning contents and recommends adaptive learning paths 

based on analyses previous learning activities [3, 8]. The DSS 

in our approach systems can be described as the systems that 

determine the students’ learning styles automatically and 

delivers a different presentation of learning content for 

learner’s with different learning styles. 

 

III. LEARNING DISABILITIES CHILDREN 

The learning disability is an umbrella term that describes of 
learning problems includes dyscalculia, dysgraphia, dyspraxia, 
central auditory processing disorder, non-verbal learning 
disorder, visual-spatial disorder, visual motor disorder, 
developmental aphasia and language disorders  [10] such 
figured in Fig. 2.  

The Malaysian Ministry of Education categorized learning 
disabilities students under special needs [11]. The Ministry of 
Education offers special education programs for hearing, visual 
and learning disabilities students [12]. Learning disabilities 
child differ from each other and may not have the same 
learning problems as another child with LD. Most of these 
children face a wide range of problems in educational chances 

and not completed primary education [1]. There is no treatment 
for learning disabilities, but they can be high achievers and 
learn successfully with the right help [1, 13]. 

 

 
 

 Fig. 2. Learning disabilities 

Numerous researches have shown that emerging learning 

environments blended with technology can play an important 

role in specific disadvantaged groups such as the blind, those 

with movement disabilities and LD. It also gives a great 

potential to support and enhance students learning processes to 

live freely and learn easier [3, 14, 15]. It is a good 

transformation and opportunity for the LD people solve the 

problems that happen in traditional educational systems. 

Traditional computer learning environments proposes the 

same content and they do not consider the individual 

differences, preferences and interests [3]. 

 

IV. LEARNING STYLE 

According to Keefe, define learning styles as ‘cognitive, 
affective, and physiological traits that serve as relatively stable 
indicators of how learners perceive, interact with, and respond 
to learning environments’. By identifying student’s learning 
style, teachers should be encouraged and provide to create a 
learning process sensitive with the students’ learning needs [16, 
17]. Learning styles are significant in the learning process 
since they may help student’s achievement is improved and 
would be to increase self-awareness of the strengths and 
weaknesses [18, 19, 20].  

There are numerous models of learning styles from the 
literature, like Felder- Silverman, Dunn and Dunn, Honey and 
Mumford, Kolb and Visual- Auditory-Kinesthetic (VAK) 
learning style model [21]. VAK and Felder are two well-known 
models used in adaptive e-learning system [20]. The main 
purpose for selecting a VAK learning style of our work that 
this learning style is most widely-used, simple, suitable for 
children and identify a student’s dominant mode of perceiving 
information [22, 23, 24]. Fig.3 shows the features VAK 
learning style model. 
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Fig. 3. VAK learning style 

The VAK learning style model focuses on human observation 

channel vision, hearing and feeling. This model is 

categorizations into three modalities, firstly visual learners, 

secondly auditory learners and lastly kinesthetic learners or 

tactile learners [23, 25, 26]. Visual learners prefer to learn via 

seeing.  For these learners, pictures, flow diagrams and videos 

are the best learning instruments. Auditory learners have a 

preference for listening, audibly and learn best by hearing. 

Kinesthetic learners’ best learn through feeling or doing-

experiencing such as moving, touching, and doing [27]. For 

these learners, computer games, interactive animations are the 

best learning instruments [21, 23]. Based on each mode’s 

tendency, automatic learning style detection is conducted to 

obtain students’ feedback on computer based learning. 

 

V. METHOD 

Because of the limitations and disadvantages of questionnaire-

based learning style detection, the detection process must be 

computerized. From previous studies, it is clear that the 

process of automatic detection of learning styles includes 

fundamentally two stages. The first stage is identifying the 

significant behaviour for each learning style and the second 

stage is inferring the learning style from the behavior and 

actions of an individual [7, 28] (see Fig. 4). Identifying the 

significant behaviour for each learning style involves  three 

phases, firstly is choosing the relevant features of behaviour, 

secondly is categorizing the occurrence of the behaviour and 

last one is  defining the patterns for each element of the 

learning style. For the  identifying the significant behaviour 

for each learning style involves of the three phases, firstly is 

choosing the relevant features of behaviour, secondly is 

categorizing the occurrence of the behaviour and last one is  

defining the patterns for each element of the learning style. 

Then the calculation methodology can be data-driven or 

literature-based approach in the inferring learning style stage 

[29]. 

A. Literature-Based 

The literature-based approach is to use the behaviour of 

students in order to get suggestions about their learning style  

 
Fig. 1 Concept of automatic detection of learning style  

preferences [16]. This approach was proposed by Graf et al.  
[30]. Then a simple rule-based method is applied to calculate 
learning styles from the number of matching hints. This 
approach is same to the technique used for calculating learning 
styles in the Index of Learning Styles (ILS) questionnaire and 
has the benefit to be nonspecific and relevant for data 
assembled from any course [31]. 

Several studies have been used in literature-based approach, 
such as, Graf, et al. [30], which first proposed the new 
methodology of literature-based approach for automatic 
detection of styles preferences according to the Felder- 
Silverman learning style model (FSLSM), in Learning 
Management Systems (LMS). Simsek, et al. [32] 
recommended a literature-based approach for automatic student 
modelling taking into consideration the learner interface 
interactions. George, et al. [7] propose to use a mix of data-
driven approach and literature- based approach.  Dung and 
Florea [33] use literature-based approach for automatic 
detection of learning style and use  the number of visits and 
time that the learner spends on learning objects as parameters.  
Ahmad, et. al [16] use literature-based approach to analyzed 
pattern of behaviour for Malaysian polytechnic students who 
studied Interactive Multimedia course. In our approach, we use 
the VAK learning style model and follow literature-based 
approach and used a simple rule engine to estimate the learning 
style. 

B. Learning Styles Estimation 

Literature-based method is used to estimate learning styles 

automatically. Calculation to estimate each of the student’s 

learning styles based on number of visits and the time that are 

spent on learning objects. Learning object can be defined as 

“any digital resource that can be reused to support learning” 

[31]. This meaning contains all that can be delivered across 

the network on request. Examples of digital resources include 

digital images or photos, live or prerecorded video or audio 

snippets, small bits of text, animations, smaller web-delivered 

applications, multiple choice exercise, and book [34]. 

 The predictable time spent on each learning object, 

Timepredictble, is determined. The time that a learner actually 

spent on each learning object, Timespent, is recorded. For 

example, if Timepredictble of a visual learning object is 30 

second. After a period of time X, sums of Timespent for three 

learning style elements of the learner is calculated. Then, the 

ratios of time (RT) are found out as the formula in eq.1. 
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                                                                       (1) 

 

 

To calculate the ratio of number_ visit, RVLS_element, number of 

learning object visited, Exvisit, and total of learning object, Ex 

each learning style element are compute using the formula as 

eq. 2. 

 

                                                                                     (2) 

                                                                                            (2) 

Finally, the average ratios, Ravg, are calculated as the formula 

in eq. 3. 

                                                                                      (3) 

  

Then learning style is estimated based on the simple rule as 

shown in Table 1: 

TABLE I.  SIMPLE RULE ESTIMATION OF LEARNING STYLES 

Ravg LS 

0 – 0.3 Weak 

0.3 – 0.7 Moderate 

0.7 – 1 Strong 

 

VI. RESULTS AND DISCUSSIONS 

In order to meet individual user’s needs to teaching delivery, 

LS models have to be established and integrated within e-

learning. The review as showed in this study the significant 

role that reliable learning style models can play in enhancing 

the learning ability and learning background if these are well-

matched. Numerous past studies have shown that the VAK 

learning style model which represents one of the commonly 

used, very simple and suitable for children [22, 23, 24 

,27].Previous study presented that automatic approach as a 

better approach to identify learning style in online learning 

because it is based on the actual students’ behaviour pattern 

while learning [35]. The purpose of this research, literature-

based approach is chosen. This approach use rule based 

method for identifying learning style. According to Graf [29], 

the main strength of literature-based approach is the ability of 

deducing LS without needing training data and depends 

directly on learning style model. We construct our own 

research architecture DSS e-learning for LD children and to be 

used conveniently in the future. 

A. Research Architecture 

In this section, we comprehensively describe the 

architecture of DSS e-learning for LD children and 

demonstrate the individual components needed to implement 

our approach. The proposed architecture is represented in Fig. 

6. The structure of the system consists of user interface, 

adaptive engine, content service, system manager and personal 

profile service. The user interface deals with the learners’ 

registration and this service is responsible for user login. The 

service will add information in profile model database and 

communicate with the learners’ personal profile service agent, 

The Adaptive Engine (AE), is responsible for suggesting the 

learning styles according to learners behaviours. Content 

Service control what type of learning materials should be 

provided to each learner based on their learning styles. System 

Manager allows the teachers to update the content. The 

personal profile service saves the users’ information from the 

profile model database and communicate with the adaptive 

engine in order to decide to deliver the right learning materials  

 

 

 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
Fig. 2. The architecture of the System  
 

VII. CONCLUSION 

The main conclusion of the present study is that the future 

research should take into account that LD students need to be 

encouraged to learn something they like. Based on that, we 

will design a DSS e-learning system that adapts to learners’ 

preference of learning style automatically. We propose an e-

learning DSS system architecture to detect the students’ 

learning styles automatically using a literature-based method. 

This method is based on the rule base for calculating to 

estimate each of the student’s learning styles based on number 

of visits and the time that he or she spent on learning objects. 

Our future work will concentrate on extensive development in 

validating the proposed system and the efficiency of the 

method.  
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Identification of Potential Crime Tactical Path-

Finding Using Analytical Hierarchy Process (AHP) in 

Situational Crime Prevention  
Crime Intelligence in New Era 

 

 

 

Abstract — Most  route  guidance  researches  are  mainly  focused  on  route  guidance  for vehicles likes Papago and Waze software.  

However, due to the recent spread of personal computing devices such as PDA, PMP and smart phone, route guidance for pedestrians 

is increasingly in demand especially in context of crime situation. The  pedestrian  route  guidance  is  different  from  vehicle  route  

guidance  because pedestrians  are  affected  more  surrounding  environment  than  vehicles. In this area of study which is situational 

crime prevention (SCP), pedestrian will try analyze the situation first before take any decision path. It satisfied goal of SCP in order to 

manipulate crime environment so that offender will seem harder and riskier, change criminal’s ideas and reduce opportunities for 

criminal to commit crime. To solve this problem, we designed a model containing Multi Criteria Decision Making (MCDM) technique 

that is Analytical Hierarchy Process (AHP) to handle the uncertainty situations. Pedestrian path finding needs considerations of various 

factors affecting their safety walking. Factors affecting safety walking consists of 3 categories – distance between pedestrians and 

criminal, visibility of criminal view and obstacles frequency that exist in crime location. An application adopting the AHP idea was 

developed to calculate the weights of the criteria for evaluating each crime factors. The highest degree of AHP result will drive the 

pedestrians to choose best path-finding. 
 

Keywords—personal computing devices, route guidance, situational crime prevention (SCP), multi criteria decision making 

(MCDM), analytical hierarchy process (AHP), crime situation.  

I.  INTRODUCTION  

Since 2009s, the statistic of crime has been start 

decreased after 6th Prime Minister of Malaysia make a new 

approached by developing National Key Results Area 

(NKRA).  Growth of crime technologies are distributed well 

likes CCTV or expert report and CPTED approach already set 

up at hot hotspots and seem many reduction of crime statistic 

were happened. However, it facing one problem which is not 

yet solved by government which is feeling fear towards crime 

still high among citizens [1]. By realize this problem, our 

members tried to educate citizens which path are the most 

preferable to pass through since this alternatives provided the 

best method than others [2]. As we know, lack of awareness 

towards crime also leads high percentage to crime itself [3]. 

This effort will help pedestrians to walk safely even enter to 

crime hotspot location. Examining  the path  finding  which  

is a typical function,  technologies  have  been  emerged  

beginning  with  the  shorted  path  finding considering  an 

initial distance,  the fastest  path finding  considering  speed  

limits  and classes of roads, the free road path finding 

considering  a toll, and the optimum (safety) path finding 

with  the  real-time  environment information. 

        Recently, demands are focused to  guide  roads  for  

pedestrians  are  increasing  due  to  the  popularization  of  

portable mobile devices such as smartphones, PDA, PMP 

(Figure 1). 

 

      
 Fig.1 Trends and changes of smartphone markets (2009, Gartner) 

 

        All mobile devices nowadays can detect an IP address 

when someone surf an internet. This IP address can tell to us 

someone location which clearly help us in this crime 
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investigation. From these, we can calculate for the 

optimum path based on someone location. Therefore, it is 

required data and application programs specialized for 

pedestrian services. This clearly shown to us that crime 

prevention is not role from police only but rather seek help 

from others such as telecommunication company. 

         Based on characteristic of SCP itself, opportunity of a 

crime can be related to cost benefits, socioeconomic status, risk 

of detection, dependent on situational context, type of offence 

and access to external benefits. In addition, opportunities are 

dependent on the individual’s current surroundings and 

consequential factors.  

        Emotions also play an important role in order to make this 

crime was failed or successful. It has three (3) important roles. 

First the people’s state of emotionality is an important context 

on which rational conduct rests [4]. Second is the “sneaky 

thrill” of minor property crime also might operate more 

generally such that the anticipated emotional consequences of 

criminal conduct is one of the benefits or utilities (“thrills”) 

that are weighed in the process of rational decision making 

[5]. Third as a sizable amount of research can attest, the 

anticipated emotional costs associated with criminal behavior 

might serve to effectively reduce the likelihood of such 

behavior [6]. Emotions are a central part of the psychological 

process of motivation as they heighten the saliency of certain 

desires, wants, and outcomes and thus energize people to 

pursue them [7]. If an victims gets panicked easily it is highly 

probable they won’t think twice about making a wrong 

decision that will risk their life than an individual who is level 

headed.  

           This study analyzes factors having an influence on 

safety walking for data of environment setting constructing up 

to obstacles where pedestrians could pass through, and 

selects factors to be used for finding costs. Then, weights 

are assigned to the selected factors through the AHP 

(Analytic Hierarchy Process) method, and a path finding 

score is calculated using them.  The  path  finding  score  is  

used  to  calculate  a  final  path  finding  score  for pedestrians 

through operations with a distance which is the existing 

finding cost. 
     Chapter 2 stated definitions for each keyword means. 

Chapter 3 derives factors having an influence on safety 
walking through an analysis on the existing studies. Chapter 
4 proposed integrating AHP and Google Map, and Chapter 5 
carries out detailed architecture of research framework. 
Finally, Chapter 6 discusses about conclusions and the future 

study subjects. 

II . DEFINITIONS OF EACH KEY WORD 

They have several keywords that readers will see in next 

section. To make understanding going smoothly well, this 

section will elaborate some keyword meaning in detailed. 

 

 
A. Tactical Path Finding 

  In every company in this world have their unique business 

intelligence (BI) that drove to successful and profitable 

company. This business intelligence is made up from two (2) 

important components which are strategic plan and tactical 

plan. 

 Strategic plan or strategic intelligence is future-oriented, 

allowing a company to make educated decisions regarding 

future conditions in its particular marketplace or industry. It 

also permits the company's decision makers to visualize the 

future direction of the business and helps it recognize 

emerging trends and patterns within the particular industry and 

subsequently predict potential problems that may affect the 

current operating environment. In crime field, this strategy 

plan can included reducing the rewards that come from 

committing a crime, increasing the risk associated with 

offending, removing excuses for offending behavior and so on. 

Whereas tactical plan means practical way that implemented 

to make sure our strategic plan is achieved. Tactical 

information was looked as involves a thorough and systematic 

analysis of current and emerging crime problems such as their 

causes and risk factors that is based on accurate, wide-ranging 

sources of information and has analysts with the capacity to 

interpret the data. In this research, tactical attributes are 

seemed important to bring our goal to tactical path-finding. 

Distance, visibility and obstacles can classify to tactical 

attributes. 

 
B. Situational Crime Prevention 

 Situational Crime Prevention (SCP) is a prevention act that 

took opportunity as core elements in this area. It is chosen 

because this SCP has rarely been accorded attention in policy 

debates about crime control and also whether offenses are 

carefully planned or fueled by hate and rage, they are all 

heavily affected by opportunity [8]. This is strong by [9] that 

mentioned SCP capabilities are to change criminals’ ideas 

about whether they can get away with a particular crime when 

opportunity are well manipulated by victims. 

 In real, SCP means to modify contextual factors to limit the 

opportunities for offenders to engage in criminal behavior 

[10]. It also involves identifying, manipulating and controlling 

the situational or environmental factors with certain types of 

crime [11]. This theory will be clearly understood when we go 

through to chess simulation study. 
 

C. Analytic Hierarchy Process 

   The analytic hierarchy process (AHP) is a structured 

technique for organizing and analyzing complex decisions, 

based on mathematics andpsychology. It was developed 

by Thomas L. Saaty in the 1970s and has been extensively 

studied and refined since then. 

    It has particular application in group decision making 

[12], and is used around the world in a wide variety of decision 

situations, in fields such as government, business, industry, 

healthcare, and education. Rather than prescribing a "correct" 
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decision, the AHP helps decision makers find one that best 

suits their goal and their understanding of the problem. It 

provides a comprehensive and rational framework for 

structuring a decision problem, for representing and 

quantifying its elements, for relating those elements to overall 

goals, and for evaluating alternative solutions. 

    Users of the AHP first decompose their decision problem 

into a hierarchy of more easily comprehended sub-problems, 

each of which can be analyzed independently. The elements of 

the hierarchy can relate to any aspect of the decision 

problem—tangible or intangible, carefully measured or 

roughly estimated, well or poorly understood—anything at all 

that applies to the decision at hand. 

      Once the hierarchy is built, the decision makers 

systematically evaluate its various elements by comparing 

them to one another two at a time, with respect to their impact 

on an element above them in the hierarchy. In making the 

comparisons, the decision makers can use concrete data about 

the elements, but they typically use their judgments about the 

elements' relative meaning and importance. It is the essence of 

the AHP that human judgments, and not just the underlying 

information, can be used in performing the evaluations [13].  

      The AHP converts these evaluations to numerical values 

that can be processed and compared over the entire range of 

the problem. A numerical weight or priority is derived for each 

element of the hierarchy, allowing diverse and often 

incommensurable elements to be compared to one another in 

a rational and consistent way. This capability distinguishes the 

AHP from other decision making techniques. 

      In the final step of the process, numerical priorities are 

calculated for each of the decision alternatives. These numbers 

represent the alternatives' relative ability to achieve the 

decision goal, so they allow a straightforward consideration of 

the various courses of action. 

 
D. Chess Simulation Study 

     Chess game is widely well-known game and its 
characteristic more towards many-to-many attributes 
meanwhile in our focus research is more towards to one-to-
many approach. In chess environment, each pieces will play a 
role in strategy games whether defense or attack enemy pieces. 
But in crime environment, victims play an important role to 
manipulate the situation effectively.  
     When the chess pieces in dangerous state, we need to safe 

our pieces from died or can develop strategy to eliminate 

enemy. But problem comes, mostly human will face disruption 

feelings caused by increasing an adrenaline hormone and leads 

them to make a wrong decision. This wrong decision is a big 

factor why our games always lost. This issue is not done yet; 

chess features also have do not provide a guide tool for a 

novice player. So, the percentage to winning a game was limit 

or none.  

       Next, we try to mapping out between chess case study and 

real crime case study, and both of them are very close 

relationship each other. For example, novice player in chess, 

we can assume it as foreigner people who do not familiar with 

path. It also happen to expert people about path but cannot 

choose path well when the original path are blocked by 

construction or other else. Without a proper tool, it was 

impossible for them to choose a best secure path when facing 

crime situation or enter crime hotspots. 

       From perspective of adrenaline hormone also, researcher 

already stated our psychology balance will disrupted around 

50% when facing a real crime situation [14]. This will lead 

them to a wrong and risky decision that leads them to crime’s 

victim. Media also always show a seriousness crime in 

television or newspaper which makes public peoples always 

feeling fear and haunted with their own imagination. 

      Finally, after we understand enough how human decision 

works, we will go through to choosing a best secure path. This 

choosing approach will touched about closed list and open list 

that always being used in path-finding approach. In normal 

situation, people always have eight (8) decisions to choose. 

This choosing path will determine by closed list and open list 

of tactical path-finding. Closed list are used as a slightly best 

secure path which means, this path may contribute more to 

secure path meanwhile open list is list that not be checked from 

algorithms yet. In this process to choosing a possible closed 

list are controlled by pruning method. This pruning method 

will makes our system works efficiently and ease. 

 

III . EXTRACT FACTORS AFFECTING SAFETY 

WALKING 

 The safety walking factors are divided into physical 

environmental elements and human subjective elements. The 

physical environmental elements are the ones for walking 

facilities, which are used as indexes for evaluating the 

walking environment and the human subjective elements are 

ones that could be differently represented depending on 

individual preferences and walking purposes etc.  Handy  S. 

[15]  proved  that  the physical  environment  was  an  influence  

factor  of safety  walking  by  conducting  a  survey targeting  

pedestrians  in  different  criteria’s  after  classifying  the safety 

walking  purposes  into leisure and movement means, and 

Moudon A. V. [16] analyzed on an influence factor of walking 

and cycling with evaluation indexes used in each field. And 

Lee C. [17] derived the importance of elements evaluating the 

walking affinity through a statistical analysis.  Seo. H. L. [18] 

classified elements having an influence on walking into street 

environment network environment, and regional environment 

to analyze them, and Park S. H. [19] carried out a study 

to make them as indexes. Hieronymus  C. Borst  [20] 

classified  elements  having  an influence  on walking  of the 

elderly  and infirm into 25 items to make them as indexes and 

used them in path finding, Lee J. E. [21] classified the walking 

influence elements into physical environmental elements, 

changes  of  direction,  visual  field  and  accessibility  to  use  

for  path  finding  through arbitrary weights. 

      Through these existing studies and distributed 

questionnaires, we finally came out with the classification for 

safety path-finding criteria are distance between victim and 
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offender, visual field of offender and numbers of obstacles exist 

as physical environmental and finally derived sub-criteria as 

Table 1 whereas in Table 2 shows the abbreviation meaning 

that listed in Table 1. 

 

 

TABLE 1 : Factors having influences on safety walking 

 

Components Description 

Distance C1,C2,C3,C4,C5,C6,C7,C8,C9,C10 

Visibility V1,V2,V3,V4,V5,V6,V7,V8,V9,V10 

Obstacles OS,OM,OH (Size) 

OL,OA,OML (Light Emission) 

OFM,OSM, ONM (Move) 

O1,O2,O3,O4,O5,O6,O7,O8,O9,O10 

 

  TABLE 2: Abbreviations meaning that listed in Table 1 

Abbreviation Meaning 

C1-C10 Cell-1 till Cell-10 

V1-V10 Visibility-10% till Visibility-100% 

OS, OM, OH 
(Size) 

Obstacles Small, Obstacles Medium, 
Obstacles Huge 

OL, OA, 
OML (Light 
Emission) 

Obstacles Less Light, Obstacles 
Average Light, Obstacles More Light 

OFM, OSM, 
ONM 
(Ability to 
move) 

Obstacles Fast Move, Obstacles Slow 
Move, Obstacles No Move 

O1-O10 Obstacles-10% till Obstacles-100% 

 

From the Table 1, we derived sub-criteria with quantitative 
measurement where crime hotspots are identified from 10 x 10 
arrays. If pedestrians approach area where crime hotspot radius 
is 10-cell array from initial place, then system will alert 
pedestrian to make decision. Similar to visibility and obstacles 
criteria representatively. They will measure through 
quantitative scale. However for obstacles criteria, it have 
slightly different measurement since this criteria can be sliced 
to favorable characteristic such as size, light restriction, ability 
to move and number of obstacles. This four (4) characteristic 
will framed the final result for obstacles criteria. If score is 
high, means, these obstacle criteria was important though 
which give advantages to victim in order determine safety path-
finding. 

A. Distance 

  Distance is an excellent measurement to determine the 
successful crime happens. It also close related with our velocity 
value. If the direction or path have a constraint in the middle, 
the velocity maybe slow compare than no obstacles in 

direction. The velocity also influenced by personal behavior 
such as heart rate, fitness, and strategy. This will guarantee that 
our path is varying from others. As logic, factor that lead to 
successful crime is the distance between offender and 
pedestrians was very near and numbers of obstacle is many so 
that criminal can hide himself from obstacle. Thus, in our 
research study, distance is assumed by number of cell between 
pedestrians and offender. If cell is below than 5, then the 
possibility to have a crime are higher otherwise if cell is above 
than 5, then the possibility to have a crime is lower because 
pedestrian can took alternative path to run from it compare cell 
below than 5. However, it still depends to obstacles and 
visibility of offender.     

 

 B .  V is ib i l i ty  

       One factor that led to lack of awareness is the visibility of 

human itself in tracking the existence of offender from 

behind. If criminal visibility already locked the position of 

pedestrians, then it will be advantages to criminal itself. 

However, visibility of human are defined as circular arc 

(geometry) where it just can view around 120 degree only. 

This limitation degree was give advantage to pedestrians to 

escape from visibility area of offender. Furthermore this 

visibility value also will disturbed by obstacles that constraint 

them.  

 

 C .  O b s t a c l e s  

     The obstacle is a third factor for successful crime. 

Obstacles have two (2) main functions which are first, it can 

be a weapon for offender to hide in order ambush a 

pedestrians and the second one, obstacle can be advantages to 

pedestrians to limit the visibility of offender and be a 

protection from criminal’s attack. However the characteristic 

of obstacles is difference since we can categorize it into four 

(4) characters which are size, light emission, ability to move 

and numbers of obstacle. The description for this character 

can view in Table 1.   

 

IV.  THE PROPOSED INTEGRATING AHP AND GOOGLE MAP 

Based on the observation made in previous section, we 

present the idea of tactical path-finding and IP address where 

we can use Google API to achieve this goal. The proposed 

approach framework is designed in a simple figure to make it 

clear. 

Figure 2 shows the structure of proposed approach which 

consists of a data collection, data analysis from the distribution 

questionnaire, applying MCDM/AHP technique and 

integrating AHP and Google Map. Each phase contributed the 

output with each output from previous phase will then lead to 

the next phase. Finally, integration between criteria weights 

and maps is accomplished producing the suitability maps 

which have the potential area for crime. 
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Fig. 2 Proposed Approach 

 

A. Study Area 

This study was conducted in Gong Badak, Kuala 

Terengganu. It is regional municipality located on the east side 

of Peninsular Malaysia and has population around 50,000 

persons. Population is expected to reach 100,000 persons by 

2020. Figure 3 shows the location of study area. Population 

increased occurred without proper controlling and monitoring 

has lead to several of problems such as criminal activity [22].  
   This region is the university area and busy street intersected 
by other university which is Universiti Sultan Zainal Abidin 
(UnisZA), where is the place with large pedestrian volume of 
people using surrounding facilities and willing to use public 
transportation. 

From this, we can saw many crime hotspots that are spotted 

from PDRM file from January 2014 until December 2014. 

Most popular crimes that’s happen was snatching criminal. It 

is because not 100% students are from Terengganu. Almost 

70% are from outside Terengganu which is not very familiar 

with this place. So, with aid from our system, it could help 

students in taking a right path so that they can avoid from 

being crime victims.  

 

                 

    
             Fig.3  Universiti Malaysia Terengganu (UMT) 
 

B. Data Collection 

Spatial data were obtained from PDRM supported by 

Universiti Malaysia Terengganu (UMT).  Then, layers of the 

selected area were generated and new layers were created using 

Google Map as the software to do the operations. 
 

V.  ARCHITECTURE OF PROPOSED FRAMEWORK 

This section briefly describes the detailed architecture in three 

phases which are crime hotspots radius phase, criteria 

evaluation phase, and mapping phases. 

C. Crime Hotspots Radius Phases 

     This is first phase in order to alert citizen about near crime 

hotspots between them. In here, we will use collision detection 

technique which modelled victim and crime hotspots 

respectively. This technique is widely used in games 

application. It is important to know when objects in a game 

collide.  

      There are a lot of ways that collision detection can be done. 

The most obvious method is to take every single vertex in a 

model and check to see if any of them are inside of another 

model. This method, however, is very time consuming to do, 

especially if have lots of models, or models with a lot of detail 

in them. To deal with this problem, game programmers will use 

an approximation of the model that is easier to check for 

collisions. The two methods that are most commonly used are 

bounding boxes and bounding spheres. With these methods, it 

basically builds a box or sphere around a model that completely 

covers the model. There will obviously be area that is outside 

of the model, but still inside of the bounding box or sphere, but 

an ideal bounding region will limit this as much as possible. 

      In this study, we would like to use circle rather than box 

since it give more precise information. With circle models, it 

can give information about center of circle and radius of circle 

very well. The basic concept is to figure out how far the point 

is away from the center of the circle. If that distance is less than 
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the circle's radius, the point is in the circle. If it's more than the 

radius, it's outside of the circle. 

       Finally, in short, we know that two circles must have some 

overlap if the two centers are closer together than the sum of 

their radii (radiuses). If the distance is more than the two radii 

combined, then there will be an empty gap between the two 

circles. If the distance is equal, the two circles are touching at 

one point (we'll call that an intersection). If the distance is less, 

then the two circles must be overlapping.  

     Finally, when both circles are overlapping, system will give 

alert to end-user for be careful from any possibilities until 

system give final result to choose secure path. The result of the 

process must pass through criteria evaluation first. 

B.   Criteria Evaluation 

       According to studies conducted from questionnaires, the 

most important criteria used to determine the potential area of 

crime in Gong Badak were recognized. Based on 

questionnaires, distance; visibility; and obstacles were chosen 

as the potential factors. 

Every factor derived above has a qualitative property. In 

order to approach as the GIS methodology when utilizing 

them in path finding, however, a quantitative analysis is 

needed. This study uses the AHP method for such a 

quantitative analysis. 

      The AHP is a method that Thomas L. Satty devised in 

1980, which is a multi-criteria decision making technique to 

select the optimum alternative by understanding the evaluation 

criteria and the alternative as a hierarchical structure.  This 

AHP was developed based on the fact that the brain uses 

gradual or hierarchical analysis process when human beings 

make decision. According  to results of the study, it is said 

that human beings follow three rules (setting of a hierarchical 

structure, setting of relative importance,  maintenance  of  

logical  consistency)  when  they  solve  a  problem.   

After three (3) processes are done, it will come out with 

pathfinding scores. It will be varying in value because each 

attribute give different value. The indicator for best secure path 

is referring by high AHP value. In conclusion, two attributes 

likes obstacles and visibility give more advantageous if the 

value was larger compared than distance attributes where 

it give disadvantageous when value are higher.  

C.  Mapping Phases Using Google Map 

    In this study, layers overlay to raster conversion, clipping 

processes using Google Map API function and calculating 

criteria weight using an application based on AHP technique 

makes out the manipulation of this study. Using Google Map 

capabilities, criteria maps were converted to raster then they 

were classified into several classes. Finally, suitable map for 

potential path-finding crime area will be generated. This result 

will present a rank of best path to worse path. Then, suitability 

classification is divided into three classes to get the accurate 

result. 

VI.  DISCUSSION AND FUTURE WORK 

This study extracted a variety of factors having an influence 

on safety walking in order to present a path finding method 

suitable to pedestrian path guidance which is recently 

issued. In addition, weights were calculated using the AHP to 

calculate the importance between the extracted factors, and 

these weight were used to assign scores of factors for each 

score. The logical validity was also proved using the 

consistency index when calculating weights for each factor 

through the AHP method. Finally, the finding cost was 

calculated for the pedestrian path finding by calculating these 

scores with distance values of the road network. The calculated 

finding cost applied to the road network in university busy 

street with large pedestrian volume, as a result, it was 

represented the result different from the path finding through 

a simple distance. It is analyzed because more suitable safety 

walking path was presented considering a variety of factors 

having an influence on safety walking. 

       However, a quantified verification for this is needed 

because it is only subjective view. In addition, a detailed 

study is needed for the criteria to distinguish attributes and 

the assigned scores also in the score assigning process. 

         The main cause affecting pedestrians in safety 

walking has many subjective elements. In other words, 

some people want a path having poor walking environment 

but faster way; on the other hand, some people want a 

walking path with longer way around but comfortable 

environment. The AHP method presented in this paper 

could be utilized for such personalized services. The AHP for 

decision making of public  purposes  should  gather  the  

major  opinion,  however  for  personal  purpose  such  as 

safety walking, weights could be calculated according to a 

personal preference. Therefore, it could be utilized for 

personalized services through personal computing devices. 
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Abstract—In this paper, the cavity model for simple circular disc microstrip antenna is extended with some modifications for the tunable 

geometry taking into account the anisotropy in the layer. The numerical results show that there are substantial deviations in calculated 

resonant frequency when substrate dielectric anisotropy is considered. Furthermore, significant variations are seen in the radiation patterns 

of the structures due to substrate anisotropy. Finally the effect of inclusion of air gap layer inserted between substrate and ground plane on 

the resonant characteristics is also investigated for fundamental and higher order modes. 

Keywords—cavity model; genetic algorithm; anisotropic substrate; adjustable air gap.  

 

I.Introduction 
Microstrip antennas are becoming increasingly popular since 

they have small volume and a low-profile planar 

configuration. Easy mass production of such antennas using 

printed circuit technology leads to low fabrication cost. They 

are much easier to be integrated into microwave circuits on the 

same substrate. Especially, they can be made conformal to the 

host surface [1]. 

Some dielectric substances exhibit anisotropy due to their 

natural crystal structures or as the result of their production 

processes. Isotropic substances may also exhibit anisotropy at 

high frequencies. In the design of microwave integrated circuit 

components and microstrip antennas, anisotropic substances 

have been increasingly popular [2-10]. Uniaxial substrates 

have drawn more attention due to their availability such as 

sapphire, boron nitride and E-10 ceramic-impregnated Teflon. 

Their main drawback is narrow bandwidth characteristics, 

which is considerably avoided by operating the antenna 

around the resonant frequency. As an alternative, double-

layered structure with air gap having adjustable thickness 

between the substrate and the ground plane is also found to be 

useful in obtaining the wide band operation. For both single 

and double-layered structures, accurate computation  

of resonant frequency is an important task and takes 

considerable interest in literature by various authors  

depending on the usage of various methods and 

approximations [11–19]. In this study, resonant frequency of 

double layered circular patch microstrip antenna is accurately 

determined via cavity analysis, using a simple effective 

permittivity and patch radius expressions including modal effects. 

The aim of this work to perform an accurate and efficient analysis 

of circular-disc microstrip antennas on double layer, as well as to 

perform the analyses for circular microstrip antennas on a single 

layer substrate and on a tunable substrate, as particular cases. 

II.Antenna Configuration and Design 
The tunable circular microstrip antenna structure is shown in 

Fig.1. The resonant behavior of the antenna is independent of the 

feed so that the feed was not taken into account in the analysis.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Geometry of a circular microstrip antenna with air gap. 

a- Side view 

b- Top view
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The Resonant frequency of this antenna can be determined 

from cavity model for various operational modes and 

structural parameters using proper equivalent model with 

effective structural parameters [3]. For this purpose, various 

expressions for effective patch radius effa  and effective 

relative permittivity eff  are defined in literature [13, 15, 18, 

19].  

In this study, effective patch radius expression to approximate 

the modal effects is taken for the double-layered antenna in 

the modified form: 

req

nm
r

a
f





2

0   

where χnm is the mth zero of the derivative of the Bessel 

function of order n , the value of which (χ01=3.832, χ11=1.841, 

χ21=3.054, χ31=4.201) determines the lowest and higher order 

modes as TM11 ,TM21 ,TM01 , and TM31 modes. 

υ0 is the velocity of light in free space, a is the patch radius, 

and req  is the substrate relative permittivity of the equivalent 

structure which can be determined from the cavity model [14] 
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To account for the fact that small fraction of the field exists 

outside the dielectric; it is customary to use effective 

permittivity eff  in place of req  
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Where d=d1+d2 and, 2r  is the relative permittivity of 

dielectric substrate. 

If we want to take the substrate uniaxial anisotropy’s into 

account, the relative dielectric permittivity r  will be replaced 

with the tensor ),,( zxxr diag    where x  and z  are 

the relative dielectric permittivity along x and z axis, 

respectively 

o For the case of isotropic substrate with air gap, we use the 

effective dielectric constant eq   given in Eq. (2). 

o For the case of uniaxially anisotropic substrate without air 

gap, eq given in [21] Eq. (2) is used to determine de, there 

resulting values are: 

zreq     
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To account fringe field effects, the circular patch radius a given in 

Eq. (1) should be replaced by its effective value [20, 21]. In this 

letter, a new effective patch radius expression is presented to 

compute the resonant frequency of a circular MSA with thin and 

without air gap for providing better accuracy. By utilizing the 

experimental data reported elsewhere [22-27], after many trials, 

the following model, depending on eff , a and d, which produces 

good results, was chosen 
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where the unknown coefficients are determined by a genetic 

optimization algorithm. It is evident from (6) that the effective 

patch radius, aeff is larger than the physical patch radius, a, 

provided the conditions   and   are satisfied. In the following 

section, the genetic optimization algorithm used in this work is 

described and then the application of the genetic algorithm to the 

problem is explained. 

III.Genetic Algorithm  
The GA [28, 29] is based on the evolution theory where weak 

species face extinction but strong ones survive and pass their genes 

to the next generation. However for the strong species to survive 

there is also a requirement for random injection of genes. As GA 

mainly manipulates matrices it is normally implemented using 

Matlab software. The step by step procedure of generating the 

software program is shown below.  

Step 1: Each variable is assigned a number of binary digits so that 

the required accuracy of this variable is obtained in the final 

solution.  

Step 2: All the variables in their binary form are grouped into a 

string which is called a chromosome.  

Step 3: Matlab is used to select a fixed number of random 

chromosomes called a population out of all possible number of 

chromosomes that are present. This is called the current 

generation. 

Step 4: Converting the digital value of each variable in a 

chromosome to an analogue value, the objective function (F) is 

evaluated and the relative fitness of each chromosome (Pi) 

determined. This relative fitness is defined as: 

 i

n

i

i PevalF 




1

  

Step 5: The selective probability is determined by: 
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The cumulative probability of the chromosomes is given as:  
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Then a random number ‘r’ is generated in the range 0 to 1. If 

qi-1≤ r ≤ qi  then select Psi. 

 

 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 
 

 

Fig. 2. Flow chart of genetic algorithm. 

 

Step 6: Crossover is applied for random chromosomes between the 

parent and next generation to produce new off springs.  

Step 7: The population is mutated by changing in a random way 

the value of the genes with the least significant bit having the 

highest probability of mutation and the most significant the least. 

The flowchart of GA is shown in Figure 2. 

The next generation now becomes the parent generation and the 

above process is repeated until the genetic variation in the 

population is below a certain threshold.  

As the number of generations increases both the cross over rate 

and the mutation rate are gradually reduced. 

where 321  ,, and 4 are given in the above equation are the 

coefficients to be determined by GA so as to minimize the 

following total absolute errors (TAE) 

  came ffTAE   

where fme and fca are, respectively, the measured and calculated 

resonant frequency of circular MSA. 

The control parameters in the optimization are as follows: 

Maximum number of generations: 50 

Population size: 100 

Probability of 0 in initial population: 0.15 

Probability of crossover: 0.8 

Probability of mutation: 0.05 

Optimization object: resonant frequency 

TABLE I.  RESULTS AND COMPARISON OF THE RESONANT FREQUENCIES OF MEASURED AND CALCULATED FOR THE FUNDAMENTAL MODE TM11 OF A 

CIRCULAR ANTENNA AND THE NO GAP CASE. 

 

 

 

 

 

TABLE II.  COMPARISON OF THE RESONANT FREQUENCIES OF MEASURED AND CALCULATED OF A CIRCULAR ANTENNA HAVING AN AIR GAP; 

1.59mm.d2.32,50mm,a 2  rε

 

 

 

 

 

 

Physical and Electrical Parameters Measured 

fr 

(GHz) 

Calculated Frequencies fr (GHz) Our results 

(GHz) 

fr 

Measured 

By 
d (mm) ɛr2 a(mm) [23] [26] [27] 

1.588 2.5 34.93 1.57 1.592 1.555 1.559 1.557 
[23] 

3.175 2.5 34.93 1.51 1.592 1.522 1.529 1.522 

2.35 4.55 49.5 0.825 0.832 0.827 0.827 0.824 

[26] 

2.35 4.55 29.9 1.36 1.378 1.358 1.360 1.355 

2.35 4.55 20 2.003 2.060 2.009 2.012 2.007 

2.35 4.55 10.4 3.75 3.962 3.743 3.737 3.750 

2.35 4.55 7.7 4.945 5.352 4.938 4.924 4.947 

1.5875 2.65 11.5 4.425 4.695 4.414 4.438 4.416 

[22] 1.5875 2.65 10.7 4.723 5.046 4.724 4.750 4.723 

1.5875 2.65 8.2 6.074 7.297 6.049 6.086 6.034 

Mode TMnm d1(mm) 

Measured 

fr (GHz) 
Calculated Frequencies fr (GHz) Our results (GHz) 

fr 
Dahele [12] Abboud [13] Gurel [16] Guha [17] HFSS [31] 

TM11 

0 1.128 1.159 1.129 1.130 1.162 1.134 

0.5 1.286 1.298 1.281 1.274 1.334 1.283 

1 1.350 1.368 1.359 1.344 1.435 1.349 

TM21 

0 1.879 1.927 1.876 1.881 1.934 1.881 

0.5 2.136 2.167 2.128 2.119 2.203 2.130 

1 2.256 2.280 2.258 2.235 2.353 2.239 

TM31 

0 2.596 2.665 2.584 2.594 2.356 2.588 

0.5 2.951 2.994 2.930 2.921 2.645 2.927 

1 3.106 3.150 3.109 3.080 2.829 3.080 
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The unknown coefficient values of the model given by (6) are 

optimized by the genetic optimization algorithm just 

described. The optimum values found are 

230653542120 4321 .,.,.,.            

The effective patch radius expression, aeff, is obtained by 

substituting the coefficient values given by (11) into (6). 

IV.Results and Discussion 
In order to determine the most appropriate suggestion given in 

the literature, we compared our computed values of the 

resonant frequencies for the fundamental mode of circular 

microstrip antenna with the theoretical and experimental 

results reported by other scientists [22, 23, 26, and 27], all of 

which are given in Table I. 

In order to check the accuracy of the model for two-layered 

case, the results are compared with an experimental and 

theoretical values presented in the previous work [12, 13, 16, 

17, and 30] in Table II. 

Figure.3 show the resonant frequency against the air gap 

thickness for several radius values of the circular-disc patch. It 

is seen that the operating frequency increases with the air layer 

thickness for a given value of patch size. So, antenna tuning is 

possible by introducing the air gap without changing the 

antenna parameters. 
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Fig .3. Resonant frequency versus air gap thickness for different values of 

patch radius, d2=1.27 mm, and εx=εz=2.32. 

 

It is observed that when the air separation grows, the 

resonant frequency increases rapidly until achieving a 

maximum operating frequency at a definite air separation 

d1fmax. Note that the effect of the air gap is more pronounced 

for small values of d1 show “Figure. 3”. When the air 

separation exceeds d1fmax, increasing the air gap width will 

decrease slowly the resonant frequency. These behaviors agree 

with those discovered theoretically for resonant frequency of 

circular patch antenna [16-19]. however, it depends inversely on 

the patch size for a given air gap width d1. 

 

Next, the effect of uniaxial anisotropy on the resonant 

frequency is analyzed. 

 Fig. 4 depicts the influence of the patch radius on the resonant 

frequency of a circular microstrip antenna for anisotropic dielectric 

substrates (without air gap): Boron nitride ( 43125 .zε,.xε  ). 

The substrate has thickness d=1.27mm. As it can be seen, the 

resonant frequencies reduce considerably with the dielectric 

substrates of Boron nitride. 
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Fig. 4. Resonance frequency as a function of radius patch of a circular microstrip 

antenna withot air gap on anisotropic substrate, ( 43125 .zε,.xε  ), 

d=1.27mm. 

 

Also it observed that the resonant frequency increases with the 

patch radius. 

 Fig. 5 depict the influence of the air gap thickness on the 

resonant frequency of a circular-disc microstrip patch for three 

anisotropic dielectric substrates: Boron nitride 

).,.( 12543  xz  ,  Epsilam-10 ),.( 13310  xz  , and 

Sapphire ).,.( 49611  xz  . The substrate has thickness d1 = 

1.27 mm and the air gap width is varied from 0 mm to 5 mm. 

 As it can be seen, the resonant frequency reduces considerably 

when the dielectric substrate changes from Boron nitride to 

Epsilam-10, and this is in contrast to what happens when the 

medium changes from Epsilam-10 to Sapphire. The obtained 

results show that when the permittivity z  is changed and 

x remains constant, the resonant frequency changes drastically, 

on the other hand, we found a slight shift in the resonant frequency 
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when the permittivity x  is changed and z  remains constant. 

These behaviors agree very well with those reported by [6]. 

Also it is observed that the resonant frequency increases with 

the air gap thickness. 
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Fig. 5. Resonant frequency versus air gap thickness for different anisotropic 

dielectric substrates. 

V.Conclusion  
In this paper, a simple CAD formulation is presented 

based the cavity model for simple circular disc microstrip 

antenna is extended with some modifications for the tunable 

geometry taking into account the anisotropy in the layer. 

Computations show that the air separation can be adjusted to 

have the maximum operating frequency of the antenna. 

Extreme care should be taken when designing a microstrip 

antenna with thin air gap; since small uncertainty in adjusting 

the air separation can result in an important detuning of the 

frequency. The effects of a uniaxial substrate on the resonant 

frequency of structures are considered in detail. The results of 

the study will also be useful in the microstrip disk antenna 

design using uniaxial metamaterials. 
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Abstract— In recent years, the geospatial application domain has embraced component-based development and service orientation 

to support software reuse. However, due to the specific characteristics of geospatial applications, caused by complex and comprehensive 

analysis processes and heterogeneous data, the reuse of services faces particular barriers in this domain. Providing application experts 

without a strong programming or technical background with simple means to reuse these services is an important challenge. This paper 

describes how we followed the eXtreme Model-Driven Development (XMDD) paradigm to improve the reuse of geospatial services, 

namely by (1) performing rigorous service abstraction of geospatial tools to be reused in large scale applications, (2) using the java 

electronic tools integration (jETI) technology for enabling the remote execution and integration of services, and (3) supporting service 

composition at the user level by using the java application building center (jABC) process modeling framework. Concretely, we discuss 

how we improved the reuse of services for the assessment of the impacts of sea-level rise. 

 

Keywords— Service reuse, geospatial applications, scientific workflows, agile methodologies, extreme model-driven design. 

I.  INTRODUCTION  

        Building applications based on the reuse of existing 

components or services has noticeably increased in many 

domains. In the geospatial application domain, big geographic 

data, lack of interoperability, and complex analysis processes 

constitute barriers to ensuring a successful and wide reuse of 

components and services. Service-oriented architecture (SOA) 

principles and Web Service technology have been embraced 

by the geospatial domain and many works quickly followed 

the trend of building geospatial applications by reusing 

components and services. Several works focused on the 

construction of domain-specific applications by assembling 

and reusing geospatial processes and data as services [1, 2, 3]. 

To facilitate the reuse of geospatial services, in the last decade 

many researchers followed the Open Geospatial Consortium’s 

(OGC) Web Service standards [4] to build geospatial 

applications by composing services (eg. [5, 6, 7, 8, 9]). 

Workflow technologies such as jOpera have been applied 

early to the geospatial domain [10], and also the Kepler 

scientific workflow system [11] has soon been applied to 

handle distributed geospatial data processing using Web 

Services [12] and to compose OGC services [13,14]. Other 

works used BPEL-based business workflow technology to 

orchestrate geospatial services [15]. Nevertheless, learning 

how to apply these technologies to build a system based on 
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services remains complex for application experts, in particular 

with the interoperability challenges of geospatial data. A result 

from embracing service orientation in the geospatial domain is 

that the scientific data has become increasingly remotely 

accessible in a distributed fashion through standardized 

geospatial Web Services [2]. Thus, scientific communities 

become more aware of the benefits of sharing their data and 

computational services, and are thus contributing to 

distributed data and services. However, researchers should 

also not be too occupied with exploring how to reuse and 

compose geospatial services in order to develop own software 

applications tailored to their specific needs. 

 

Despite substantial efforts by the OGC to provide 

standards for geospatial Web Services, turning spatial data and 

processes into loosely coupled components and interoperable 

geospatial services is suffering from the technical complexity 

of using the standards. In addition, there is a lack of a 

framework for facilitating service execution, thus users face a 

great challenge when it comes to servification, that is, the 

process of turning arbitrary software components into proper 

services. Attempts were made to improve the reuse of service 

in geospatial applications for end users (application experts), 

and some works addressed technical complexities of workflow 

systems by enabling Web-based workflow composition and 

editing [16, 12], while others proposed a model-driven way of 

geospatial Web Service composition [17]. Lately, cloud 

technology has been used to support efficient resource 

allocation and execution for scientific workflows [18, 19]. 

However, more technical efforts are required to handle the 

lightweight geospatial service execution in the cloud as 

described in [20]. 

 

The aim of this paper is to show how we follow the 

eXtreme Model-Driven Development (XMDD) paradigm [21] 

to achieve an improvement of geospatial services reuse. We 

do this by (1) performing servification of sea-level rise 

impacts analysis tools and data, (2) using the jETI technology 

for the remote integration and execution of the services, and 

(3) enabling users to compose services into workflows using 

the jABC framework. The rest of the paper is organized as 

follows: Section II gives an overview of component and 

service reuse, geospatial services, scientific workflow 

technology and agile method-ologies, in particular Section II-

A introduces the jABC framework and Section II-B gives a 

summary about the jETI framework. Section III describes the 

proposed approach to address service reuse, which comprises 

servification, service execution, and service reuse. Finally, 

Section 0 discusses conclusions and plans for future work. 

II. BACKGROUND 

      Software reuse ranges from simple functions to complete 

applications and is often considered the most effective means 

for improvement of productivity and maintainability in 

software development projects. The emergence of paradigms 

such as component-based software engineering (CBSE) and 

service-oriented software engineering (SOSE) has leveraged 

the development of applications based on reuse of existing 

components and services. It significantly increased the 

possibilities of building systems and applications from 

reusable components [22]. CBSE aims at encouraging reuse of 

software applications, where systems are built by assembling 

components already developed and prepared for integration. In 

addition, it leverages the emergence of middleware 

technologies, such as object standards, to make software reuse 

a reality [23]. Although CBSE has proven to be successful for 

software reuse and maintainability, software developers are 

facing today more complexities, such as varying platforms, 

varying protocols, various devices, etc. [24]. 

 

Services are a natural further development of software 

components. They can be defined as loosely coupled reusable 

software components that encapsulate discrete functionality 

[25]. The paradigm of service-oriented software engineering 

overcomes the issues of heterogeneity and interoperability 

challenges of CBSE by defining standards to support easy 

service reuse and composition for system developers. Web 

Service standards are defined to represent computational or 

information resources that can be used by other applications. 

Service-oriented architectures (SOA) support distributed 

systems development based on service reuse. The major 

benefit from SOA standards (such as WSDL to describe 

services) is to enable interoperability across applications over 

different platforms.  

 

The interoperability challenge in the geospatial domain 

and the advancements in general Web Service technologies 

and in GIS service standards such as Spatial Data 

Infrastructures (SDI) and OGC Web Service standards 

encouraged the migration from the traditional form of stand-

alone geospatial applications to loosely coupled components, 

interoperable geospatial services, and grid computing. The 

OGC standards that are based on the service-oriented 

architecture have been designed to ease the reuse and 

integration of geospatial Web Services. However, they do not 

comply with the Web Service standards as defined by the 

W3C and OASIS. Therefore, developing geospatial services 

and composing them based on OGC standards requires 

additional technical efforts from both developers and users.  

 

Scientific workflow technologies aim to facilitate and 

support the composition and execution of complex analysis 

processes in a flexible fashion [26]. In contrast to the 

communication- and document-oriented workflows in the 

business domain, scientific workflows are data- and 

computation-oriented. Despite their promise to simplify the 

service composition process, scientific workflow management 

systems are often inherently complex and challenging in use 

and design, especially where the managed resources are 

heterogeneous. Furthermore, many current workflow 

technologies are designed to support service composition at a 

lower, technical level, and not at a level where average users 
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can handle the composition and execution tasks. Composing 

services of geospatial applications in such workflows has a 

great focus on the data flow, and the underlying computation 

infrastructure has a major impact on the execution of the 

workflows. While clusters and grids are traditionally used to 

run large-scale scientific workflows, lately the trend is to 

execute the scientific workflows in hosting platforms such as 

clouds. Cloud computing "enables small and medium sized 

companies to deploy their Web-based applications in an 

instant scalable fashion without the need to invest in large 

computational infrastructures for storing large amounts of data 

and/or performing complex processes" [27]. Further, the use 

of VM images in the cloud to store computational 

environments and on-demand provisioning capabilities will 

improve reproducibility, which is significantly important for 

scientific workflows [28]. Users need however programming 

environments that support an easy design and execution of the 

scientific workflows.  

A. jABC 

      Agile methods in the spirit of [29] have become 

increasingly popular in software development. Their core 

principle is to open software development to customers and 

users, in order to improve productivity, quality and 

stakeholder collaboration and satisfaction. The eXtreme 

Model-Driven Design (XMDD) paradigm [21] is an extremely 

rigorous way of model-driven development that supports a 

very agile and cooperative development of service-oriented 

systems by turning system development into user-centric 

orchestration of intuitive service functionality [30]. The multi-

purpose process modeling and execution framework jABC 

[31] inherits the power of XMDD to enable end users to easily 

use and compose services into agile workflows. Its way of 

handling the collaborative design of complex software systems 

has proven to be effective and adequate for the cooperation of 

non-programmers and technical people. It enhances other 

modeling practices like the UML-based RUP (Rational 

Unified Process) and by leveraging plugin technology 

supports most activities needed along the development 

lifecycle like animation, rapid prototyping, formal verification, 

debugging, code generation, and evolution. In fact, compared 

with other workflow systems, the jABC offers a number of 

advantages that play a particular role when integrating off-the-

shelf, possibly remote functionalities [32]:  

 

• Simplicity: Focusing on application experts, who are 

typically non-programmers. The basic ideas of the 

modeling process have been explained in past projects 

to new participants in less than one hour.  

• Agility: Models, and artifacts change over time based 

on expected requirements, therefore the process 

supports evolution as a normal process phase.  

• Customizability: The building blocks which form the 

model can be freely renamed or restructured to fit the 

habits of the application experts.  

• Consistency: The same modelling paradigm underlies 

the whole process, from the very first steps of 

prototyping up to the final execution, guaranteeing 

traceability and semantic consistency.  

• Verification: With the model checking plugin, the 

jABC supports users to consistently modify their 

models. The basic idea is to define local or global 

properties that the model must satisfy and to provide 

automatic checking mechanisms.  

• Service orientation: Existing or external features, 

applications, or services can be easily integrated into a 

model by wrapping the existing functionality into 

building blocks that can be used inside the models.  

• Executability: The model can have different kinds of 

execution code. These can be as abstract as textual 

descriptions (for example in the first animations during 

requirement capture), and as concrete as the final 

runtime implementation.  

• Universality: Based on Java as largely platform-

independent, object-oriented implementation language, 

jABC can be easily adopted in a large variety of 

technical contexts and of application domains.  

The service concept of jABC is very close to an intuitive 

understanding of service that is required to be ubiquitously 

accessible (location-agnostic) and mechanically configurable 

[33]. The term service is used to denote functional building 

blocks (SIBs), which are viewed as independent from their 

location, the program entity, and hardware-platform which 

provides them. The SIBs are orchestrated with their 

operational or behavioral semantics in mind. Concretely, this 

means that each SIB, once activated, executes its logic and 

upon termination triggers subsequent SIBs according to the 

outcome of this execution. This methodology of composition 

has been termed lightweight process coordination [9], 

focusing on operational aspects of the application rather than 

structural properties of the software. The notion of service in 

jABC is therefore fundamentally different from the Web 

Service notion. The ties to Web-communication protocols are 

not an essential part of jABC, but provided by the jETI 

technology [34]. The jABC process modeling and execution 

framework [31] has been applied to support agile workflows 

in different scientific applications domains in the last years, 

predominantly in the field of bioinformatics and for geospatial 

applications (cf. [35, 36, 37]). The framework has furthermore 

been extended by functionality for semantics-based semi-

automatic service composition, which has been shown to be 

beneficial especially for dealing with variant-rich scientific 

workflows [35]. 

 

B. jETI 

      The Java-based jETI [34] is a redesigned version of the 

Electronic Tool Integration (ETI) [38] platform, an open 
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platform for the interactive experimentation with and the 

coordination of heterogeneous software tools via the internet. 

It was designed to provide:  

• tool users with an instant hands-on experience with the 

tools, without need to download and install the 

software - which too often costs a considerable amount 

of effort and time, and  

• tool providers with an environment where they may 

publish and promote their tools, making 

experimentation available to end-users without the 

burden and legal issues of direct distribution, and 

where they may receive valuable feedback.  

Although the ETI platform offered a good solution to 

integrate software tools remotely, its servers were too 

complicated for both the tool providers and users. To follow 

the rapid development methodologies, the jETI framework 

overcomes these problems by applying newer technologies 

and standards that internally base on Web services and Java 

technology. It replaces the requirement of physical tool 

integration of the original ETI approach by very simple 

registration and publishing platform. Corresponding to the 

Web services functionality and service description standards 

such as WSDL, jETI uses an HTML tool configurator to 

create service descriptions. This allows providers to register a 

new tool functionality just by uploading the tool to the server 

and filling the description information (interface definition, 

input and output parameters, etc.) into a simple template form. 

All this information is internally maintained in an XML file 

and available for further use. For example, SIBs for use in the 

jABC framework can be generated automatically from the 

specifications, so that the services can easily be used within 

the jABC. Thus, with the lightweight remote service 

technology of jETI, users are able to  

 

1. considerably simplify the integration process, and at 

the same time  

2. flexibilize the distribution, version management and 

use of integrated tools,  

3. broaden the scope of potential user profiles and roles 

from different application domains to solve complex 

problems and  

4. solve the scalability problem connected with tool 

maintenance and evolution.  

III. MAIN APPROACH  

       In this section we discuss how we used the jABC and 

jETI technologies to improve the reuse of geospatial services. 

As shown in Figure 1, the methodology involves three phases: 

First, the scientific tools (in this case tools for sea-level rise 

impacts analysis) which are used for geospatial applications, 

are servified (turned into services). Second, these services are 

reused to construct geospatial applications in the form of 

workflows, and finally the workflows (WF) are executed, 

accessing the remote services. A concrete description of each 

phase is given in the following sections.  

 

A. Servification 

      Several tools and applications have been developed to 

analyze the risk index of climate impacts, such as data 

creation, conversion, and visualization tools. The scientific 

tools that we used for our application address the analysis of 

the impacts of sea-level rise. These tools are used in the 

ci:grasp1 climate information platform. They are based on 

scripts in the GNU R language that comprises several tools for 

spatial analysis. The srtmtools-package [39] used for the data 

analysis provides the methods required to produce results as 

presented on ci:grasp. It combines various tools that are based 

on different packages. For instance, a raster package tool2 for 

data reading, writing, manipulating, analyzing and modeling 

of gridded spatial data, the Gdal tool3 for data conversion, and 

other packages for data visualization such as Png4 and 

plotGoogleMaps [40].  

 

 

According to the service orientation paradigm, which 

postulates that any kind of computational resource should be 

seen and handled as a service – that is, a well-defined unit of 

functionality with a well-defined interface – to provide a high 

level of abstraction and reusability (cf., e.g., [41]), we use the 

term servification to refer to the process of turning arbitrary 

software components into proper services that are adequate, 

for example, for (re-) use in workflow management systems. 

Concretely, in the servification phase, the analysis processes 

of sea-level rise impacts implemented for ci:grasp and coded 

in R scripts have been decomposed into loosely coupled 

services. The decomposition handled service reuse by 

determining the most frequently used process steps in various 

applications of climate impact assessment and perform 

rigorous abstraction to ensure a great level of reuse for the 

services. Through jETI, a description for each service, 

equipped with well-defined inputs and outputs, is configured 

on the server and connected with the corresponding script file. 

After that, services are generated automatically into SIBs, so 

that they can easily be consumed by the jABC.  
 

                                                           
1 http://www.cigrasp.org 
2 http://cran.r-

project.org/web/packages/raster/ 
3 http://www.gdal.org, https://r-

forge.r-project.org/projects/rgdal/ 
4 http://www.rforge.net/png 

Fig 1. From geospatial tools to running workflows. 
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So far, 17 services for different data creation, computation, 

and data output tasks have been created (see Table II). 

Concretely, its three subclasses of SLR services concern: data 

creation (comprising 6 services), computation (6), and output 

(5). With regard to working with the jABC, this is the domain 

modeling phase, which enables us to model the domain of the 

sea-level rise example by integrating such created services and 

organize them in domain-specific taxonomies, so that they are 

ready for use in the actual workflow design phase. Figure 4 

shows how the SLR services can be taxonomically classified 

and categorized into three groups:   

 

 Data creation (loading, clipping, masking and 

converting data)  

 Computation (of flooded areas, yield loss, caloric 

energy loss and land loss classes)  

 Output generation (creation of PNG, PDF, TXT, 

GeoTiff/ASCII output files and result visualization in 

an interactive map)  

      

 Table I.    APPLICATION OBJECTIVES TO ASSESS SLR IMPACTS 

 

B.   Service Reuse 

      To increase service reuse, a significant aspect is to 

facilitate service consumption and to make the composition 

easy and flexible for a wide range of communities and people, 

so that the scientific community (e.g. geospatial application 

experts) can use and understand the service principles and 

build applications  

by means of service compositions. This section demonstrates 

how the agile methodologies supported by the jABC 

framework make an essential contribution to increasing 

geospatial service reuse. Concretely, we will show how based 

on the newly created domain-specific services and the large 

library of SIBs for common functionality that comes with the 

jABC framework, we easily construct different workflows for 

SLR impact assessment in an agile workflow-based way.  

  

       Figure 2 shows a simple workflow for assessing the 

impact of sea-level rise on the agricultural yield loss for a 

region to be selected by the user. From top to bottom, the 

services belong to three different groups of functionalities 

(data creation, application-specific computation services, and 

output generation). Starting in the upper left corner (the SIB 

with the underlined name denotes the starting point), the 

workflow performs (1) definition of the investigated area by 

coordinates of name; (2) downloading the digital elevation 

model of the selected area; (3) entering the magnitude of sea 

level rise; (4)  computation of the flooded area; (5) load raster 

data from yield dataset; (6) resample two different data sets (in 

this example land loss data with yield data); (7) computation 

of the yield loss cause by the flooding; and (8) generation of 

an output file with results in an interactive Google map.  
 

                    Table II. FREQUENCY OF SERVICE REUSE 

 

      In order to support the reuse of workflows, multiple 

abstraction levels have been    introduced by making use of the 

hierarchical modeling capabilities of the jABC. Some of the 

Application Description 

  compute rural and urban GDP at risk focuses on potential economic damage 

in coastal communities 

 compute population at risk of 

migration 

focuses on the number of people that 

would be affected 

 compute potential yield loss compute potential production value 

affected in USD 

 compute potential land loss (ha) determine the area that will be 
potentially inundated 

 compute potential production affected 

($)  

focuses on the economic value of the 

agricultural loss 

 compute potential caloric energy loss focuses on the potential number of 
peoples annual diets lost  

Service S No. Reuses of S No. Workflows  

Using S 

  Data creation services 

 Load raster data 28 11 

 Load SRTM data 11 11 

 Resampling 23 10 

 Clipping 6 6 

 Masking 8 8 

 ConvertKgTokcal 4 4 

  Computation services 

 Compute flooded area 10 10 

 Compute land loss classes 1 1 

 Compute population at risk 2 2 

 Compute yield loss 8 8 

 Identify agriculture area 8 8 

 Identify flooded agriculture area 8 8 

  Output services 

 Produce Pdf file 55 11 

 Produce image file 55 11 

 Produce Geotiff file 55 11 

 Produce text file 55 11 

 Generate interactive map 55 11 

Fig 2.      SLR workflow example. 
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SIBs in the figure are marked by a green circle, which 

indicates that the functionality represented by this building 

block is actually more complex and defined by a separate 

(sub-) model. For example, SIB (7) encapsulates a (sub-) 

model for the computation of the yield loss (shown in Figure 

3. Note that it again makes use of other (sub-) models, as the 

SIB to select potential yield data is a composite service that 

allows for the computation of several types of yield loss for 

different climate scenarios. This hierarchical modeling style 

allows to organize workflow applications at different levels of 

abstraction, from coarse-granular and more conceptual views 

at the higher levels, down to fine-granular and more technical 

views at the lower levels. The current SLR workflow scenario 

comprises six different computations (applications), as 

summarized in Table I.  

 

      According to different objectives to assess SLR impacts, 

each workflow application has several variations of workflow 

instances. For evaluating the reuse of geospatial services in the 

workflow variations, we used the jABCstats framework [42] 

to calculate the frequently of services reuse.    Table II shows 

that the 17 created services as described and classified in 

section III-A have been reused 392 times in total, and within 

11 workflow variations for sea level rise impact  analysis. This 

also reflects that the services have contributed to a significant 

number of reuses in the different workflow applications. Not 

surprisingly, that data creation and output generation services 

are reused for all SLR applications. Figure 4 depicts the 

taxonomic classification and reuse levels of all services. Note 

that these services could also be reused in other analyses of 

climate change drivers included on ci:grasp, such as changes 

in temperature and precipitation and creased drought risk, and 

to other risk analyses related to climate impacts. Furthermore 

the services of data creation, resampling and output generation 

and visualization are more likely to be reused in the geospatial 

application domain in general.   

C. Service execution 

      We believe that performing rigorous servification and 

providing an easy and flexible way to consume services in 

geospatial applications significantly improves their reuse. 

However, geospatial services deal with large data sets and 

need comprehensive computing resources.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 
Fig 3.    Computation of the yield loss. 

 

      In this section we show how jETI handles the remote 

execution of geospatial services. As mentioned in section III-

A, the created services are based on several packages and use 

a diversity of data sets (e.g., elevation, land-use, population 

density or yield data).  Consequently, these packages and data 

and the pre-configuration corresponding to the operating 

system platform are required to perform the execution of 

services. The jETI platform offers a lightweight remote 

component (tool) to further simplify integration and execution 

of software tools, it can be seen as a tool that enhances other 

tools and frameworks by the integration, organization and 

execution of remote functionalities, so that users do not have 

to deal with the required configuration to execute the services. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.      Service taxonomy. 
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       In our case, we use the jETI server to support a 

convenient and flexible platform that enables users to execute 

geospatial services without dealing with the related 

configurations. On the jETI server, script files for created 

services are installed and wrapped to enable convenient 

automated invocation. The required configuration includes the 

installation of the GNU R language and packages such as 

Raster, Rgdal, ClassInt, Png and plotGoogleMapall. The jETI 

server itself runs in a virtual machine image based on a Debian 

Linux operating system. Managing the underlying 

infrastructure can be an issue as well, thus we follow the 

recent trend of using cloud technology to host our server and 

services.  Thus, in our solution, the users design their 

workflow applications with the jABC, which during workflow 

execution submits jobs to the cloud where the jETI services 

for risk analysis of SLR impacts are hosted, as shown in 

Figure 5. This allows us to benefit from the advantages of 

cloud, such as resource scalability and data availability for 

other users to run their own workflows.   

 

  Fig.5.    Interaction of users, the jABC and the jETI environment. 

 

IV. CONCLUSION 

      Due to the increase of using GIS in a wide range of 

domains, software reuse and data sharing become more 

important. The service orientation paradigm has been 

developed to support software reuse. However, the Geospatial 

services have their own characteristics, such as complex 

processes and big data sets, that hamper the service reuse. In 

this light, the approach presented in this paper aims to improve 

the reuse of geospatial services by applying XMDD-based 

technologies such as jABC and jETI, and it focuses on the 

reuse challenge from three perspectives: 

1. Performing rigorous servification by turning basic 

components as well as their compositions into flexibly 

reusable pieces of functionality,  

2. enabling flexible and easy service consumption to 

reuse and compose services in an agile workflows 

which free end users from the burdens of learning 

programming/scripting languages and other required 

technologies to design and adapt workflows.  

3. offering a suitable environment to handle compre-

hensive geospatial processing by supporting remote 

execution and integration of services.  

In the example presented in this work, we discussed how 

the reuse of services used in the analysis of sea-level rise 

impacts is improved. The next step may be to perform a 

similar servification process for other (scientific) tools, 

extending the library with additional and alternative general 

and geospatial services. Moreover, a more flexible inclusion 

of various, heterogeneous data sources could be achieved with 

additional SIBs. However, to support easy and correct reuse of 

services also in large-scale applications, the core of our future 

work is going to address the semantically aware reuse of 

geospatial services by designing domain-specific ontologies. 

Once a semantics-based workflow design framework is 

available, the reuse of services in geospatial applications by a 

larger audience will become possible. 
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Abstract—In order to perform continuous monitoring, SLA document between interested parties has to be signed. These documents 

should be in machine readable format in order to automate monitoring process. On the other hand, it would be beneficial if it is human 

readable, too. This way, it is easier to perform configuration and maintenance of monitoring subsystem. Building up on our previous 

work, in this paper we present DProfLang. DProfLang is a domain specific language for defining SLAs, that are both human and 

machine readable. 
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I.  INTRODUCTION 

Requirements that certain software has to fulfill are usually 
agreed between interested parties before the start of 
implementation. There are two types of requirements: 
functional and non-functional. Ensuring that software fulfills 
functional requirement means that it will "do what it is 
expected to do." On the other hand, implementation of non-
functional requirements means that the software will "do what 
is expected, but in a certain way." It is important to stress that 
while performance measurements can be performed during the 
development phase, it is only under production workload that 
we can retrieve realistic software performance data. There are 
often bugs that take a lot of time to manifest themselves [1], 
and this kind of time is not available during development. In 
contrast to profiling and debugging, when performing 
continuous monitoring we measure application performance 
parameters under production workload. 

There is a wide array of nonfunctional requirements and 
metrics that can be used to quantify them. Some commonly 
used are response time, availability, security, robustness, 
memory footprint, CPU time. These parameters are usually 
referred to as software performance and are specified in an 
additional document that follows the initial agreement between 
the parties. This document is called Service Level Agreement 
(SLA). It can contain functional requirements, ways of 
measuring their fulfillment, referent values, ways of processing 
these values, and whom to contact if something goes wrong, 
either with the obtained values or the measuring process itself. 

In our previous works [2, 3], we have described the DProf 
system for adaptive continuous monitoring. It is based on the 
Kieker monitoring framework [4], and it monitors application 
performance using monitoring probes. These probes are 
inserted into software using AspectJ or some other tool [5], and 
collect monitoring data, while the application is running. 
Adaptation of the monitoring process allows for reduction of 

monitoring overhead. This is done by turning monitoring off in 
the call tree [6] branches that show no discrepancy between the 
obtained values and values specified in SLA. 

SLA for the DProf system is an XML document based on 
the DProfSLA XML schema [2]. Since XML is a machine 
readable format, but not well suited for human use [20], in this 
paper we propose a new language - DProfLang - for 
monitoring goals definition. The domain specific language that 
we propose in this paper has the advantage of being both 
human and machine readable, thus allowing easier maintenance 
of monitoring configuration, while being well suited for 
monitoring automation. 

The remainder of this paper is as follows. Chapter 2 shows 
XML schema that we currently use. In chapter 3, grammar of 
the new language is shown. Chapter 4 shows how to translate a 
document from DProfSLA format into DProfLang. Chapter 5 
presents related work, while in the last section we draw 
conclusions and outline for the future work. 

 

II. DPROFSLA 

Root element of DProfSLA XML schema is shown in Fig. 
1. It has three subelements: 

 

Fig. 1. Root element of DProfSLA XML schema 
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Parties element is simple and is used to designate interested 
parties and their roles in the execution of the agreement. 

Timing element specifies the agreement's time constraints - 
the start and the end of the monitoring process, and the 
frequency of checkups. 

Trace element (of CallTreeNode type - Fig. 2) is used to 
specify which part of the application is monitored and how the 
obtained data is processed. In essence, every trace element 
relates to one node in a call tree, i.e. a method call. 

For designating call tree nodes we use attribute name in 
CallTreeNodeType and syntax shown in [2]. For the call tree in 
Fig. 3, we have the DProfSLA document from Listing 1. 

 

Fig. 2. Call tree node representation in DProfSLA XML schema 

A node is represented with class and method name, 
followed by names of methods that are invoked from it. In this 
example, we monitor execution times, calculate averages, and 
compare those values to the specified upper threshold. 

 

Fig. 3. An example of call tree 

 
Listing 1.  DProfSLA XML for the example shown in Fig. 3. 

As stated in the introductory chapter, the use of XML 
provides the possibility of automation of the monitoring 
process, since XML is machine readable. However, the use of 
DSL would allow human readability, while retaining machine 
readability. 

III. DPROFLANG LANGUAGE GRAMMAR 

DProfLang DSL is implemented using textX [7] meta-
language and library for DSL development in Python 
programming language. From a single language description 
(grammar) textX builds a parser and a meta-model (i.e. abstract 
syntax) for the language. 

textX grammar consists of a set of rules which define each 
language construct and will be translated to Python classes 
during Abstract Syntax Tree (AST) construction. Each rule 
also defines the syntax of the language element. 

In Listing 2 a part of DProfLang grammar is presented. 
From this grammar textX will create the meta-model presented 
in Fig. 4. BASETYPE hierarchy is a part of the built-in textX 
type system. 

 

Listing 2. A part of the DProfLang grammar in textX 

Page | 694



ICIT 2015 The 7th International Conference on Information Technology 
doi:10.15849/icit.2015.0119 © ICIT 2015 (http://icit.zuj.edu.jo/ICIT15)  

The DProfModel rule is the root of the meta-model. 
Instances of these classes have the following attributes: 

 name – is the name of the SLA agreement, 

 description – is an optional description given as a string, 

 parties – is a list of the involved parties, 

 timing – is an interval specifying when the monitoring 
will be applied, 

 call_node – is the root of the call tree node hierarchy. 

CallNode rule defines a node in a call tree node hierarchy 
and specifies monitoring parameters such as: used metric, 
repeats and outlier percentage, nominal value, upper and lower 
threshold. This rule uses composite pattern, as each node can 
contain other nodes which are specified by the assignment 
nodes*=CallNode. textX assignment operator '*=' will match 
zero or more right-hand-side rules and each instance will be 
appended to the left-hand-side attribute. 

 

 

Listing 3. An example of SLA specification written in DProfLang 

DProfLang meta-model instance is a Pyton object which is 
capable of parsing and instantiating DProfLang models written 
as DSL textual specifications. 

Listing 3 shows an example of a DProfLang agreement of 
the DProfSLA document from Listing 1. It is obvious that the 
readability and comprehensibility is vastly improved with the 
DSL approach. 

A. Transformation From DProfSLA to DProfLang 

In order to integrate the new language with our previous 
work, we have developed two code generators. The first 

generator loads DProfSLA document in the original XML 
format and outputs the agreement in the new DSL format. The 
second one does the reverse job - it parses the agreements in 
DProfLang format and provides XML based DProfSLA 
document. 

For code generation, Jinja2 template engine [8] for Python 
has been used. A template engine is a piece of software that 
combines a data model with a template specification to produce 
a textual output. In our case data model is based on DProfLang 
meta-model. Two templates have been used: DProfSLA XML 
template and DProfLang DSL template. Instantiating data 
model from DProfLang DSL is supported through textX, since 
it automatically constructs the model from the grammar. In 
order to support XML we had to develop a procedure that 
builds data model out of DProfSLA XML. 

IV. RELATED WORK 

SLAs must be defined in machine-readable format to allow 
automatic service level management. Tebbani et al. [9] have 
already shown that only a few formal SLA specification 
languages exist. Usually, SLAs are written in some informal 
language, which is not acceptable for automation of the 
process. Therefore, authors propose Generalized Service Level 
Agreement language - GSLA. A GSLA document is a contract 
between interested parties that is designed to create a 
measurable common understanding of each party’s role. The 
role is a set of rules which defines the service level 
expectations and obligations the party has. To specify GSLA in 
machine readable format, GXLA XML schema has been 

Fig. 4. DProfLang textX meta-model 
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proposed. Sections of GXLA documents are as follows. 
Schedule section contains temporal parameters of the contract. 
Party section models involved parties. Service package is an 
abstraction that is used to describe the services and previously 
mentioned roles. By using GXLA the service management 
process can be automated. 

For web service SLAs, WSLA [10] can be used. It is also 
XML-based. Similarly to GSLA/GXLA, WSLA documents 
define the involved parties, metrics, measuring techniques, 
responsibilities, and courses of action. The authors state that 
every SLA language, such as WSLA, should contain 1) 
information regarding the agreeing parties and their roles, 2) 
SLA parameters and a measurement specification, as well as 3) 
obligations for each party. 

SLAng [11] is a language for specifying SLAs based on the 
Meta Object Facility [12]. It can use different languages to 
describe constraints, e.g., utilizing OCL [13] or HUTN [14]. 

The WS-Agreement specification language [15] has been 
approved by the Open Grid Forum. It defines a language that 
can be used by service providers to offer services and 
resources, and by clients to create an agreement with that 
provider. 

Paschke et al. [16] propose to categorize SLA metrics in 
order to support the design and implementation of SLAs that 
can be monitored and enforced automatically. Standard 
elements of each SLA are categorized as: technical (service 
descriptions, service objects, metrics, and actions), 
organizational (roles, monitoring parameters, reporting, and 
change management), and legal (legal obligations, payment, 
additional rights, etc.). 

According to this categorization, our DProfLang documents 
are operation-level documents intended to be used in-house. By 
versatility categorization, they belong to standard agreements. 
As was the case with DProfSLA schema documents, we do not 
need all of the features of the described schemas. DProfLang is 
specifically designed to be used with the DProf system. Our 
documents provide a subset of the elements defined by GXLA 
or WSLA. A transformation of SLA documents between 
DProfLang and the mentioned schemas could, for example, be 
performed using appropriate generators. 

Aside from XML, an SLA can be specified using domain 
specific languages. Most of them are AOP based, like DiSL 
[17], Josh [18] or Scope [19]. The problem with using AOP is 
that they are very platform specific. The use of a true DSL for 
SLA specification allows for writing of human readable 
documents that can be translated into instrumentation for any 
platform. 

V. CONCLUSION 

In this paper we have shown a new language for 
instrumentation specification. The advantage of this approach 
over the use of XML is that the SLA documents written with 
DProfLang are human readable. This allows for easier 
maintenance of monitoring system and better overall control 
over monitoring process. In contrast to the use of AOP and 

AOP-like tools, our approach is platform independent. 
Whichever the underlying platform might be, DProfLang SLA 
document will be translated into instrumentation for the 
underlying platform. 

DProfLang is implemented in textX meta-language which 
enables easy language grammar and meta-model modifications 
thus facilitating its evolution. To enable integration with our 
pre-existing XML based solution we have also implemented a 
translator from XML to the new DSL and vice versa. 

Our future work will focus on development of 
instrumentation generators for different platforms. As DProf 
and Kieker use AspectJ instrumentation, our first step is to 
develop instrumentation generators for AspectJ. After that, our 
work will include generators for DiSL and .NET AOP 
frameworks. 
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Abstract—The amount of resources consumed for a complete and exhaustive testing becomes unreasonable and unaffordable. While 

it is vital to assure the quality and the reliability of any system, it is impossible to do an exhaustive testing due to the huge number of 

possible combinations. To bring a balance between exhaustive testing and lack of testing combinatorial interactions testing has been 

adopted. Although it is stated in literature that a complete pairwise interaction testing ensures the detection of 50–97 percent of faults, it 

is not sufficient to stop with pairwise testing alone for highly interactive systems. Therefore, there is a need to extend the level of testing 

for a general multi way combinatorial interactions testing. This paper enhanced the previous strategies  “A tree based strategy for test 

data generation and cost calculation”  and “3-way interaction testing using the tree strategy” to support a general multi-way combinatorial 

interaction testing involving uniform and non uniform parametric values. In this strategy, two algorithms have been adopted; a tree 

construction algorithm which constructs the possible test cases and an iterative cost calculation algorithm that constructs efficient multi-

way test suites which cover all parameter interactions between input components. Both algorithms are presented in details. 

Keywords— Software testing, Hardware testing, Multi-way testing 

I.  INTRODUCTION 

Testing [1] is an activity aims to evaluate the attributes or 
capabilities of software or hardware products, and determines if 
the products have met their requirements. Testing in general is a 
very important phase of the development cycle for both software 
and hardware products [2-5]. Testing helps to reveal the hidden 
problems in the product, which otherwise goes unnoticed 
providing a false sense of well-being. It is said to cover 40 to 50 
percent of the development cost and resources [6,7]. Although 
important to quality and widely deployed by programmers and 
testers, testing still remains an art. A good set of test data is one 
that has a high chance of uncovering previously unknown errors 
at a faster pace. For a successful test run of a system, we need to 
construct a good set of test data covering all interactions among 
system components [34-39].   

Failures of hardware and software systems are often caused 
due to unexpected interactions among system components. The 
failure of any system may be catastrophic that we may lose very 
important data or fortunes or sometimes even lives [7,8]. The 
main reason for failure is the lack of proper testing. A complete 
test requires testing all possible combinations of interactions, 
which can be exorbitant even for medium sized projects due to 
the huge number of combinations (Combinatorial explosion 
problem).  

Combinatorial Explosion – All products are built with basic 
elements which interact with one another by means of 
predefined combination rules. As the number of classes of 
elements increases, the number of interactions between the 
elements also increases exponentially [9-11] which leads to the 

problem of combinatorial explosion. Thus, combinatorial 
explosion [21,22] occurs when a huge number of possible 
combinations are produced by increasing the number of entities 
or elements, which have to interact with one another for 
successful functioning of a product.  

To gain a better understanding of this problem, we consider 
a simple example of testing a 16-1 multiplexer. A multiplexer or 
mux is a device that selects one of many analog or digital input 
signals and forwards the selected input to a single output line. A 
multiplexer of 2n inputs has n select lines, which are used to 
select which input line will be directed the output. Fig. 1 below 
shows a black box of 16-1 multiplexer. In order to exhaustively 
test such a multiplexer, there are 220 (i.e. 1048576) combinations 
of tests that needs to be performed. If the time required for one 
test to be executed is 5 minutes, then it would take nearly 10 
years for a complete test to be done. Thus, the amount of 
resources consumed for a complete and exhaustive testing of the 
system becomes unreasonable and unaffordable [12,13]. While 
it is vital to assure the quality and the reliability of the system, it 
is impossible to do an exhaustive testing due to the 
combinatorial explosion problem. Therefore, it is very clear that 
combinatorial explosion is a serious and critical issue that all 
software and hardware testers face.  

 

 
Fig 1 16-1 Multiplexer 
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Thus, to bring a balance between exhaustive testing and lack 

of testing, combinatorial interaction testing [14-16] has 
demonstrated to be an effective technique to achieve reduction 
of test suite size, thus relieving the problem of combinatorial 
explosion. Combinatorial interaction testing, samples the 
systems input space and produces a set of factor-value bindings 
that typically cover all possible pairs or multi-way combinations 
of factor-values, thereby achieving a high-degree of coverage 
and fault detection [17]. 

Testing all pairwise (2-way) interactions between input 
components ensure the detection of 50 – 97 percent of faults [17-
19], [24-30]. Although using pairwise testing gives a good 
percentage of reduction in fault coverage, empirical studies 
show that pairwise testing is not sufficient enough for highly 
interactive systems [23]. Therefore, there is a need to extend the 
level of testing to support higher muti-way combinatorial 
interactions, which requires every combination of any T 
parameter values to be covered by at least one test case, where 
T is referred to as the strength of coverage. Constructing a 
minimum test set for multi-way combinatorial interaction is still 
a NP complete problem [19,20] and there is no strategy that can 
claim that it has the best generated test suite size for all cases and 
systems.  

Therefore, based on the above argument, this new work 
extends our previous strategy “A Tree Based Strategy for Test 
Data Generation and Cost Calculation” to go beyond pairwise 
combinatorial interaction testing involving uniform and non-
uniform parametric values. We have two algorithms, a tree 
generation algorithm which generates the test cases and an 
iterative cost calculation algorithm which enables a minimum 
multi-way test data generation. The remainder of this paper is 
organized as follows. Section 2 presents the related work. In 
Section 3, the proposed tree generation and the iterative cost 
calculation strategies are illustrated and the correctness of both 
strategies have been proved with an example. Section 4 provides 
the conclusion. 

  

II. RELATED WORK 

There are a number of strategies proposed in literature for 
test suite generation of combinatorial interaction testing. Most 
of these strategies work only for pairwise combinatorial 
software interaction testing and a few others have been extended 
to work for T-way testing. Combinatorial interaction testing 
strategies could be broadly classified into two types [31] based 
on the approach that is used to solve the problem. They are: 

 Algebraic strategies 

 Computational strategies 
 

   Algebraic approaches have pre-defined rules to compute 
test suites directly from mathematical functions [31]. On a 
contrary, computational approaches use search technique to 
search the combinations space to generate the test cases until all 
T-way combinations of interactions to be covered. A number of 

researches have worked in this field and have adopted either the 
computational or algebraic approaches.  

   The classification of strategies used for combinatorial 
software testing has been further extended by Grindal et al. [19, 
20] into three main categories based on the randomness of the 
implemented solution. They are: 

 Deterministic strategies 

 Non-deterministic strategies  

 Compound strategies 

 
   A deterministic strategy is one which has the property that 

it produces the same test suite for every execution. A non-
deterministic strategy on the other hand has the property that for 
every execution, there is always a randomly generated 
combination suite to cover all the required T-way combinations. 
In a compound strategy two or more combination of strategies 
are used together. 

   The Automatic Efficient Test Generator or AETG [9, 14] 
and its variant mAETG [31] employ the computational 
approach. This approach uses ‘Greedy technique’ to construct 
test cases based on the criteria that every test case covers as 
many uncovered combinations as possible. The AETG uses a 
random search algorithm and hence the test cases are generated 
in a highly non-deterministic fashion [22]. Other variants of 
AETG use the Genetic Algorithm, Ant Colony Algorithm [20].  

   In Genetic algorithm [20] an initial population of 
individuals (test cases) are created and then the fitness of the 
created individuals is calculated. Then the individual selection 
methods are applied to discard the unfit individuals. The genetic 
operators such as crossover and mutation are applied to the 
selected individuals and this continues until we evolve a set of 
best individuals or the stopping criteria is attained. Thus this 
approach follows a non deterministic methodology similar to the 
Ant Colony Algorithm [20] in which each path from start to end 
point is associated with a candidate solution. The candidate 
solution is the amount of pheromone deposited on each edge of 
the path followed by an ant, when it reaches the end point. When 
an ant has to choose among the different edges, it would choose 
the edge with a large amount of pheromone with higher 
probability thus leading to better results. In some cases, these 
algorithms give optimal solution than original AETG. 

   The In-Parameter-Order [25] or IPO Strategy for pairwise 
testing starts constructing the test cases by considering the first 
two parameters, then uses a horizontal growth strategy which 
extends to cover the third, fourth, fifth etc. until all the 
parameters are considered. Further it adopts a vertical growth 
strategy which helps in covering all the pairs that are not 
covered, until all the pairs in the covering array are covered. 
Thus this approach generates the test cases in a deterministic 
fashion. Covering one parameter at a time gives a lower order of 
complexity to this strategy than AETG. The IPOG [8, 16] 
strategy extends IPO, so that IPOG can generate test suite 
supporting T-way combinatorial interactions. The IRPS Strategy 
[33] uses the computational approach and so generates all pairs 
and stores them in a linked list and then searches the list to arrive 
at the best set of test cases in a deterministic fashion.  
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   The G2Way [13] uses a computational and deterministic 
strategy. It adopts a backtracking strategy to generate the test 
cases. The main algorithms that form the G2Way strategy 
consist of the parser algorithm, the 2-way combination 
generation algorithm, the backtracking algorithm, and the 
executor algorithm. The parser algorithm will load the parameter 
and values to be used by the 2-way combination generation 

algorithm which generates the 2-way covering array. Exploiting 
the result generated by the combination generation algorithm, 
the backtracking algorithm generates the 2-way test sets in two 
phases. In the first phase, the sets generated by the combination 
generation algorithm are merged together to form complete test 
suites.  In the second phase, all the test sets in the generated test 
suite are checked to ensure that all the combinations in the 
covering array are covered. GTWay adopts the same strategies 
as that of G2Way but generates test suites for general and high 
T-way combinatorial interaction strengths. 

The TConfig [28] uses a deterministic approach to construct 
test suites for T-way testing. It uses a recursive algorithm for 
pairwise interaction testing and a version of IPO for T-way 
testing. TConfig was mainly developed for pairwise interaction 
test suite generation by applying the theory of orthogonal Latin 
squares from balanced statistical experiments. Jenny [29] is a 
tool similar to AETG, which first covers single features (one 
way interaction), then pairs (2-way interaction) of features, then 
triples (3-way interaction), and so forth up to the     n-tuples 
requested by the user. During each pass it checks whether the 
existing tests cover all tuples, and if not, make a list of uncovered 
tuples and add more tests until all tuples are covered. It tries to 
find test cases that obey the restrictions and cover a lot of new 
tuples. Any tuple that it can't cover no matter how hard it tries 
without disobeying some restriction, it says it can't cover it, and 

adds it to the list of restrictions. Thus it uses a computational and 
deterministic approach for test suite generation.  

WHITCH is IBM’s Intelligent Test Case Handler. With the 
given coverage properties it uses combinatorial algorithms to 
construct test suites over large parameter spaces. TVG [30] is a 
free tool that is built based on model based techniques. It 
combines both behavior and data modelling techniques. The 

behavior modelling allows the testers to capture important high 
level scenarios to test. A data model is then created at a level of 
sophistication according to the importance of each test scenario. 

Other researchers have adopted heuristic search techniques 
[32] such as Hill climbing, Simulated Annealing, Tabu search, 
Great Flood etc. All of these search strategies have the same goal 
as to maximize the number of tuples covered in a test. It initially 
uses greedy algorithm to choose each test and then it is modified 
using local search. These Heuristic search techniques predict the 
known test set in advance in contrast to AETG and IPO which 
builds the test set from the scratch. However, there is no 
guarantee that the test set produced by Heuristic techniques are 
the most optimum. The AETG or IPO takes longer time to 
complete when compared to the Heuristic techniques. Although 
some work has been done in the past by researchers, test suite 
generation for combinatorial interaction testing still remains a 
research area and NP complete problem that needs exploration.  

 

III. THE PROPOSED STRATEGY 

The proposed strategy starts by constructing the test-tree 
based on the input parameters and values. Then it constructs the 
covering array, which includes all possible multi-way 
combinations of input variables. In order to construct the test-

 

 
Fig. 2 Test-Tree Construction 
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tree it considers one parameter at a time until all the values of all 
the parameters are considered. To illustrate the concept consider 
a simple system with parameters and values as shown below: 

Parameter A has two values A1 and A2 

Parameter B has one value B1  

Parameter C has three values C1, C2 and C3 

Parameter D has two values D1 and D2 

 

We have given the illustration for minimum test suite 
construction of 2-way and 3-way combinatorial interactions 
using our algorithm, for the example in Fig. 2 above, which 
depicts the system mentioned. The tree generation algorithm 
starts by constructing the test-tree. It uses the values of the first 
parameter to construct the base branches of the test-tree. Then it 
uses all the values of the second parameter for the next level and 
then the third and so on. Thus, the tree is constructed iteratively 
until all the parameters are considered. As a result we get all 
possible test cases generated for all the parameters by 
considering all its values.  

Fig. 2 above shows how the test-tree would be constructed. 
The test cases generated by the test-tree are stored in the list T 
in a sequential order i.e. T1(A1,B1,C1,D1), T2(A1,B1,C1,D2), 
T3(A1,B1,C2,D1), T4(A1,B1,C2,D2), T5(A1,B1,C3,D1), 
T6(A1,B1,C3,D2), T7(A2,B1,C1,D1), T8(A2,B1,C1,D2), 
T9(A2,B1,C2,D1),  T10(A2,B1,C2,D2), T11(A2,B1,C3,D1) 
and T12 (A2,B1,C3,D2). 

The algorithm then constructs the covering array, for all 
possible 2-way combinations of input variables. Table 1 shows 
the covering array for pairwise combinations i.e. [A & B], [A & 
C], [A & D], [B & C], [B & D] and [C & D]. The covering array 
for the above example has 23 pairwise interactions which have 
to be covered by any test suite generated, to enable a complete 
pairwise interaction testing of the system. 

Once the test-tree construction is over we have all the test 
cases generated. The next step generates the covering array, after 
which the cost array corresponding to the number of test cases 
(or leaf nodes) is created and initialised to some high value. 
Then, the cost calculation begins. The algorithm first calculates 
the maximum cost or maximum number of pairs that can be 

covered by any test case for the given set of parameters and 
values. Then it iterates to calculate the cost of each and every 
leaf node which represents the test cases, in a sequential order. 
The cost of any leaf node or test case is equal to the number of 
pairs that it covers in the covering array.  

TABLE 1.  PAIRWISE INTERACTION COVERING ARRAY 

A with B A with C A with D B with C B with D C with D 

A1,B1 A1,C1 A1, D1 B1,C1 B1, D1 C1, D1 

A2,B1 A1,C2 A1, D2 B1,C2 B1, D2 C1, D2 

 A1,C3 A2, D1 B1,C3  C2, D1 
 A2,C1 A2, D2   C2, D2 

 A2,C2    C3, D1 

 A2,C3    C3, D2 

Once it reaches a leaf node with the maximum cost, it deletes 
this leaf node from the list of leaf nodes generated by the test-
tree i.e. T and includes this node or test case into the new list T’ 
which holds all the test cases that are to be included in the test 
suite. It also deletes all the pairs that this test case has covered 
from the covering array. In the above example, when the first 
iteration begins, the first leaf node (A1,B1,C1,D1) will be 
deleted from T and added to T’ since it has a cost equals the 
maximum cost 6 and the six pairs covered by it ([A1,B1], 
[A1,C1], [A1,D1], [B1,C1], [B1,D1] and [C1,D1]) will be 
deleted from the covering array. Thus, the first leaf node (or test 
case) generated by the test-tree will always have the maximum 
cost and is said to be included in T’ by default for any system. 

The algorithm will then continue calculating the cost of all 
the leaf nodes in a sequential order and includes the ones having 
the maximum cost. If all the pairs in the covering array are 
covered then the algorithm stops else it goes to the second 
iteration. In the second iteration, the maximum cost value 
(Wmax) will be decreased by one and the next set of best test 
cases (i.e. test cases that can cover the new Wmax number of the 
covering array. Thus, the algorithm continues until all the pairs 
in the covering array are covered. For the above example all the 
test cases which are included in the test suite are identified in 
four iterations and there are six such test cases.  

Table 2 shows how the cost calculation algorithm works 
iteratively to generate the test suite. Table 2 also shows the order 
in which the various test cases are actually included in the test 
suite. Thus, all the 23 pairs generated for covering all pairwise 

TABLE2.   GENERATED TEST SUITE FOR PAIRWISE COMBINATORIAL INTERACTION 

Test Case No. Test Case Iteration 
Max 

Weight 
Covered pairs 

T1 A1,B1,C1,D1 1 6 
[A1,B1][A1,C1][A1,D1] 
[B1,C1][B1,D1][C1,D1] 

T10 A2,B1,C2,D2 1 6 
[A2,B1][A2,C2][A2,D2] 

[B1,C2][B1,D2][C2,D2] 

T6 A1,B1,C3,D2 2 4 
[A1,C3][A1,D2] 

[B1,C3][C3,D2] 

T11 A2,B1,C3,D1 3 3 [A2,C3] [A2,D1] [C3,D1] 
T3 A1,B1,C2,D1 4 2 [A1,C2] [C2,D1] 

T8 A2,B1,C1,D2 4 2 [A2,C1] [C1,D2] 
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interactions as shown in Table 1, has been covered by the test 
cases generated by our algorithm as shown in the fifth column 
of the Table2. Thus this proves the correctness of our strategy in 
generating pairwise test suite. We have also proved that our 
algorithm is efficient in achieving a good reduction in the 
number of test cases. The exhaustive number of test cases is 12 
and we have generated 6 test cases which covers all the pairs in 
the covering array thus achieving a 50% reduction in this case. 

 

 

 

 

 

 

 

After the pairwise test suite is generated, we move to the next 
iteration where we generate the test suite for 3-way 
combinatorial interactions and so on and so forth until (n-1) way 
combinatorial interaction test suite is generated. To illustrate the 
3-way test suite generation, again the whole process starts by 
constructing the 3-way covering array and the iterative cost 
calculation of the test cases in a sequential order as explained 
before. Table 3 shows the covering array for 3-way combination 

i.e. [A, B, C], [A, B, D], [A, C, D] and [B, C, D], for the example 
in Fig. 2. The covering array for the above example has 28 
combinations of 3-ways interactions which have to be covered 
in the final test suite. Table 4 shows how the cost calculation 
algorithm works iteratively to generate the test suite. It also 
shows the order in which the various test cases are actually 
included in the test suite. All the 28 3-way combinations in the 
covering array have been covered by our algorithm. Thus, the 
correctness of our strategy for 3-way interaction coverage has 
been proved. 

A. Test—Tr ee Construction Algorithm  

The tree generation strategy thus provides the following 
advantages: 

 A systematic method whereby all possible test cases are 
generated in order. 

 

 The above procedure works well for both parameters with 
uniform and non-uniform values. Therefore all parameters 
can have different or same values as any real time system to 
be tested would have. 

TABLE3.  3-WAY INTERACTION COVERING ARRAY 

A, B, C A, B, D A, C, D B, C, D 

A1, B1, C1 A1, B1, D1 A1, C1, D1 B1,C1, D1 
A1, B1,C2 A1, B1,D2 A1, C1, D2 B1,C1, D2 

A1, B1,C3 A2, B1,D1 A1, C2, D1 B1,C2, D1 

A2, B1,C1 A2, B1,D2 A1, C2, D2 B1,C2, D2 
A2, B1,C2  A1, C3, D1 B1,C3, D1 

A2, B1,C3  A1, C3, D2 B1,C3, D2 

  A2, C1, D1  
  A2, C1, D2  

  A2, C2, D1  

  A2, C2, D2  
  A2, C3, D1  

  A2, C3, D2  

 

TABLE4.   GENERATED TEST SUITE FOR 3-WAY COMBINATORIAL INTERACTION 

Test Case 

No. 
Test Case Iteration 

Max 

Weight 
Covered pairs 

T1 A1,B1,C1,D1 1 4 [A1,B1,C1][A1,B1,D1][A1,C1,D1][B1,C1,D1] 

T4 A1,B1,C2,D2 1 4 [A1,B1,C2][A1,B1,D2][A1,C2,D2][B1,C2,D2] 
T8 A2,B1,C1,D2 1 4 [A2,B1,C1][A2,B1,D2][A2,C1,D2][B1,C1,D2] 

T9 A2,B1,C2,D1 1 4 [A2,B1,C2][A2,B1,D1][A2,C2,D1][B1,C2,D1] 

T5 A1,B1,C3,D1 2 3 [A1,B1,C3][A1,C3,D1][B1,C3,D1] 
T12 A2,B1,C3,D2 2 3 [A2,B1,C3][A2,C3,D2][B1,C3,D2] 

T2 A1,B1,C1,D2 3 1 [A1,C1,D2] 

T3 A1,B1,C2,D1 3 1 [A1,C2,D1] 
T6 A1,B1,C3,D2 3 1 [A1,C3,D2] 

T7 A2,B1,C1,D1 3 1 [A2,C1,D1] 

T10 A2,B1,C2,D2 3 1 [A2,C2,D2] 
T11 A2,B1,C3,D1 3 1 [A2,C3,D1] 
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 The algorithm generates only a set of leaf nodes at every 
stage, although it appears as if the entire tree gets generated 
in order to minimise the space requirements. Therefore we 
only have a list of leaf nodes (or test cases) when the 
algorithm ends.  

The example tree shown in Fig. 2 explains how the test cases 
are constructed manually. In reality we may need only the leaf 
nodes and all the intermediate nodes are not used. Therefore in 
order to increase the efficiency and to minimise memory 
allocation, we have constructed the tree shown in Fig. 2 using 
the proposed tree generation algorithm, which constructs the tree 
by minimising the number of nodes and by giving importance to 
only the leaf nodes at every stage.  

 

 

 

 

 

 

Therefore, at each stage or iteration we look at the leaf nodes 
of the tree and generate the next level nodes by considering all 
the values of the current parameter to generate the new set of 
nodes. The new set of leaf nodes from an already existing set is 
calculated using a replication strategy. If the existing set of leaf 
nodes is Esoln, new set of leaf nodes is Nsoln and the number of 
values of the parameter under consideration is n. Then,  

Nsoln =  Esoln * n (1) 

Assume there are 6 leaf nodes in existing set (i.e. Esoln= 6), 
and the next parameter to be considered has 2 values (i.e. n=2). 
Then based on Equation 1 the new list of nodes will have 12 new 
leaf nodes as a result (i.e. Nsoln=12). Therefore at every stage 
of tree construction, the algorithm considers each and every 
existing leaf node separately and calculates the number of times 
this particular node needs to be replicated in order to get the new 
set of leaf nodes with the formulae given below: 

                The number of values of pi – 1 

 

(2) 

 
Where pi – is the ith parameter under consideration for 

constructing the new set of leaf nodes and i=1,2,….N – the 
number of parameters.  

In Figure 2, consider the existing nodes (A1, B1) and (A2, 
B1). To construct the next level of nodes the parameter under 
consideration is C which has values C1, C2 and C3. Therefore, 
the node (A1, B1) needs to be replicated twice. Now we will 

have three (A1, B1) nodes to which C1 is added to the first, C2 
is added to the second and C3 is added to the third and then the 
two replicated nodes are included in the list of leaf nodes after 
the original node and before the node (A2, B1). The same is done 
to (A2, B1). It is replicated twice and hence we have three of it 
(one original and two replicated nodes). Now C1 is added to the 
first (original node), C2 is added to the second (replicated node) 
and C3 is added to the third (replicated node). Thus we have (A2, 
B1, C1), (A2, B1, C2) and (A2, B1, C3).  The same process is 

 
Fig. 3 Test Tree Construction Algorithm 

 

  
Strategy Tree generation 

 

Begin 

  

 for the first parameter p1 

 
     T = {(v1), (v2)……(vj) / v1, v2 and vj are  values of p1 and are sequentially connected}        

                                                                                                                   

     If n=1 then stop; 
 

     f or the remaining parameters 

 
         For parameter pi, i = 2,3,……n             

   do 

    Begin 
        For each Test (v1, v2,……, vj) in T do 

         Begin 

 
Replicate the Test as many times as (the number of values of pi – 1) 

  Add all the replicated nodes sequentially after the current original test node and before the other Test nodes 

                                   For each value in pi do 
                   Begin 

Append the original with v1 and all the replicated tests with (v2, v3……vi-1, vi) Where vi is a value of pi and each of which is considered in order  

 
           End 

               End 

     End 
 

End 
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done to construct the test-tree until all the parameters are 
considered. Thus, once the list of leaf nodes is generated by 
considering all the values of all the parameters, we proceed to 
the next strategy of iterative cost calculation to construct the test 
suite. 

B. Iterative Cost Calculation Strategy 

In Figure 4, the outer loop iterates N-2 times through the list 
of test cases to generate N-2 test suites, i.e. 2-way, 3-way, 4-way 
etc. until (N-1) way. For every T-way (i.e. 2-way, 3-way, 4-way 
etc. until (N-1) way) test suite to be generated, the inner loop of 
the algorithm iterates until all the combinations of the 
corresponding T-way covering array are covered. During each 
iteration, all the test cases with the maximum cost (Wmax) will 
be included in the test suite. Thus the algorithm guarantees 
identifying a minimum set of test cases for parameters with 
uniform and non-uniform values. 

 

IV. CONCLUSION 

In this paper we extend and improve our previous strategy, “A 

Tree Based Strategy for Test Data Generation and Cost 

Calculation” to support higher testing strength interactions. The 

proposed strategy is based on two algorithms. A tree 

construction algorithm which constructs the possible test cases 

and an iterative cost calculation algorithm that constructs 

efficient multi-way test suites which cover all possible 

combinatorial interactions between input components. The 

correctness of the proposed strategy has been proved  in Tables 

2 and 4.  
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	0079
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0080
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0081
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0082
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0083
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0084
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0085
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	0086
	Internet and Web Services
	CR-ICIT15200
	CR-ICIT15240
	CR-ICIT15271
	CR-ICIT15392
	CR-ICIT15400
	CR-ICIT15449
	CR-ICIT15492
	CR-ICIT15557


	10_Modeling Page
	0087
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0088
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0089
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0090
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0091
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0092
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0093
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0094
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0095
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0096
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0097
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0098
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	0099
	Modeling
	CR-ICIT15165
	CR-ICIT15192
	CR-ICIT15212
	CR-ICIT15217
	CR-ICIT15303
	CR-ICIT15329
	CR-ICIT15414
	CR-ICIT15442
	CR-ICIT15461
	CR-ICIT15482
	CR-ICIT15507
	CR-ICIT15508
	CR-ICIT15570


	11_Multimedia Page
	0100
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0101
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0102
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0103
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0104
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0105
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0106
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0107
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0108
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	0109
	Multimedia
	CR-ICIT15166
	CR-ICIT15170
	CR-ICIT15185
	CR-ICIT15209
	CR-ICIT15211
	CR-ICIT15378
	CR-ICIT15438
	CR-ICIT15529
	CR-ICIT15549
	CR-ICIT15563


	12_Parallel Page
	0110
	Parallel
	CR-ICIT15489
	CR-ICIT15574
	CR-ICIT15576


	0111
	Parallel
	CR-ICIT15489
	CR-ICIT15574
	CR-ICIT15576


	0112
	Parallel
	CR-ICIT15489
	CR-ICIT15574
	CR-ICIT15576


	13_Software Engineering
	0113
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0114
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0115
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0116
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0117
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0118
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0119
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580


	0120
	Software Engineering
	CR-ICIT15224
	CR-ICIT15236
	CR-ICIT15254
	CR-ICIT15283
	CR-ICIT15455
	CR-ICIT15467
	CR-ICIT15536
	CR-ICIT15580






